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Summary 

Traditional heterogeneous catalysis is constrained by kinetic and thermodynamic limits, such as the 

Sabatier principle and reaction equilibrium. Dynamic and resonant catalysts hold promise to overcome 

these limitations by actively oscillating a catalyst's physical or electronic structure at the timescale of 

the catalytic cycle, allowing programmable control over reaction pathways, and leading to improved 

rate and selectivity. External stimuli like temperature swing, mechanical strain, electric charge, and 

light can perturb catalyst surfaces in different ways, altering adsorbate coverage, binding energies, 

and transition states beyond what steady-state catalysis allows. This work surveys the current state of 

dynamic catalysis, introduces the concept of “stimulando” characterization for observing transient 

dynamics, and outlines key modeling, mechanistic, and benchmarking strategies to advance the field 

toward sustainable chemical transformation. 

1. Introduction 

Opportunity for improved control of chemistry exists with a new class of dynamic and resonant 

catalysts that change on the timescale of surface chemistry. Conventional heterogeneous catalysis of 

the past century has focused on designing catalyst surfaces assuming that active sites are static over 

a complete catalytic turnover.1 This catalyst engineering strategy focusing on structure-function 

relationships has primarily advanced via increasing fundamental description of active site 

mechanisms. Deeper knowledge of catalytic mechanisms provides insight into the rational design of 

faster, more selective catalyst structures and compositions.2,4 However, this “deep knowledge” 

catalysis design philosophy is limited by the inherent capabilities of static active sites, which have 

fundamental restrictions such as the Sabatier limit or reaction equilibrium; static catalysts can only 

accelerate reactions up to a maximum peak rate and to a conversion defined by equilibrium.3,5 

The ability to oscillate the electronic or physical structure of a catalyst’s active site introduces new 

capabilities for controlling surface reactions.6 As depicted in Figure 1a, dynamic surfaces result in 
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multiple free energy pathways between reactant, A(g), and product, B(g), through intermediates A* 

and B* and their connecting transition state, TS.7 The catalyst is forced to change via energy input 

referred to here as “stimulus”, which can be imposed on the surface by a variety of mechanisms. The 

magnitude of catalyst stimulation can be described in terms of the perturbation mechanism (e.g., 

applied light frequency) or as the extent of change in binding energy of an adsorbate, ΔBEi for species 

i, resulting from the stimulus. When stimuli can be applied at controlled frequencies (f), the catalyst is 

referred to as “programmable”; the catalyst active sites are forced to change as defined by the input 

program, which is engineered in extent and speed of active site changes to optimize for reaction rate, 

selectivity, and/or conversion.  

Catalyst dynamics that vary the binding energy of adsorbates have recently become possible due to 

new methods of applying stimuli directly to catalyst surfaces, making it distinctly different from 

changes in reactor temperature, pressure, and composition (ΔT, ΔP in Figure 1b) or overpotential 

(ΔVOP in Figure 1c) that have been studied for decades.6 Methods of stimulating catalyst surfaces are 

primarily variations of modulating the physical and/or chemical properties of an active site (e.g., strain, 

temperature, electron density).6 Physical deformation of surfaces can occur by methods that apply 

pressure waves to the surface or utilize catalyst supports that deform with time via external control, 

such as the case with a piezoelectric support (Figure 1d) that expands and contracts with an applied 

voltage.8,9 Alternatively, electrons or holes can be accumulated at an active site by methods such as a 

catalytic condenser (Figure 1e) that achieves high charge density (>1013 electrons/cm2) using high 

capacitance oxide films.10,11 Thirdly, photons incident to the catalyst surface (Figure 1f) can provide 

both thermal and non-thermal energy that has been shown to generate electron-hole pairs and 

increased rate of reaction or desorption.12 These stimuli affect specific adsorbate-surface interactions, 

such that each method of perturbing catalyst surfaces will provide distinct changes in adsorbate 

binding energies and transition states.  

The stimulation of reactive surfaces exhibits predictable molecular behavior that helps the design of 

dynamic catalysts. The variation in the binding of adsorbates on different catalyst materials and active 

sites has historically been described via linear scaling relationships that account for the differences 

between any two surface species.13 As an example shown in Figure 1g, the generic adsorbates A* and 

B* both increase in binding energy at different extents described by the slope, γ, as a trend on many 

materials. Stimulation of a catalyst surface with light, charge, or strain also varies the binding energy 

of molecules on the surface of a single material, albeit at a unique slope from periodic scaling; the 

ability of a stimulus to shift the binding energy proportional to the extent of the applied perturbation 

is the key capability of dynamic and programmable catalysis. Similar linear scaling relationships, such 

as the Brønsted−Evans−Polanyi (BEP) relation, describe the energy of the transition state between two 

adsorbates.14 These descriptors for molecules on catalyst surfaces lead to the formation of a Sabatier 

volcano, depicted in Figure 1h, where the catalytic rate is determined by the binding energy of a 

molecule on the surface, referred to as a descriptor.15 The catalytic material at the peak of the Sabatier 

volcano has achieved the maximum possible catalytic rate. 

Catalysts that are stimulated to periodically change at frequencies comparable to the turnover 

frequency of surface reactions can overcome the limitations imposed by linear scaling relationships. 

As depicted in Figure 1h, oscillation of the binding energy of adsorbates manifests itself as a horizontal 

shift on the Sabatier volcano plot. For sufficiently high applied catalyst oscillation frequencies, the 

time-averaged catalytic rate exceeds the Sabatier maximum up to the “resonant frequency” (purple 

line), defined as the applied frequency leading to a maximum in both catalytic rate and efficiency.16,17 

Dynamic stimulation of catalysts also provides the capability to drive reactions away from equilibrium 

to a new steady state conversion, either greater than or less than equilibrium defined by reaction 
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conditions.18 This occurs via a catalytic ratchet mechanism which imposes a kinetic bias to each 

elementary step reaction via energy input from light, strain, or applied charge. Finally, these new 

capabilities provided by a dynamic catalyst introduce new mechanisms to substantially improve the 

selectivity to products in complex multi-step catalytic mechanisms.19 

In this work, we present the current state of the art in stimulated dynamic and programmable catalysis 

and outline future opportunities and directions for the field. We begin by discussing modeling 

approaches used to understand and predict dynamic catalytic behavior and discuss which theories 

and models require further development. Next, we explore how different dynamic stimuli, such as 

charge, light excitation, temperature, and mechanical strain, influence catalytic performance (e.g. 

turnover, selectivity, stability) through distinct physical mechanisms. We focus on understanding their 

mechanisms and their challenges and limitations. We then examine the integration of dynamic 

stimulation with operando spectroscopy, coining a new philosophy of “stimulando” spectroscopy and 

characterization, and highlighting methods capable of detecting transient species, tracking energy 

flow, and resolving reaction pathways at (ultra)fast timescales. Building on this, we propose potential 

reaction systems that could serve as standardized testbeds for benchmarking progress and comparing 

different stimulations. We conclude with an outlook on how dynamic catalysis could transform 

catalysis for sustainability. 

 

Figure 1. Stimulated and resonant catalysis: concept and scope. (a) Surfaces and active sites that change in 

physical and/or electronic state with via a controlled external stimulus with defined temporal perturbations in 

the binding energy of adsorbates, A* and B*, are programmable catalysts. (b,c) Oscillation of temperature (T), 

pressure (P), composition (X), or overpotential (VOP) are alternative methods of changing the overall 

thermodynamics and resulting kinetics of reactions. Methods of stimulating catalysts to shift active site electron 

density and the binding energy of adsorbates include: (d) tensile and compressive strain and stress via devices 

such as support piezoelectric materials, (e) charge condensation in catalyst active sites via the condenser device 

architecture, (f) or pulsed illumination of catalyst surfaces, (g) Different catalytic materials (e.g., Pt, Ru, Rh) 

exhibit periodic linear scaling between the binding energy of adsorbates (A* and B*), while external stimuli shift 

the binding energy of molecules on each individual material. (h) Linear scaling of adsorbate binding results in a 

Sabatier ‘volcano’ (blue) with peak maximum rate. Oscillation of the binding energy of B* for any given amplitude 

accelerates the reaction at a ‘resonance frequency’ above the Sabatier maximum. 
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2. Modelling of stimulated dynamic catalysis 

The description of catalytic reactions using physics-based models is challenging due to the large 

number of atoms and reaction phenomena that are often required to accurately represent the 

reaction system (e.g., a metal surface or zeolite cavity). The development of density functional theory 

(DFT) has enabled faster computation of surface reactions, expanding our fundamental mechanistic 

understanding of catalytic reactions.3,20 It is common even for static catalytic reactions for the 

complexity associated with solvation effects,21–23 lateral interactions,24 and surface reconstruction25 to 

be omitted to limit computational demand and reduce the number of defined model parameters. The 

modeling challenge worsens when describing reactions where the rate-controlling step is given by a 

dissociative chemisorption reaction.26 This has been shown to be relevant for key reactions for the 

energy transition and food supply such as methane steam reforming27 and ammonia synthesis28. 

Microkinetic modeling of static catalytic reactions, despite several decades of development, remains 

a frontier challenge to achieve accurate prediction in rate and selectivity relative to experiment. 

Like modelling of conventional catalysis, programmable catalyst modeling is inherently a multi-scale 

problem, which now extends to the effect of stimuli at various lengths and timescales. This requires: 

(1) understanding the fundamental relationship between catalyst stimuli and surface-adsorbate 

interactions at the atomic scale, and (2) capturing the influence of these stimuli on the microkinetic 

model (3) including stimuli-driven effects at the continuum scale (e.g., heat transport, transport of 

reactants and products to and from the catalyst). In this section, we focus on the implications of 

dynamic catalysis for the modelling of reaction microkinetics. The parallel development of catalytic 

resonance theory provides a framework for extending microkinetic models towards dynamic catalysis, 

which can be compared to real dynamic surface chemistries observed in experiments. It is essential to 

continue developing modeling methodologies that can accurately define the dynamic free energy 

landscape under (multiple) catalytic stimuli starting from the atomic scale and ideally relying on 

accurate electronic structure calculations. 

2.1. Microkinetic models including dynamic stimuli 

Microkinetic modeling is at the core of theoretical modelling of catalysis. Dynamic catalytic reactions, 

characterized by periodic external stimuli such as light, strain, or electric fields pose unique challenges 

in microkinetic modeling due to the complex interplay of reaction networks. A reaction network is a 

collection of elementary reaction steps transforming the reactants into (by-)products. Each step is 

associated with rate constants as a function of the applied stimulus. Without accounting for 

microscopic details of how a stimulus affects the catalyst and/or the adsorbates, the impact on the 

rate constants connected with each elementary step can be formally included in a coarse-grained 

manner by introducing time-dependent rate constants: 

𝑘𝑖(𝑡) = 𝐴𝑖(𝑡)𝑒
− 

𝐸𝑖(𝑡)
𝑅𝑇(𝑡) =

𝑘𝐵𝑇(𝑡)

ℎ
𝑒

−
 ∆𝐺𝑖

‡(𝑡)

𝑅𝑇(𝑡)  Equation 1 

Figure 2e provides an overview of the range of timescales associated with different stimuli. Certain 

stimuli result in a change of the position and/or energy of the transition the transition state, such as 

strain or electrochemical potential (Figure 2a,c), which is reflected by the pre-exponential factor 

(𝐴𝑖(𝑡)) as well as the activation barrier (𝐸𝑖(𝑡)). Heating of the systems (Figure 2d) is described by a 

time-dependent temperature (𝑇(𝑡)). The influence of the stimuli can also be expressed via the Gibbs 

free energy of activation (∆𝐺𝑖
‡(𝑡)). As a consequence, the surface coverages 𝜃𝑖(𝑡) of the different 

intermediate species can fluctuate, resulting in a change of the actual reaction rate, e.g.: 
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𝑟𝑖(𝑡) = −𝜃𝑖(𝑡) ∙ 𝑘𝑖(𝑡)  Equation 2 

Other stimuli, such as light excitation (Figure 2b) can lead to multiple intersections between potential 

energy surfaces (PESs), significantly increasing the number of possible reaction pathways. Multiple 

PESs complicate the identification of a single rate-determining step, as periodic stimuli can 

dynamically shift the dominant reaction mechanism. While steady-state sensitivity analyses can guide 

the selection of key processes for small perturbations, these are limited in their applicability under 

dynamic conditions. 

Microkinetic models use mean-field approximations, assuming perfect mixing and uniform access of 

reactants to active sites. However, this assumption breaks down in more realistic systems with 

transport limitations or dynamically modulating active sites. For example, reactants might experience 

uneven access to catalytic sites, particularly when the reaction environment undergoes periodic 

structural or energetic changes. In such cases, kinetic Monte Carlo (KMC) simulations provide a more 

accurate approach by explicitly accounting for spatial and temporal effects, such as slow surface 

diffusion and local transport phenomena.29,30 Finally, understanding single excitation events, such as 

those induced by photons or electrons, requires statistical treatment of reaction kinetics to predict 

the probabilistic outcomes of these discrete occurrences. Together, these approaches deepen insights 

into dynamic reaction systems and enable the design of more effective catalytic processes. 
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Figure 2. Schematic Illustration of the effects of stimuli on minimum energy pathways and their relevant 

timescales. Modeling of conventional (heterogeneous) catalysis is based on the reactant-to-product free energy 

pathway defined by system-specific reaction coordinate with the lowest energy barrier (d). Strain yields a direct 

modification of this path that can change both the position and height of the barrier (a). Excitation by light and 

those involving charges in form of the non-Faradaic (b) and Faradaic processes (c) indicated in Figure 2 drive the 

system away from its electronic ground state and thus pose additional challenges for modeling. e) Relevant 

timescales of heterogeneous catalysis (red, bottom) and the timescales of the various dynamic stimuli discussed 

in this work. 

2.2. Catalytic resonance theory 

While computational methods and molecular dynamics provide mechanistic insight into molecular 

behavior of reacting surface species under stimulus, the emergence of forced-dynamic catalysts under 

light, strain, or charge/field also requires fundamental understanding of the new kinetic behaviors 

arising from oscillating free energy pathways. Simulation of model dynamic reactions (e.g., A(g) to B(g) 

via intermediates A* and B*) has identified new kinetic mechanisms that can potentially enhance the 
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rate of catalytic reaction, alter the steady-state conversion of reaction away from equilibrium, and 

drive reactions more selectively to targeted products. Under dynamic operation, it is predicted that 

programmable catalysts can accelerate reactions to a maximum catalytic rate above the Sabatier limit 

at the “resonance frequency,” which was defined as a maximum in the effective catalytic rate 

occurring when the applied catalyst oscillation frequency matches the rate-limiting kinetics of the 

overall catalytic mechanism.16,31 Identification of the oscillation amplitude and frequency of dynamic 

catalytic reactions requires kinetic description of the elementary surface reactions which define the 

Sabatier volcano; extension of the sides of the Sabatier volcano above the Sabatier limit define the 

dynamic rates accessible by each rate-limiting step in the sequence of elementary steps of reaction.6,18 

Application of stimuli to a catalyst surface at the reaction resonance frequency has the potential to 

accelerate reactions orders of magnitude beyond conventional static catalytic materials, providing a 

strategy for achieving faster catalysts with higher reactor throughput. 

In addition to rate acceleration, the theory predicts that “energy ratchet” mechanisms involving 

dynamic free energy surfaces can arise from stimulation of the catalyst surface.7 For specific 

simulation conditions, the energy ratchet mechanism results in the utility of the stimulus energy input 

to drive reactions to extents of conversion different from equilibrium.7 This predicted capability of 

dynamic catalysts could enable the decoupling of reaction conditions from reactor outlet composition. 

While catalytic reactors conventionally use temperature, pressure, and composition conditions to 

achieve a specific equilibrium composition, the use of dynamic catalysts that drive reactions to non-

equilibrium product compositions would permit a broader range of operating conditions. This is 

particularly useful in reactions at extreme operating conditions such as steam reforming of methane,32 

or the synthesis of ammonia.33 These methods of rate acceleration and non-equilibrium steady-state 

conversion promise to enable additional capabilities such as the promotion of reaction pathways 

towards targeted products at high selectivity.19 Altogether, the fundamental mechanisms identified 

by these model systems provide a foundation for understanding more complex dynamic catalytic 

reactions and provide a strategy for improving the applied catalyst stimulus with dynamic kinetic 

modeling. Still, it remains to be scrutinized whether elementary process at atomic length and 

timescales justify the intrinsic assumptions this modelling approach hinges on. 

2.3. Challenges 

The majority of the research conducted on these excitations assume that the Brønsted-Evans-Polanyi 

(BEP) relationship holds, irrespective of the material, chemical environment, and mode of excitation, 

amplitude of the stimulus, and frequency.6,19,31,33–38 The underlying assumption here is that the  

transition states energies are linearly correlated with the corresponding reaction energies.  The BEP 

relationship has predicted the behavior of many  traditional catalytic systems (without stimuli), which 

makes it an effective method for predicting the rates of elementary reactions and the ultimate 

turnover frequency of catalytic materials operating in the steady state.39,40 BEP relationships can be 

established from DFT calculations of a set of similar elementary reaction steps on different catalyst 

surfaces. 

Determining linear relationships influenced by catalytic stimulus is challenged by the need to describe 

the extent of the stimulus on the free energy of adsorbates. For instance, when using light excitation 

in plasmonic catalysis, hot charge carriers (i.e. electrons or holes) are generated and they directly or 

indirectly interact with reactive species, subsequentially leading to an increase in the product 

formation rate.39,40 However, other processes such as thermalization of the hot charge carriers 

compete with this process. Phonons in the catalyst may be directly transferred to the vibrational 

modes of the molecule.41,42 In this case, if the heat evolution is faster than the dissipation rate, the 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


8 
 

temperature can drastically increase, inducing surface reconstruction of the metal or even melting in 

the most extreme cases.3,20 These competing processes cannot be described using a single atomistic 

model. Decoupling plasmonic and photo-thermal effects will be essential before establishing the 

relationships that enable the prediction of the overall reaction rate. In addition, the reliability of 

commonly made assumptions, such as the linearity of BEP relationships, should always be examined 

for each considered catalyst-chemistry-stimulus combination. As in static catalysis, the experimental 

results will need to guide the development of molecular models of surface reaction kinetics. 

Modeling stimuli-dependent reactions requires methods capable of describing transient states and 

kinetic variability, potentially revealing pathways that shift under varying degrees of stimulation to 

favor the formation of specific active sites with enhanced catalytic rates. The types of stimuli inducing 

the oscillations in dynamic catalysis widely vary, from electronic changes induced by localized electric 

fields in catalytic condensers, to temperature changes caused by photo-thermal effects. This diversity 

of stimuli requires tailored theoretical models that accurately describe the reaction kinetics that 

connect the reactants and products. For instance, G. R. Wittreich et al.33 modelled the impact of lattice 

strain of a metal on the reaction free energy landscape, by calculating the energetics of all the reaction 

intermediates involved in the production of ammonia from nitrogen and hydrogen at different extents 

of strain. This enabled the development of a kinetic model to estimate the influence of the dynamic 

strain frequency on the reaction rate. In sharp contrast, when the pulse involves the discharge of a 

plasma pulse the complexity of the calculation drastically increases, making it difficult to generate 

general catalytic models that describe dynamic catalysis. 

A model description of a dynamic catalytic reaction that continuously oscillates between electronic or 

physical configurations is expected to significantly increase the complexity of the catalytic model and 

the number of necessary parameters. Dynamic models utilize chemical descriptors such as the binding 

energy of a specific adsorbate (e.g., binding energy of N*) that is related to a specific catalyst stimulus, 

such as strain. In the simplest case, a linear relationship between the stimulus, such as percent strain 

at the active site, and adsorbate binding energy introduces two new parameters (slope and offset). 

Every other adsorbate binding energy and transition state can then be related to the chemical 

descriptor, thereby introducing at least two new parameters (for linear relationships) each. The 

number of model parameters will continue to expand with the inclusion of additional complexity, such 

as non-linear adsorbate-adsorbate or transition state scaling models. Due to this significant expansion 

in dynamic model parameters, the extent of uncertainty must be defined43 when discussing the 

expected rate enhancements or improved selectivity to products achieved by dynamic operation of 

the catalyst.  

2.4. Outlook 

Figure 3 summarizes the relative ease with which dynamical modelling can account for the effect of 

different stimuli. Molecular dynamics (MD) simulations are a tempting approach to investigate 

dynamic and resonant catalysis by capturing atomic-level details under time-dependent conditions. 

However, for MD simulations to account for the dynamic nature of the catalyst, the simulated catalyst 

area and timescales must be sufficiently long, i.e. reaching or ideally exceeding the timescales of 

stimuli as depicted in Figure 2. This requirement often exceeds length and timescales that can be 

reached with direct DFT-based molecular dynamics.44,45 Sometimes conventional interatomic 

potentials can help to overcome these limitations,46,47 but often an accurate description of the free 

energy surface is required that cannot be provided by such potentials. That is because they are 

based on simplified functional forms that often are not flexible enough to describe the complex set of 

interatomic interactions occurring in catalyst systems. For example, applying external pressure gives 
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rise to distorted geometries with shortened bond distances that are typically not included in the 

parametrization procedure of such potentials. 

Machine-learning interatomic potentials (MLIPs) can provide a computationally efficient means to 

achieve near-ab initio accuracy while significantly extending the accessible time and length scales.48–

51 and allow to efficiently evaluate reaction rates for dissociative chemisorption reactions on 

surfaces.52–54 MLIPs are machine learning models, e.g. artificial neural networks or Gaussian process 

regression models, that are trained to reproduce results from accurate first-principles reference 

methods, such as DFT. These potentials are particularly useful for studying dynamic catalytic systems, 

where the catalyst undergoes structural changes or reaction environments fluctuate over time. 

Overall, MLIPs enable simulations that capture the interplay between dynamic catalyst surfaces and 

reactants at timescales unreachable by traditional DFT-based MD.55–58 

Reaction mechanisms in dynamic and resonant catalysis can be highly complex since the catalyst 

changes during the reaction. To explore reaction coordinates associated with dynamic and resonant 

catalysis enhanced sampling methods are, therefore, invaluable.59 For example, metadynamics tracks 

collective variables (e.g., bond distances or angles) to bias the system along reaction pathways and 

intermediate states that might be inaccessible in conventional MD simulations or require exceedingly 

long simulation times.60 This enables, for instance, the study of systems where reaction dynamics are 

influenced by oscillatory or periodic modulation of external conditions.61,62 

 

 

Figure 3. Overview of multiscale modeling methods for stimulated catalysis. External fields such as electric 

potentials and mechanical strain, can be directly incorporated into molecular dynamic simulations, which can 

also be done in a dynamic or oscillatory way.63–65 External electric fields are routinely implemented to model 

electrocatalytic processes,66–70 and strain-induced effects can be modeled by deforming simulation cells.71,72 

Light-induced dynamics and resonant effects (e.g., plasmonic excitation or vibrational resonances) are more 

challenging to simulate due to the quantum mechanical nature of photon-matter interactions. ML: machine-

learning. 

3. Charge and current in dynamic catalysis 

The ability to introduce specific amounts of energy is key to controlling catalytic activity and reaction 

pathways. This section focuses on such “energy quanta” in the form of charge supplied by external 
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sources with some overlap with photo-induced charges and localized charge induced by local electric 

fields. With increasing access to solar and wind energy sources, the method of activating catalytic 

systems with renewable charge accumulation is becoming more attractive to drive industrial 

reactions. The goal is to improve reaction rate and selectivity of targeted chemical and fuel products, 

leveraging the fast, controllable, and dynamic nature of charge. Charge modulation requires 

consideration with regards to kinetics, reaction thermodynamics, the nature of the electronic or 

electrochemical promotion, rate limiting steps of specific reactions, and the structure of the catalyst 

and active site. 

From a kinetics standpoint, charge activation can improve reaction rates by (1) reducing energy 

barriers related to bond breaking and formation, and (2) altering the adsorption and desorption of 

molecules on surfaces, thereby shifting species coverage and steering equilibrium towards specific 

products. An opportunity lies in the ability to control surface charge in a time-dependent manner (< 

milliseconds), enabling rapid modulation of the catalytic surface on the time-scale of catalytic turnover 

frequencies. By modulating the catalytic surfaces between electronic states, it becomes possible to 

access new reaction pathways or accelerate otherwise slow reaction steps. This opens avenues to 

explore unconventional catalyst compositions and charge profiles that can influence reaction rates, 

leading to better catalytic processes. 

From a thermodynamic standpoint, introducing charge to the catalytic surface alters the electronic 

properties of active sites, such as the Fermi level, density of states, and band bending at the catalyst 

surface. This in turn shifts the enthalpy and entropy of adsorption of surface species, and thus the 

overall Gibbs free energy of the reaction, altering the favorability of competing reaction pathways. 

Enthalpic changes typically pertain to strength of interaction between the surface and chemical 

species, while ordering and mixing of adsorbates on the surface contribute to the entropic changes of 

the system that together determine the reaction equilibrium.  

The methods to introduce charge to a catalyst can be classified into two broad categories which are 

Faradaic and non-Faradaic processes. Faradaic processes involve direct electron transfer between the 

catalyst and chemical species through redox events, where positive or negative charges are constantly 

exchanged to drive chemical transformations. These reactions are common in electrochemical cells, 

where applied potentials generate a flow of electrons that directly affects reaction kinetics. Moreover, 

variation of the electron energy shifts the overall thermodynamics of electrochemical half reactions. 

Common examples are water splitting, the electrocatalytic reduction of CO2,73
 electrochemical 

ammonia synthesis,74 and anodic oxidation in organic electrochemistry,75 where electrons supplied by 

the electrode participate in bond-breaking and bond-forming steps. In each case, the catalyst 

undergoes changes in oxidation state, altering the energy of transferred electrons and accelerating a 

specific redox path for the desired transformation. 

In contrast, non-Faradaic charge modulation of catalysts does not involve net charge transfer to 

chemical species but instead influences catalysis through modulation of the Fermi level at the active 

site or local variation of the electric field at the surface (Figure 4a). These effects can reorganize 

surface atoms, alter adsorbate binding strength, modulate adsorbate molecular orientation (Figure 

4b), or generate defects, all of which alter the catalytic properties of the active site. Examples include 

the NEMCA effect (Non-faradaic Electrochemical Modification of Catalytic Activity), where ionic or 

electronic polarization across a solid electrolyte accumulates ions near the catalytic active site.76 

Ferroelectric and piezoelectric materials are two other examples that use surface polarization under 

electric fields or mechanical strain to modulate electronic surface properties.77,78 Magnetoelectric 

coupling, and electrostatic charging such as the case of the catalytic condenser also enable precise 

control of surface energetics without altering the net oxidation states of active sites (Figure 4c).10,79 
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These systems demonstrate that surface reactivity can be dynamically tuned through charge or field 

effects alone, offering a complementary and often more energy-efficient strategy compared to 

Faradaic electrocatalytic processes. 

Both underlying mechanisms (Faradaic and non-Faradaic reactions) are similar, but a key difference 

between the two processes is the timescales at the charged surface interface (Figure 2e). Faradaic 

processes require charge transfer through redox events, are limited by electron and ion transport, 

double-layer charging, and often by the diffusion of reactants to and from the electrode surface in a 

liquid. These steps operate on timescales of milliseconds or longer depending on the size of the system 

and electrolyte environment.80 As a result, the activation time for Faradaic modulation tends to be 

slower and is suited for dynamic operation in the >ms regime. In contrast, non-Faradaic processes, 

where surfaces are activated by fields or local polarization, respond at millisecond or faster 

timescales.81 Since these mechanisms do not rely on transport of chemical species or changes in 

oxidation states, they can occur within picoseconds to milliseconds, opening up interesting new 

possibilities for faster modulation in dynamic catalysis. 

The ability to induce dynamic charging  depends on catalyst design and material selection, to support 

electron transport and integration of components such as dielectric films, membranes, and stack 

devices that can operate at high frequencies. Several systems with potential for dynamic catalysis have 

already been demonstrated in this context, including catalytic condensers,10,11,82 ferroelectric 

surfaces,83–85 gated-transistors,86 and proton-exchange membrane systems.87 These dynamic catalytic 

technologies can change between positive and negative voltages, enabling transitions between 

catalytic states at speeds comparable to or faster than the turnover frequency of catalytic chemistry 

(>1 Hz). However, implementing such systems has considerable challenges related to reactor design, 

delivery of charge, scalability and direct measurements of charge condensation, all of which will 

require advances in the coming decade to achieve utility for catalytic control. This section will describe 

the tunability of charge modulation, highlight potential catalytic platforms for controlling charge, 

discuss challenges, and provide recommendations for advancing the field of dynamic catalysis. 
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Figure 4. Dynamic catalysis modulated by charge and electric fields. a) Cartoon of a surface dipole on a Pt(111) 

surface with the magnitude of selected surface dipoles (F*, CH*, COH*, NH3*, and N2*) shown on the right.88 b) 

Variation of adsorption energy with varying electric field for adsorbates F*, CH*, COH*, NH3*, and N2* on the 

Pt(111) surface at the atop site.88 c) Pt/C on an ion gel catalytic condenser with negative charge condensation, 

affecting CO desorption from Pt.89  d) Device capacitance and charge stabilization for catalytic condensers based 

on different insulating dielectric layers (silica, amorphous and crystalline HfO2, and ion gel at room temperature 

and 200 °C) for applied voltage of 1 V.89 e) Capacitance of various condenser devices as a function of applied 

frequency.11 f) Adsorption isobars of the normalized CO coverage on a Pt/C ion gel condenser measured as a 

function of temperature from −1.00 to +0.25 V at 0.25 V increments. The experimental measurements (dots) 

were fitted with Langmuir isobars (lines).89 g) Faradaic efficiency changes for EtOH (top left), C2H4 (top right), CO 

(bottom left), and CH4 (bottom right) during potential-pulsed CO2
 electroreduction with respect to a static -1.0 

V potential, with different lengths of anodic (x-axes, Δta) and cathodic pulses (y-axes, Δtc).90 Regions A–D 

correspond to regions where the catalyst has different structure and surface compositions, based on XAS and 

XRD data, as schematically depicted on the right. h) Hydrogen evolution rate under continuous and periodic UV-

LED illumination (365 nm) for TiO2 and Pt decorated TiO2.91 Panels a and b were adapted with permission from 

Shetty et al.88 Copyright 2020 American Chemical Society. Panels c, d, and f were adapted with permission from 

Onn et al.89 Copyright 2024 American Chemical Society. Panel e was adapted from Onn et al.11 Copyright 2022 
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American Chemical Society. Panel g was adapted from Timoshenko et al.90, Copyright 2022 springer Nature. 

Panel h was adapted from Sordello et al.91, Copyright 2021 American Chemical Society. 

3.1. Tuning of surface charges and limitations 

Surface charges modulated by external stimuli (e.g., applied voltage, applied strain) create a tunable 

energy landscape unique to each stimulus type and extent. In electrocatalytic electrodes or dielectric 

film catalytic stack devices, surface charge can be controlled by applying a voltage or electric field 

through an external power source. In electrochemical systems, the extent of charge accumulation at 

the electrode is governed by the formation of the electrochemical double layer. Typical field strengths 

are in the order of 10⁹ V/m, with surface charge densities of up to 1 C/m2 (~1014–1013 

electrons/cm2).92,93 In capacitive systems, the extent of charge modulation is limited by the thickness 

and dielectric strength of the insulating internal material (Figure 4d). Only specific materials, such as 

high-permittivity perovskites with dielectric constants exceeding 1000, can sustain such high field 

strengths and associated large extent of charge condensation without incurring a dielectric 

breakdown.94 The speeds of response in both cases are constrained by the RC time constant of the 

circuit, setting limits on how fast the catalytic system can be modulated (Figure 4e). 

Other related methods of external introduction of charge to surfaces include photoexcitation, where 

pulsed light generates transient surface charge variation with time constants between 10⁻¹ and 10⁻⁷ s 

and typical charge densities below 10⁻³ C/m2.95,96 This method represents one of the more accessible 

ways to achieve high frequency charge modulation. Within the same category, plasmonic materials 

can produce comparable charge densities through optical excitation, although the lifetime of these 

carriers is limited to femtoseconds unless efficiently harvested.97,98 Mechanical methods such as 

triboelectric generators, which operate through contact and separation, also produce comparable 

surface charge.99 In contrast, piezoelectric materials can achieve much higher surface charge densities, 

up to 1 C/m2, through applied mechanical strain, as detailed in the section on strain-induced effects.100 

Additional material-stimulus combinations include thermoelectric materials subjected to pulsed heat 

sources (see section on Thermal Effects), ionized gases under alternating electric fields (plasma), and 

surfaces modified with functional groups that respond to chemical changes. In these systems, the 

upper limit of charge condensation and the achievable modulation frequencies remain poorly 

characterized, highlighting the need for further evaluation. 

In practical applications, surface charge can either be generated directly within a catalyst material or 

induced externally. In the former case, the catalyst itself serves as a stimulus-responsive material. In 

the latter approach, nanoscale catalysts are deposited onto a stimulus-active material, as 

demonstrated for the concept of the catalytic condensers, where charge densities up to 1014 

electrons/cm2 have been reported, with operational frequencies up to ≈104 Hz (Figure 4c-e).10,82,89 

Crucially, such catalytic condenser devices can modulate the binding strength of adsorbates by 20 

kJ/mol when switched between 0.25 and −1 V potential (Figure 4f), which brings programmable 

catalytic condenser devices closer to application. Furthermore, strained piezoelectric materials with 

integrated electrodes have been successfully employed for electrocatalytic water splitting at 

frequencies up to 20 Hz.101 The possibility to combine stimulus-active materials with a catalyst 

provides a huge space for future studies. 

Quantifying surface charges or potentials is vital to assess dynamic catalysts, and both macroscopic 

and microscopic techniques exist to probe the electronic properties of surfaces. Macroscopic methods 

include the Kelvin probe, transient surface photovoltage and photocurrent techniques,95,102,103 as well 

as electrochemical methods such as stepped or pulsed potentiometry and electrochemical impedance 
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spectroscopy.104,105 Chemical field-effect transistors have been used for charge sensing in solid-state 

systems,106 and electrostatic and electrokinetic methods provide insight into charge distribution and 

mobility for colloidal suspensions and aerosols.98,106–108 Spectroscopic methods such as vibrational 

Stark shift spectroscopy,92 surface plasmon resonance,109 and second harmonic generation98 can 

probe interfacial electric fields and charge effects. At the microscopic level, scanning probe techniques 

like atomic force microscopy (AFM) and Kelvin probe force microscopy (KPFM) allow for spatially 

resolved, operando analysis of surface potentials and charge distributions.106,110,111  

While these techniques can accurately probe surface charges at the atomic scale, their application in 

assessing dynamic catalytic systems remains limited, particularly in terms of temporal resolution. 

Most of the techniques above do not resolve transient events associated with ultrafast charge 

modulation. Kelvin probes, for example, have frequency limitations below the MHz range and may 

only resolve changes on millisecond timescales. Similarly, while scanning probe techniques provide 

high spatial resolution, their temporal resolution is insufficient to monitor the sub-microsecond 

timescale. Spectroscopic approaches like surface plasmon resonance or second harmonic generation 

can provide faster measurements, but they often require specialized setups and complex 

experimental environments that deviate from standard catalytic conditions.  

Achieving high-resolution, ultrafast time-resolved measurements of dynamic catalyst behavior 

remains a significant experimental challenge. As dynamic catalysis continues to grow, there exists 

significant need to develop more advanced characterization tools that match the temporal and 

charge-varying properties of time-varying surface chemistry. These tools will be necessary to provide 

insights into the mechanisms of fast switching that may influence catalytic reactivity and selectivity, 

paving the way for future developments in dynamic catalysis through detailed understanding of 

dynamic surface chemistry. 

3.2. Charges from biases and currents 

Dynamic charge modulation has been explored in electrochemical approaches, particularly Faradaic-

reaction systems, and their adaptation to catalytic reactions driven by thermal energy proceeds with 

only limited fundamental understanding. Faradaic catalytic reactions, driven by potential-induced 

charge transfer, are inherently suited for dynamic operation up to a limit of applied frequencies, as 

determined by the inherent time constants of voltage modulation. Techniques such as pulsed or 

oscillating potentials, characterized by frequency, amplitude, and duty cycle, have been applied to 

various reactions including water splitting, CO2 reduction, organic electrosynthesis, oxygen reduction, 

nitrogen fixation, and contaminant removal.112–118 These approaches represent a new catalytic 

paradigm that can improve reaction rates, selectivity, catalyst stability, and possibly energy efficiency.  

Dynamic promotion of catalytic rates arises from two key factors. The first is surface dynamics, where 

oscillating potentials can restructure surfaces and adjust the coverage of adsorbed species. For 

instance, XANES studies have shown that applying oscillating potentials can shift the oxidation state 

of copper, altering product selectivity in CO2 reduction reactions (Figure 4g).90 Similarly, in the 

electrochemical production of H2O2, in situ Raman spectroscopy revealed enhanced *O2⁻ and *OOH 

species on the electrode surface during pulsed potential application. This was attributed to a 

synergistic effect between Li⁺ ions and transient electric fields, leading to a reduction in the reaction 

energy barrier.119 

The second factor is the modulation of the electric double layer (EDL) and associated mass transport 

near the catalyst surface. In steady-state electrocatalytic systems, the EDL stabilizes as electric field 
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gradients and ion concentrations reach equilibrium.120–122 Dynamic modulation disrupts this 

equilibrium, leading to changes in field polarization and local ion distributions near the surface. This 

periodic disturbance facilitates improved reactant access and product desorption.123–125 Under 

favorable conditions, it can reduce mass transport limitations, prevent over-reduction or over-

oxidation of intermediates, and help regenerate active sites.126,127 

A growing area of interest now is the adoption of this dynamic approach to reactions that have relied 

on thermal-based activation. Early studies include alternating current field-promoted CO oxidation on 

Ni plates (5× rate, 1966), NH3 synthesis over Fe (16× rate, 1970) and C2H4 hydrogenation over ZnO 

(rate tuning via reaction order/activation energy, 1975) in fixed beds.128–130 Despite these early efforts, 

the lack of mechanistic insights into the dynamic catalytic mechanism has limited progress. A 

resurgence came in 2021 when Lim and co-workers applied oscillating potential to C2H4 hydrogenation 

over Pd/C using a three-electrode single-cell configuration.131 While TOF displayed a classic volcano-

type dependence on static potential, dynamic potentials boosted TOF maximumly ~5-fold over the 

static peak. Importantly, this occurred under non-Faradaic conditions (Faradaic efficiency >2000%), 

implicating dynamic surface restructuring (e.g., periodic co-adsorption/cleaning of C2H4 and H2) rather 

than direct electron transfer. However, not all dynamic conditions were beneficial; mismatched 

conditions between oscillation and surface kinetics led to suppressed activity in some cases. 

3.3. Charges from photoexcitation 

In addition to introducing charge via an external bias, the standard approach in electrochemistry, the 

potential of a catalyst can also be controlled by light. Many photocatalysts consist of nanoparticles. 

Their small size leads to an equally small electrical capacitance.132–134 Adding or removing a few charge 

carriers to or from a nanoparticle results in a comparatively large shift in the Fermi level.135,136 When 

nanoparticles are used to catalyze a redox reaction, an asymmetry in the rates of oxidation and 

reduction can lead to an effective charging of the particle.137–143 The associated shift in the Fermi level 

might influence both the thermodynamics of the reaction and the binding energy between the catalyst 

and the reactive adsorbate.143,144 

In photocatalyzed redox reactions, the absorption of light generates excited electrons and/or holes in 

the photocatalyst. These have a higher reduction (electrons), or oxidation (holes) potential compared 

to the non-excited charge carriers. The driving force of the redox reaction is given by the difference 

between the increased quasi-Fermi level of the excited charge carriers and the reduction or oxidation 

potential of the adsorbates.134 As the quasi-Fermi levels not only reflect the energy of the individual 

charge carriers, but also their numbers, the reactivity of the catalysts can be modulated by the light 

intensity.134,136,142 In the dark, the quasi-Fermi levels recede to the original Fermi level of the catalysts 

material without excitation. 

Charging of nanoparticles during photoredox reactions was first discussed in the context of 

semiconductor and semiconductor-metal nanoparticles.139,140 For the latter case, it was demonstrated 

that charge accumulation exerts a significant influence on the charge carrier transfer between 

semiconductor and metal.138,144 Furthermore, for metal nanoparticles, a direct influence on the 

activation energy of redox reactions by charging the particles has been demonstrated.136,145,146 

Notably, the group of Jain demonstrated that by carefully adjusting the particles’ Fermi level through 

charging, reactions that are otherwise thermodynamically unfavorable, such as the reduction of CO2, 

can be accomplished.145,146 
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Since light can be periodically modulated in a relatively simple way, we envision to realize the concept 

of resonant catalysis through modulating the charge of nanoparticles via controlled periodic 

illumination (CPI). By periodically shifting the Fermi level, the catalyst is intended to switch between 

a state with a high affinity for activating the reactants and a state with a low binding energy of the 

products.143 Initial attempts to implement resonant catalysis with CPI reported a promising 

enhancement of the photo efficiency for the degradation of formate anions by TiO2 aqueous 

slurries.147,148 Unfortunately, later studies could not confirm the enhanced reactivity, leading to the 

assumption that the alleged enhancement was the result of an inadequate experimental 

procedure.143,149–152 We speculate that one reason for these negative results is related to the presence 

of oxygen in the TiO2 slurries. Oxygen is known to be an efficient electron scavenger that prevents the 

buildup of a negative charge on the TiO2 particles and therefore the modulation of the Fermi-level.139 

Recently, a group of scientists around Pellegrino and Maurino, investigated the influence of CPI on the 

photocatalyzed hydrogen evolution reaction (HER) using platinum-decorated TiO2 particles.143,149–152 

They reported a 50% increase in efficiency for CPI with modulation frequencies above 80 Hz (Figure 

4h).91 More importantly, they demonstrated the presence of oscillations in the potential of the 

catalyst, which proves the periodic modulation of the particles’ Fermi-level.153,154 We regard this 

investigation as a promising first step to explore the potential of dynamic catalysis by light-induced 

Fermi-level modulation. These positive results suggest a possible increase in activity in the 

investigation of CPI for photocatalyzed redox reactions. To begin with, many details of the influence 

of CPI on the HER are still to be clarified.143 This includes the question whether the observed shift in 

the particles’ potential is indeed the cause of the enhanced efficiency. Next CPI should be applied to 

other photocatalyzed redox reactions and catalysts, in order to identify universal governing principles 

of photoredox enhancement by resonant catalysis. Also, the factors that determine the charging and 

discharging mechanism must be understood in more detail. Initial investigations report a strong 

influence of the electrochemical double layer including the ligand shell.133,135 Finally, it should be 

clarified, whether and why the presence of a metal is necessary to implement resonant catalysis by 

photoinduced shifts of the electrochemical potential, as the success of the HER on Pt@TiO2 seems to 

suggest.  

These examples showcase that there is still much to be explored regarding the underlying mechanisms 

and material requirements for charge-induced dynamic systems, which again points to the need for 

better toolkits to improve our standing on surface charge modulation, electric field interactions, etc. 

Future work in this area will continue to evolve, and this represents an exciting frontier in catalysis. 

3.4. Challenges and outlook 

The advance of charge-based dynamic catalysis is shaped by critical challenges in understanding 

oscillating surface chemistry and controlling performance. The first challenge is the lack of tools that 

can directly measure the ultrafast transient changes of surface potential or charge under dynamic 

conditions. Current characterization techniques, such as Kelvin probes and spectroscopic systems, are 

limited in temporal resolution within the frequency range of interest for dynamic catalysis. These 

characterization methods operate at best on timescales of milliseconds, while transient changes in 

dynamic catalysis may occur on the microsecond scale or lower. In this context, current methods 

capture only a time-averaged characteristics, and they thus suffer from the inability to characterize 

the precise details of the dynamically induced catalyst changes, limiting our ability to fully understand 

and optimize these processes. 
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Another challenge lies in distinguishing the effects of charge and field modulation from artifacts 

related to surface heating, mass transport, or other non-dynamic influences. Establishing standardized 

benchmarks or probe reactions will ensure that observed changes are due to dynamic promotion of 

chemistry independent of experimental artifacts to facilitate meaningful comparisons across different 

research efforts. Some possible examples such as CO methanation (e.g., CO + H2 to CH4), alkyne/alkene 

hydrogenation, and CO to CO2 oxidation are ideal model reactions for benchmarking dynamic 

performance between laboratories and research methods, as they are well-studied and provide 

platforms for measuring changes in rate, selectivity, and activation energy under various modulation 

conditions, including frequency, amplitude, and waveform shape.  

Material development remains another major challenge for dynamic catalytic with key considerations 

related to charge delivery and surface charging and discharging at ultrafast timescales. Understanding 

these materials requires assessment of different photo-active systems, a balance of high dielectric 

strength and dielectric breakdown, fast charge or carrier mobility, and structural stability under charge 

modulation conditions. Future studies can evaluate promising candidates such as perovskites that can 

be ferroelectric, piezoelectric, or photoactive, as they have better charge capacity compared to 

conventional catalytic materials.8,155,156 In such materials, there is the consideration of oxygen 

vacancies, lattice mismatch with substrates, thermal stability, active phases, etc., given that 

perovskites are also used as oxide membranes in solid oxide fuel cells. Additionally, dynamic materials 

such as strain-coupled piezoelectrics or photoactive semiconductors hold promise as self-actuated 

charge modulators, potentially expanding the dynamic catalysis field into additional material classes. 

In conclusion, while dynamic catalysis via charge modulation presents compelling opportunities, 

substantial progress in materials engineering, measurement capabilities, and system integration is 

essential. By addressing these challenges, we can realize  programmable catalytic processes. 

4. Light and excited states in dynamic catalysis 

The dynamic manipulation of fundamental catalytic properties on kinetically relevant timescales has 

been the goal of dynamic or resonant catalysis for the past several years. While theoretical studies of 

dynamic manipulation of adsorbate binding energies on timescales relevant to adsorption/desorption 

and reaction steps (10³–1015 s⁻¹) have shown order-of-magnitude enhancements in reaction rates, 

experimental evidence of this resonance remains scarce.16 The grand challenge for stimulated 

dynamic and resonant catalysis is the ability to exert significant changes in a catalyst’s electronics in a 

fast and repeatable manner. Light is uniquely equipped to tackle this daunting challenge, but its 

versatility and the limited understanding of its influence on catalysts underscore the complexity of the 

emerging field of dynamic photocatalysis. 

Static, continuous wave illumination has been used extensively as stimulus for chemical reactions via 

electronic or vibrational excitation of light-responsive molecules, catalysts, and supports to generate 

excited-state energy carriers such as electrons, holes, redox active species, and phonons.157–160 

However, only a handful of studies are available where light is used as a stimulus for dynamic catalysis. 

To transition from static to dynamic, on the one hand we must leverage the wealth of existing 

knowledge on how static light influences catalysis, and on the other hand understand how pulsed light 

protocols can resonate with underlying kinetics. Since light couples to many different effects that are 

covered elsewhere in this perspective (charge, strain, heat and photothermal effects), in this section 

we will discuss the benefits, challenges and our perspective on future use of photons for dynamic 

catalysis. 
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4.1. Benefits and success stories 

Light has many characteristics that make it particularly attractive as a stimulus for resonant catalysis. 

Light is tunable in wavelength, intensity, temporal coherence, phase, spectral bandwidth, and 

polarization. In the spatial domain it is possible to manipulate beam size (down to the diffraction limit), 

divergence, and structure (e.g. speckles or grids), which enables spatial-selective excitation of 

catalysts. Furthermore, light can be modulated with arbitrary waveform (enabled by the nanosecond 

resolution of electronics) or pulsed. Pulsed light sources are widely available, varying from the nano- 

to microsecond (LEDs) down to the femtosecond (lasers) timescale and repetition rates variable from 

single shot to GHz.161 Both LEDs and lasers are stable and reliable light sources that can operate almost 

continuously for years with little to no maintenance in industrial settings such as laser processing of 

materials, micro-machining of devices, and the production of LEDs. Overall, light is an extremely 

flexible and versatile stimulus which enables elaborate control over where, when, and how many 

excited states are produced in a catalytic material.  

Some promising examples have already emerged. Recent studies have demonstrated that photon-

mediated desorption of surface-bound species can enhance catalytic performance by dynamically 

modulating adsorbate apparent binding energies. For instance, 440 nm light has been shown to drive 

CO desorption from Pt nanoparticles through non-thermal energy exchange, thereby boosting 

reaction rates in systems where CO desorption is rate-limiting.162 The specific excitation of the Pt-CO 

bond was shown to enhance the CO oxidation rate in hydrogen rich streams.162 More strikingly, 

modulated illumination at the same wavelength at kilohertz frequencies has outperformed 

continuous-wave (CW) light in methanol decomposition, achieving higher quantum efficiency (Figure 

5a).12 This enhancement (≈30 % higher rate at 3.5 kHz repetition rate) was attributed to the oscillation 

between two different rate-determining regimes. In the dark, the product (CO) binds strongly to Pt, 

poisoning the surface and limiting methanol activation (Figure 5b). Under illumination, however, the 

rate is limited by reactant activation. 

In other work, modelling of ns–fs pulsed excitation of a plasmonic photocatalyst demonstrated how 

transient negative ion formation by hot (non-thermalized) carriers can result in the modulation of 

effective binding energies at ultrafast timescales (Figure 5c).163 Depending on the pulse duration and 

wavelength, the relative reaction rate contributions of lattice heat, non-thermalized carriers, and 

thermalized carriers could be modulated. These results facilitated the prediction that different 

experimental results may be obtained with fs-pulsed illumination than with ns pulsed illumination, as 

well as differences in total reactivity due to enhanced heat localization for fs–ps pulsed illumination 

(further discussed in the section on heat). Taken altogether, these examples effectively support the 

idea that modulating binding energies through light-sensitive catalytic parameters on timescales 

faster than turnovers can enable unique reactivity.12  
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Figure 5. Examples of dynamic catalysis under periodic or pulsed illumination. a) CO production rates from 

methanol decomposition on Pt/SiO2 under continuous and periodic (chopped) illumination at a fixed time-

averaged intensity of 1.3 W/cm2 at 440 nm. b) Cartoon illustrating how periodic light enhances methanol 

decomposition on Pt by alternating between CO-poisoned (dark) and clean (illuminated) states, boosting overall 

reaction rates beyond static conditions. Panels a and b were adapted with permission from Qi et al.12 Copyright 

2020 American Chemical Society. c) Theoretical total NO desorption events from a Pt bow-tie antenna due to 

nonthermal (red) and thermalized (blue) electrons as a function of pulse duration, with normalized Arrhenius-

based thermal desorption (green) shown for comparison. Adapted with permission from Schirato et al.163 

Copyright 2024 American Chemical Society. d) H2 production rate (bottom) and quantum yield (top) from 

photocatalytic HCOOH decomposition over noble-metal supported TiO2 photocatalysts at varying chopping duty 

cycles, at a frequency of 7.14 Hz, and at 0.25 W/cm2 lamp intensity (Xe lamp). Data extracted from Wong et al.164 

e) Photocatalytic degradation of dye “Reactive Red 22” on TiO2 at continuous (red-orange) and periodic UV-LED 

illumination (green, 10% duty cycle, 1 Hz). Data extracted from Wang and Ku.165 f) Formation of Cu-complex 

photocatalyzed product under different blue LED irradiation modes at same intensity: pulsed (1–100 kHz, 

yellow/green/blue) and continuous (red), monitored by 19F NMR. Data extracted from Nicholls et al.166 

For heterogeneous catalysts in aqueous environment, favorable effects of pulsed illumination have 

been described since 1993,147,164 when it was first described how modulated excitation (72 ms on, 

1.45s off) increased the reaction yield of formate decomposition by 500%. Again, multiple intertwined 

mechanisms may play a role which are challenging to distinguish. A key effect is the improvement of 

charge transfer kinetics. During the dark intervals of pulsed illumination, fewer photogenerated holes 

accumulate, reducing recombination and allowing more electrons to reach catalytic sites (e.g., Pt on 

TiO₂) and drive reactions like hydrogen evolution, thereby boosting overall photocatalytic activity.164 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


20 
 

This is corroborated by enhanced photocurrents and decreased charge-transfer resistance under 

pulsed light, particularly at low duty cycles, where the enhancement factor in photocurrent and 

quantum yield showed strong correlation (Figure 5d).164 Periodic dark phases may also prevent the 

accumulation of reactive intermediates that otherwise engage in non-productive or recombination 

pathways, a mechanism first suggested by Sczechowski et al., who observed up to fivefold 

improvement in photoefficiency with carefully timed light and dark intervals.147 Moreover, dark 

periods allow surface regeneration, such as reactant adsorption or relaxation of surface states, 

aligning the light-dark cycling with the timescale of slower adsorption or reaction steps.147,164 For 

example, it was found that the quantum yield of dye degradation on TiO2 can be increased by a factor 

10 under pulsed UV-LED illumination (Figure 5e).165 In some systems, periodic illumination may also 

facilitate product desorption via dynamic shifts in surface potential, resembling the catalytic 

resonance effects observed in time-modulated catalysis.164 These enhancements, seen across Pt/TiO₂, 

Pt/CdS, and Pt/C₃N₄ photocatalysts, suggest that pulsed light promotes a favorable balance between 

excitation and catalytic turnover, although the benefits are strongly dependent on the photophysical 

properties of the system and its rate-limiting steps.164 

The use of pulsed LED light has also been explored for synthetic homogeneous photoredox 

catalysis.166,167 Importantly, it is shown that each system responds very differently, with some 

reactions being enhanced, others experience no difference, and some are even negatively 

influenced.167 This observation underlines that pulsed illumination does not automatically guarantee 

improvements. Although no clear evidence has been provided thus far, it was hypothesized that 

several interconnected mechanisms play a role. First, matching the pulse frequency to the excited-

state lifetime of the photocatalyst may ensure that photons are delivered when the catalyst can most 

efficiently absorb them, as seen in studies where a 100 kHz frequency aligned with the 10 µs lifetime 

of a copper catalyst, leading to significantly improved yields (Figure 5f).166 Pulsing may also help 

mitigate catalyst and intermediate decomposition by introducing dark phases that allow these species 

to relax or react without continued irradiation. The approach may also avoid photon saturation, where 

excess continuous light no longer increases product yield and instead leads to energy waste and 

potential side reactions. In reactions involving radical chains, pulsed light may favor propagation over 

repeated initiation, improving quantum efficiency. Moreover, by spacing out irradiation, pulsing can 

reduce competing photoreactions of intermediates, giving time for desired light-independent steps to 

occur. In some cases, the higher peak intensity of light during each pulse may even facilitate otherwise 

inefficient multiphoton or nonlinear processes. The complexity and diversity of these mechanisms 

advocate for an improved understanding and further experimentation to unlock the full potential of 

pulsed illumination in photoredox catalysis. 

4.2. Challenges and perspectives 

Overall, dynamic photocatalysis presents a broad spectrum of variables and parameters that can be 

finely tuned to enhance reaction efficiency and selectivity. However, this versatility introduces 

considerable challenges. One primary challenge is the coupling of chemical and physical processes 

occurring across vastly different timescales. For example, for heterogeneous photocatalysts, 

photoexcitation occurs within femtoseconds, charge carrier separation and trapping typically take 

nanoseconds, while surface redox reactions span from microseconds to seconds.160,168 Associated 

catalytic processes are e.g. elementary reaction steps, the catalytic cycle, and mass transport, which 
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occur at timescales of femto- to picoseconds, pico- to microseconds, and seconds, respectively.169 

Multistep reaction kinetics are often limited by the slowest step, making it crucial to evaluate which 

processes are influenced by dynamic illumination in the context of the rate-determining step. 

Fortunately, tuning the repetition rate of the light source enables the optimization of catalytic 

efficiency by aligning excitation timing with specific reactive stages. Meanwhile, theoretical modeling 

plays a pivotal role in providing a comprehensive understanding of these processes and their 

interaction with light. 

The practical delivery of light to a heterogeneous catalyst, especially in conventional powdered 

samples, poses additional challenges. Scattering and minimal penetration through the catalyst bed 

often complicates quantification of absorbed, reflected, and transmitted photons, turning calculations 

of quantum efficiency into an optical puzzle. Ongoing development of improved photoreactors relying 

on light-coupling via optical fibers or porous light-guiding system offers solutions for some of these 

limitations.170–172 However, challenges are further compounded in dynamic illumination, where light 

intensity varies throughout the experiment. High power densities can compromise material integrity, 

while photonic quantum efficiencies (the number of reaction events per input photon) often saturate 

at elevated light intensities.173,174 Accurate reporting requires consideration of these effects, 

particularly at low duty cycles where peak and average power densities may differ significantly. 

Additionally, it is important to consider the fluence of light delivered to the catalyst. Power density 

(W/cm²) or photon flux (photons/s) are often used to describe light sources, but in the context of 

photocatalysis it may be more useful to normalize photon flux to the number of active sites 

(photons/site/s). For example, a 440 nm laser with 1 W of optical power incident on a photocatalyst 

corresponds to a photon flux on the order of 10¹⁸ photons/s. Assuming the illuminated sample area is 

1 cm² and the active site density is 10¹⁵ sites/cm², this equates to only ~10³ photons/site/s. For 

comparison, the frequency of a reactant gas impinging on a catalytic surface is typically 10⁵–10⁸ 

molecules/site/s. This suggests that high photon fluxes may be necessary to exert an appreciable 

changes in catalytic performance. 

A consequence of high power density, however, is significant photothermal heating. Accurate 

measurement of the temperature at the catalytic surface (rather than the bulk temperature) is non-

trivial and becomes even more complicated under dynamic illumination. While macroscopic 

fluctuations can be controlled with careful thermocouple placement, thermal gradients may persist at 

the micro- or nanoscale, both temporally and spatially. Decoupling thermal from photochemical 

contributions to reaction rates therefore remains one of the grand challenges in dynamic photo(-

assisted) catalysis. More accurate measurement and control of photothermal contributions is helpful 

but difficult. One alternative approach is to rely on chemical signatures such as changes in selectivity 

or reaction order upon illumination. 

Lastly, designing reactors to benchmark dynamic photocatalysis across the community is critical for 

progress. Current reactors, such as the Harrick cell, allow for simultaneous in situ spectroscopic and 

reactivity measurements but have notable limitations, i.e. non-ideal reactor behavior and two-

dimensional illumination inducing photon gradients in the catalyst bed. Future efforts must focus on 

improving reactor designs to support standardization and reproducibility, ensuring that the field 

continues to advance towards realizing the full potential of dynamic catalysis. The ideal laboratory 

reactor to study the fundamentals of dynamic and stimulated photocatalysis would have a small 

volume and thin catalyst layer to allow for uniform light distribution throughout the catalyst and 
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chemical analysis of small amounts of product on short timescales. Additionally, it needs an optical 

window that is compatible with many different wavelengths of light that can be used both to stimulate 

and monitor the catalyst: UV, VIS, NIR mid-IR and x-ray, ideally in imaging mode. These all point to 

microfluidic flow reactors, for example with ultrathin (~20 nm) silicon nitride or silicon oxide windows. 

A number of companies sell these for in situ heating experiments in the TEM, both in gas and liquid, 

but the same cell can also be used for optical stimulation and spectroscopy. In the short-term, such 

microflow cells provide more detailed information on the underlying mechanisms in dynamic and 

resonant catalysis and also curtail mass transport limitations. For ultimate implementation, new 

larger-scale reactors need to be designed in such a way that they can provide optical access to a large 

catalyst surface area.  

5. Strain in dynamic catalysis 

The utilization of lattice strain in order to alter the catalytic performance and the scaling relations of 

catalysts is well-established in technological and research fields, such as in fuel cells and bi- and multi-

metallic supported catalysts.9,174–177 Here, the equilibrium (surface) lattice parameters, and thus the 

associated strain, of flat surfaces as well as nanoparticle systems can be controlled by, e.g., chemical 

doping or epitaxial strain from the underlying substrates. As a result, the binding energies (BE) of 

reaction intermediates and transition states can be modulated (Figure 6). 

The order-of-magnitude of the effect of strain on the BE of adsorbates is tens of meV per percent 

strain. Compression tends to weaken binding, while tension tends to strengthen binding. In some 

cases, the variation of binding energy due to strain can be much larger: for example, for a carbon atom 

on a platinum (111) surface, the theoretical variation can be 0.6 eV over a 2 % biaxial strain range. A 

number of rules of thumb are available to understand the susceptibility of catalysts to strain. 

Adsorption sites with higher coordination numbers tend to exhibit higher susceptibilities and 

adsorbates with higher valency tend to be more susceptible. Among common adsorbates, N- and O-

bound adsorbates tend to have higher susceptibilities, while among common close-packed surfaces 

the susceptibility is typically ordered (Pt, Au) > Pd > (Ag, Cu). 

The effect of strain on the BE of adsorbates can be explained by two models: the d band center model 

(Figure 6a), and the eigenforces model (Figure 6b). According to the d band center model, tensile 

strain should lead to stronger BE for all adsorbates. This is the case for most adsorbates. Consequently, 

the change in BE induced by strain for different adsorbates is usually correlated, in line with common 

scaling relations of catalysis. However, calculations suggest some notable exceptions exist. These 

exceptions can be predicted based on the eigenforces model. Eigenforces are the forces that an 

adsorbate exerts on the substrate atoms upon adsorption. When eigenforces are released, for 

example by strain, the adsorbate BE increases.  
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Figure 6. Fundamentals of strain effects in catalysis: potential for dynamic catalysis. (a) Model to explain the 

electronic effect of compressive and tensile strain on the d band center of transition metals.178 Tensile strain 

corresponds to more separated atoms, and a decrease in atomic orbital overlap, leading to a decrease in d band 

width. Assuming no charge transfer, for late transition metals (d band more than half filled) the d band must 

shift upwards, toward the Fermi level, leading to stronger interactions with adsorbates. Conversely, compressive 

strain causes weakening of interactions with adsorbates. (green: filled states; orange: filled or empty states out 

of equilibrium) (b) Forces induced by NH2 and N surface atoms on undistorted surface atoms, showing the 

opposite effects of the two adsorbates on surface stress. When applying uniaxial strain, the two adsorbates will 

be stabilized differently. Adapted with permission from Khorshidi et al.9 Copyright 2018 Springer Nature. (c) N2 

conversion to NH3 calculated based on microkinetic simulations on a Ru nanoparticle, for the static case, and 

switching to dynamic stimulation by ±4 % square wave strain at various frequencies. The stimulation promoted 

the conversion above the equilibrium conversion of 33 % at 320 °C and 20 bar to a periodic solution as high as 

52 % at 20 kHz. (d) Comparison of ammonia synthesis activity with respect to equilibrium (lines) as a function of 

temperature at indicated pressures, for the static (●) and dynamic cases (○, 20 kHz). Adapted from Wittreich 

et al. 33 
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In most cases, eigenforces point outwards from the adsorption site, so tensile strain leads to stronger 

bonding. However, in rare cases, such as for N* in a fourfold site (Figure 6b), the eigenforces point 

inwards (in which an adsorbate draws in the surrounding substrate atoms), resulting in weaker 

bonding under tensile strain. Such counter directional differences in strain response of BE can 

potentially be harnessed to strongly influence reaction rates, as they correspond to negative values of 

the parameter γ of resonance theory.18,179 In some cases, a counter directional strain response can be 

directly engineered. For example, in the case of uniaxial strain, there will typically be a Poisson 

response in the orthogonal direction. In such a scenario, hollow sites such as 3- and 4-fold sites will 

tend to be under tension, while certain bridge sites will tend to be under compression locally. Thus, 

reactions that involve adjacent binding sites for adsorbates involved in the reaction sequence may 

have counter directional effects. 

While chemical approaches provide a ready means to synthesize a strained catalyst, the strain effect 

is typically mixed with a composition effect, as catalysts at different strain levels will have a different 

composition; this is generally referred to as the ligand effect.180 Furthermore, such approaches are not 

obviously amenable to dynamic operation at different strain levels at the timescales necessary for 

programmable and resonant catalysis. 

The need to overcome these current limitations in the classic synthetic approach of strain engineering 

is highlighted by computational work on the benefits of dynamic strain modulation. Wittreich et al. 

showed by microkinetic simulations that ammonia synthesis on ruthenium nanoparticles could be 

significantly promoted by dynamic strain when applying uniaxial strain in the range of ±4 % and using 

stimulation frequencies in the order of kHz (Figure 6c).33 While the proposed magnitude and timescale 

of dynamic strain modulation is beyond the current capabilities, further development in methods and 

catalytic materials may soon allow to experimentally test such theoretical predictions.  

5.1. Strain by mechanical forces 

The generation and control of dynamical strain at material surfaces can be realized by several different 

means depending on the targeted time/frequency ranges. In general, deformations in solids caused 

by external or internal mechanical forces are divided into regimes of elastic and plastic strain 

responses depending on whether the solid returns to its original state after the forces have ceased 

(Figure 7b). In the following, we will first consider dynamical elastic strains before discussing the 

potentials of controlled plastic deformations. 

On relatively slow timescales (h/min/s), materials can be strained by applying external compressive or 

tensile mechanical forces, e.g., in dog-bone stretching devices (Figure 7d). Simultaneously, the 

catalytic activity can be monitored as a function of the direction and amplitude of the generated 

uniaxial, biaxial or hydrostatic strain (Figure 7e).176 In this case, the strain is usually measured by 

mechanical or piezoelectric strain gauges. This approach is limited to relatively large length scales 

(down to mm) and to shaped catalysts, as the catalyst body must be clamped to a motor and physically 

stretched. Metallic foams or catalyst films supported on stretchable polymers are possible candidates 

for future studies in this direction (Figure 7a). Metallic glasses in particular are interesting as they have 

a large rubber-like elastic strain domain (up to 8 %) compared to metals.181 Moreover, in principle, the 

timescale for stretching can be shortened to ms using piezoelectric actuators, to strain catalysts at 

frequencies in the region where resonant catalysis should be achieved.18 

Alternative means to induce elastic strain on smaller length and timescales can involve functional 

materials exploiting piezoelectric, electro- or magnetostrictive effects such as piezo-/ferroelectrics or 

ferromagnets. The strain state of such materials and thus mechanically coupled catalysts can be 
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dynamically and remotely controlled by time-dependent external electric and magnetic fields, 

respectively. A particular way to introduce large-amplitude acoustic dynamical strains at planar 

surfaces is given by so-called surface acoustic waves (SAW, Figure 7f). SAW amplitudes up to several 

Å can be reached by standard electronic means,185,186 and up tp several nm using laser-excited 

SAWs.187,188 Well-defined high-frequency SAWs can propagate long distances, thus separating the 

generation area from the target area where the catalytic activity of a specific material is supposed to 

be promoted.189  

SAW effects in catalysis were first reported in 1989 by Yasanobu Inoue and co-workers resulting in a 

2.6-fold enhancement of ethanol oxidation over Pd films (Figure 7g).184 Since then, many other 

examples of SAW-induced changes in catalytic performance were reported for gas-phase reactions 

showing up to one order magnitude improvement in activity,190 and changes in selectivity from 60 to 

96 % in ethanol decomposition to ethylene vs. acetaldehyde.191 In some cases, 2 or 3 order magnitude 

increase in activity was claimed, but notably starting from almost no initial activity.192,193  

The mechanism for enhancement of catalytic performance induced by SAWs remains unclear to this 

day. Several mechanisms were proposed, such as: (i) electronic effects, (ii) dynamic coupling of 

vibrational modes with nonlinear components of SAWs, (iii) temperature effects, (iv) structural 

changes in the catalyst film, such as intermixing. Recent studies on SAWs on Pt thin films revealed that 

the work function of the metal changed by about 0.5 meV, which suggests electronic effects on the 

binding energy of adsorbates can be ruled out.189 Similarly, photoluminescence experiments on a Cu-

doped ZnS layer showed that the SAW produced an electric field of 9 x 103 V cm-1 at 1 W power,194 

which is several orders of magnitude lower than the electric fields which can have an effect on 

adsorbate BE.88 Imperfections in the catalyst films were proposed to result in high (>10 Å) 

displacement among atoms, and even destruction of the films, due to phase shifts in travelling SAWs. 

SAW-induced intermixing was also observed in bimetallic metal films, suggesting that SAWs can induce 

structural reconstruction.189 Temperature effects are most probably at play, as changes in surface 

temperature up to 75 K were recorded for Rh thin films during SAW excitation.189  

Regardless of the excitation mechanism, we note that the turnover efficiency estimated for a Pd thin 

film during SAW excitation was in the order of 10-9. This is consistent with the prediction of resonance 

catalysis theory that the efficiency of the excitation drops for high excitation frequencies,31 in the 

order of MHz for SAW devices. Ideally, one would want to fabricate devices that can resonate at 

different frequencies, in the range of kHz to MHz, to tune the stimulation to specific resonance 

catalysis applications. However, since the excitation frequency in SAW devices is inversely 

proportional to the thickness of the ferroelectric crystal, this seems unfeasible, as the surface area to 

volume ratio, a very important parameter for catalysis, would drop significantly. Nonetheless, 

fundamental studies on the mechanism of action of SAW devices can be valuable to understand 

acoustic stimulation in catalysis. 
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Figure 7. Materials and methods for programmable and dynamic strain in catalysis. (a) Yield stress vs. elastic 

compliance for different materials, classified as strong and stiff, weak and flexible, and strong yet flexible. SMAs: 

shape memory alloys; DS-STG: dual-seed strain glass; FRP: fiber-reinforced polymers; PPEK: polyether ether 

ketone; PPS: polyphenylene sulfide. Adapted from Xu et al.181 (b) Schematic representation of elastic and plastic 

deformation in metals. (c) Using light to induce dynamic elastic and plastic strain in metal nanoparticles. Right: 

a 10 nm FePt film or FePt grains deposited on MgO are deformed by a laser, and the induced strain is measured 

by ultrafast-X-ray diffraction in the ps regime. Adapted from Mattern et al.182. Left: concept to induce reversible 

plastic deformation in nanomaterials, using laser pulses of varying duration to cause defects formation and 

curing. (d,f) Methods to dynamically strain catalyst bodies using mechanical forces, piezoelectric materials, or 

acoustic waves. (e) Example of effect of mechanically induced static strain on catalysis: linear sweep 
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voltammetry (LSV) showing the Hydrogen Evolution Reaction (HER) current for rutile TiO2 films as a function of 

tensile stress. Adapted from Benson et al.183 (g) Example of effect of dynamic strain introduced by surface 

acoustic waves (SAW) on catalysis: ethanol oxidation was accelerated over a 10 nm Pd film by 1 W, 19.5 MHz 

SAW. Adapted with permission from Inoue et al.184 Copyright 1989 American Chemical Society.  

5.2. Strain by light absorption 

A very powerful and versatile approach to generate large-amplitude strains at very small length and 

timescales is by means of light absorption. For example, the absorption of intense laser pulses in solids 

usually causes the material to rapidly expand (Figure 7c).195 In ferroelectric or ferromagnetic materials, 

even laser-induced contraction is possible.182,196,197 As the laser-induced stress inside the excited 

material typically rises very fast (sub-picosecond), acoustic strain waves are launched into adjacent 

materials and propagate to remote regions where they can act as an exclusive stimulus for catalysts 

avoiding the need to disentangle thermal from elastic effects. Moreover, SAWs can be generated by 

laser-based transient grating and multi-excitation techniques and their strain amplitudes can be 

boosted up to few percent and even into the regime of plastic deformation (see below).198 The 

individual acoustic strain wave packets may involve acoustic frequencies up to 100s of GHz, while the 

laser pulse excitation - and thus the strain modulation - can be periodically cycled at kHz and MHz 

repetition rates. Hence, these versatile laser-based approaches offer very broad frequency ranges of 

dynamical strain suitable for addressing a large variety of processes in resonant catalysis. 

When a material experiences stress beyond a critical threshold, defects can form, leading to plastic 

deformation. This is typically considered irreversible and undesirable in resonant catalysis, where the 

response to stimulation is assumed to be reversible. In the case of photothermal reshaping of metal 

nanoparticles, such as gold nanorods, these structures often deform toward their thermodynamic 

equilibrium state.199,200 However, polarization-dependent plasmonic effects may offer a way to 

counteract this behavior in plasmonically active nanoparticles. Ongoing in situ TEM studies by some 

of us suggest that pulsed laser excitation can induce a quasi-plastic regime where reversible atomic 

diffusion and shape changes occur. This holds promise to extend the range of reversible dynamic 

stimulation beyond the elastic regime. 

Nanomaterials, due to their high surface-to-volume ratios and unique defect structures, can exhibit 

unusually large plastic strains, especially under conditions that prevent relaxation to equilibrium 

states. Pulsed photothermal excitation can kinetically trap nanoparticles in such non-equilibrium 

states, with the resulting atomic configurations tunable via laser parameters like pulse length, 

repetition rate, and fluence.201 For example, gold nanorods coated in mesoporous silica have been 

reshaped into highly strained nanocrystals with surface twinning defects while retaining overall 

shape.202 The upper limit of achievable frequency is determined by the time that it takes atoms to 

diffuse into their new locations. This can be surprisingly fast. For example, for gold nanoparticles, 

reshaping due to atomic diffusion was demonstrated to be completed within a few tens of ps.202,203 If 

reversible, such fast strain modulation could be leveraged in dynamic catalysis. 

5.3. Summary and outlook 

In summary, we believe future efforts in strain-stimulated catalysis should be focused on achieving 

strain changes of at least 0.5 %, in the frequency regime of kHz to MHz. In principle, this can be 

achieved by means of light stimulation in nanomaterials, or mechanical stimulation of catalyst bodies. 

Ti-based alloys and metallic glasses are particularly interesting to achieve high strain values, as they 

have shown elastic deformations up to 8 % under static conditions. However, it is largely unexplored 

what materials can withstand high strains under dynamic rather than static conditions. It might well 
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be that other categories of material can withstand high strain under the short timescales in dynamic 

operation, and more materials research is needed to extend the current strain-resistant class of 

materials to dynamic operation conditions.  

The main challenges that we foresee in this field are related to understanding how the mechanical 

and acoustic properties of the material influence the catalytic performance under dynamic stress. In 

current resonance catalysis models, it is assumed that a certain strain can be achieved at any given 

frequency, and the distribution of the strain in the material is assumed to be homogeneous. However, 

when stress is exerted on a body at a certain frequency, the resulting strain field distribution will 

depend on the dimensions, shape and composition of the body. Depending on the frequency of the 

applied dynamic stress, the strain magnitude can be amplified at resonance frequencies, dictated by 

the eigenmodes of vibration of the body, and therefore by, among other factors, the speed of sound 

in the body, its composition, and its dimensions and shape. Understanding and observing these effects 

will require a wide range of techniques, such as digital image correlation204 and full-field XRD205 to 

follow strain fields in shaped catalyst bodies, and time-resolved 4D STEM to study dynamically strained 

nanoparticles with atomic resolution at acquisition rates of μs.206 One can imagine that in order to 

promote catalysis effectively, the eigenfrequency of the catalyst body or nanoparticle must be 

properly “tuned” to the resonance frequency of the catalytic cycle.31 We believe this sets the scene 

for a new field of investigation at the intersection of catalysis, mechanical engineering and acoustics. 

6. Dynamic catalysis triggered by heat 

In both industrial and research practices, the dominant approach has been to optimize chemical 

kinetics and thermodynamic equilibrium for continuously-heated reactors. Within this paradigm, 

temperature is treated as a static or semi-static variable due to constraints imposed by system and 

reactor designs,207 rather than by choice. Although the virtues of dynamic catalyst heating have been 

postulated since the late 1960s,208 bulk-scale reactors that are heated by steam or via fuel combustion 

suffer from substantial thermal inertia, with typical heating and cooling cycles in the order of hours. 

Recent advancements in dynamic and pulsed heating techniques, in which the catalyst temperature 

is temporally modulated on a sub-second timescale, have allowed exploration of rapid heat-triggered 

dynamic catalysis. Before discussing the mechanisms of how dynamic heating can affect the reaction 

rate, energy efficiency, reaction selectivity, and catalyst stability, we first discuss how the choice of 

heat source and the sample’s dimensions determine the accessible heating and cooling rates. 

6.1. Heating methods and dimensional effects 

Catalysts can be directly or indirectly heated through a wide variety of mechanisms, such as fuel 

combustion, electric current (Joule or resistive heating),209 mechanical work, electric fields (e.g. 

plasma and dielectric heating), magnetic fields (induction),210 and through the decay of optically 

excited carriers or vibrations.157 Thus far, dynamic heating of catalysts has been explored using Joule, 

photothermal, and microwave methods, each with their own possible realm of heating and cooling 

rates and effective volume (Figure 8).  
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Figure 8. Pulsed heating for dynamic catalysis. Literature examples of heating and cooling rates (red and blue 

ends of the gradients, respectively) obtained with different pulsed heating technologies: microwaves,211–213 

Joule heating,214–218 collective photothermal effects,219,220 and localized photothermal effects.220–222 The rates 

are plotted according to the size of the heated volume, highlighting the inverse scaling relation between sample 

dimensions and maximum rates of temperature change. The two blue lines represent cooling for internally 

diffusion-limited heat-transfer for a spherical volume of an oxide-supported (light blue) and carbon-paper 

supported catalyst (dark blue), based on the relationship 𝜏 =
𝐿2

𝛼
 where τ is the time constant for cooldown, L is 

defined as the radius of the heated volume, and α is the thermal diffusivity of the catalyst (estimated as 10−7 for 

a loosely-packed metal oxide catalyst and 10−5 for a carbon paper supported catalyst). The cooling rate is then 

given by 
𝛥𝑇

𝜏
, with 𝛥𝑇 arbitrarily set to 300 K.  

Joule heating, also known as resistive heating, is the process where electric current that passes 

through an electrical resistor converts into heat.209 Pulsed Joule heating has so far been shown to drive 

dynamic catalysis by heating and cooling cycles in a micro- to millisecond time range.214–217,223,224 The 

observed heating rates can reach up to 107 K/s (Figure 8) but are strongly dependent on the intrinsic 

properties of the heating material. For the same electrical current, heater dimensions and electrical 

pulse width, the heating rate is often inversely correlated with the material density, heat capacity, and 

heat conductivity, where faster heating rates are typically observed with heater materials such as 

carbon, some silicon carbides, and stainless steel.217,225 For achieving the fastest electrical pulses, pulse 

generators based on capacitor-discharge circuits are sometimes more effective.225,226 Note that a 

trade-off may be made between ramping rate, high-temperature stability, and mechanical strength 

for heater materials.  

 

Photothermal heating uses light illumination in combination with materials that efficiently convert 

light to thermal energy through electronic excitation and decay of excited states by coupling with 

phonon or vibrational modes. The best materials of choice feature strong light-matter coupling, high 

absorption cross sections, low scatter cross sections, strong electron-phonon coupling, and a 

suppression of radiative decay pathways, such as in the case of plasmonic nanoparticles, metal nitrides 

and carbides, indirect semiconductors, and carbon materials.157 The photothermal material may be 

the catalyst as well, or it can be in close contact with the catalyst, such as in antenna-reactor 
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complexes.227 Crucially, using pulsed light can give access to the highest possible heating rates, up to 

1014 K/s under fs-pulsed illumination,203,221,228,229 and allows for elaborate control and programming. 

Cooling rates depend strongly on the surroundings of the catalyst, but can reach up to 1011 K/s for 

single nanocatalysts.221,222  

 

Thus, pulsed illumination produces short, intense, and localized heat bursts interspersed with cooling 

intervals which have fast heating and cooling rates, enabling high control over both spatial and 

temporal localization of heat. In this way, different processes in catalysis reactions can be favored in 

heating/cooling periods, which brings possibilities to manipulate the processes through adjusting the 

parameters of pulsed light. On the other hand, the largest challenge to use pulsed light effectively at 

larger scale is to illuminate the photothermal catalyst controllably in larger volumes. Notably, 

solutions to illuminate photocatalysts in large-scale reactors are already in development, with 

promising concepts including optical fibers, light guides, flow-reactors, and reticulated solids.172 Such 

reactors may also require less heat-management and waste-heat recovery strategies.  

Microwaves between 0.3–300 GHz (λ = 1 mm–1 m) generate heat in heterogeneous catalysts primarily 

through three mechanisms: (1) dielectric heating, where oscillating electric fields cause dipolar 

polarization and ionic conduction; (2) magnetic heating, involving interactions between the 

microwave's magnetic field and magnetic materials, and (3) conduction loss heating, where induced 

currents in conductive materials lead to Joule heating.230,231 Pulsed microwave heating has been 

investigated since the 1990s, which can lead to a dynamic mode of operation.211 Depending on the 

heated volume, heating and cooling rates can be achieved up to 103 and 102 K/s, respectively. Higher 

heating rates are within reach by using microwave lenses and local resonance effects, analogous to 

optical and nanophotonic technologies.232 

Pulsed microwave heating is currently limited by two aspects. First, even for CW microwave excitation 

it is already challenging to differentiate between various activation mechanisms. The addition of 

pulsed modulation creates an extra layer of complexity that calls for careful interpretation of data and 

meticulous control experiments. Secondly, further research is needed to develop scaled-up reactors 

and pulsed microwave generators that remain cost and energy-efficient.233 Nonetheless, pulsed 

microwaves are a highly attractive form of reactor heating, which can be directly adapted for use in 

dynamic catalytic systems. 

6.2. Scaling relationships of thermal transport 

For each of these pulsed heating methods, the ideal scenario is one in which only the catalyst is 

selectively heated, and its temperature is modulated faster than the kinetics of the targeted process 

of chemical transformation. This not only ensures higher energy efficiency, but can also prevent 

undesired reactions in the surrounding medium. In general, pulsed heating methods can reach much 

higher temperatures than their continuous counterparts due to the transient nature of the energy 

input.  

A key constraint in pulsed thermal control is the size-dependent nature of heat transport for both 

heating and cooling. The accessible heating and cooling rates are governed by three primary factors: 

the volume of the heated region, the peak power density available, and the thermal diffusivity of the 

catalyst material (𝛼 =
𝜅

𝜌𝐶𝑝
, where κ is the thermal conductivity (W/m·K), 𝜌 is the density (kg/m3), and 

𝐶𝑝 is the heat capacity (J/kg·K)). 
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Fundamentally, both the heating and cooling rates are inherently dependent on catalyst sample size 

(Figure 8). The heating rate (
Δ𝑇

𝜏
 in K/s) before losses occur scales with the available power (P, J/s) and 

inversely with the thermal mass (𝑚𝐶𝑝) through 
Δ𝑇

𝜏
=

𝑃

𝑚𝐶𝑝
. This relationship dictates that it is physically 

challenging to heat the catalyst in a nearly-instantaneous fashion on a large scale. For example, 

ultrafast heating timescales in the picosecond range are typically achievable only at the smallest length 

scales,220 such as micrometers or smaller, while longer timescales, on the order of milliseconds, are 

associated with larger, sub-meter scales (Figure 8).216,223,233 

While previous literature has often emphasized the heating phase, the cooling step, including both 

rate and duration, also plays a critical role in determining the overall effectiveness of pulsed heating 

approaches, though this aspect remains relatively unexplored. In the diffusion-controlled regime, the 

cooling rate (
Δ𝑇

𝜏
 in K/s) scales with the thermal diffusivity and scales inversely with the square of the 

characteristic length of the catalyst volume (L) due to the relationship 𝜏 =
𝐿2

𝛼
. Thus, the fastest cooling 

rates are achieved at the smallest length scales. This relationship indeed holds well for a wide range 

of pulse-heated catalytic methods reported to date (Figure 8). This illustrates that the cooling rate is 

the primary physical constraint which imposes a fundamental limit on how rapidly catalyst 

temperature can be switched down, especially at larger scales. Therefore, successful scale-up of pulse-

heated catalytic systems requires careful co-optimization of catalyst geometry, reactor design, 

throughput requirements, and available heating power. To enable rapid cooling rates, materials with 

higher thermal conductivity and structures enabling faster heat diffusion should be considered, such 

as carbon derivatives and 2D materials.234 These considerations become increasingly important as 

such technologies could approach higher technology readiness levels. 

6.3. Mechanisms in pulsed heating of catalysts 

There is theoretical and experimental evidence that pulsed heating of catalysts can lead to (1) higher 

reaction rates and energy efficiency, (2) steering of reaction selectivity, (3) removal of catalyst poisons, 

(4) avoidance of side or sequential reactions, and (5) improvement of catalyst stability. Using literature 

examples, we will discuss and illustrate the underlying mechanisms.  

It is important to note that contrary to other dynamic catalysis approaches, pulsed heating alone does 

not alter the binding energies between adsorbates and catalyst, but transiently modulates the 

availability of thermal energy.38 This modulation has the power to partially decouple and 

independently optimize key physical transport mechanisms, such as mass flow and adsorption-

desorption equilibria, from chemical reaction steps occurring at active sites, which are dictated by 

activation energies and the chemical equilibrium. By delivering transient energy inputs over short 

timescales aligned with (i) intermediate reaction steps, (ii) heat generation and transfer processes, or 

(iii) surface adsorption and desorption dynamics, pulsed heating selectively activates or suppresses 

specific reaction pathways. This enables dynamic control of reaction progress, adjustment of 

selectivity, and tuning of reactivity (Figure 9). 

First of all, pulsed heating can exploit the timescale differences between adsorption-desorption 

dynamics (µs–s) and surface reactions and catalytic cycles (ps–µs), see Figure 2e.169 As a prominent 

example, consider the model reaction of CO oxidation on Pt, which is normally severely limited due to 

the strong binding of CO (i.e. surface poisoning) and consequential low oxygen coverage. Upon 

subjecting the catalyst to an intense heat pulse, the surface becomes depleted and new reactants can 

adsorb with rates that correlate with their impingement frequency and sticking factor.207 Crucially, 

these adsorption rates determine the initial distribution of adsorbed species (ns–µs regime), whereas 
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the equilibrium coverages are reached at longer timescales (µs–s, depending on temperature and 

binding energies), as dictated by the difference in binding energies. In the case of CO oxidation, this 

means that oxygen coverages are transiently much higher until the equilibrium is reached, leading to 

a strongly enhanced reaction rate. Indeed, it has been experimentally demonstrated that pulsed Joule 

heating of a Pt film (25 µs pulse, 2.3x107 K/s, 50 ms duty cycle, 230 K amplitude) led to a 40 fold higher 

CO oxidation rate compared to continuous heating with the same power input (Figure 9c).214,215 This 

was further corroborated by a simulation study of pulsed photothermal catalysis using plasmonic 

nanoparticles (Figure 9f).220 This example of CO oxidation highlights that poisons can be removed by 

periodic heat-pulsing, which could be an effective strategy for the regeneration of poison-deactivated 

catalysts. 

A further advantage is that in between heat pulses, the catalyst experiences a much lower 

temperature, at which the catalyst can reach high reactant loading. Since the reaction rate is the 

product of reaction constant and surface coverages, a rapid heat pulse can drive catalysis at a higher 

turnover rate than under steady-state conditions, for which reaction rate and surface coverages are 

mutually exclusive.207 By matching pulse parameters with the underlying dynamics of adsorption, a 

resonance can be reached where reaction rates and energy efficiency are optimized. 

The transient out-of-equilibrium distributions of surface species are ordinarily out of reach under any 

steady-state temperature.215,220 Pulsed heating can therefore be regarded as a new tool to directly 

control surface coverages of reactants and intermediates. On the one hand this can lead to increases 

in reaction turnover and energy efficiency, as in the case of CO oxidation. On the other hand, since 

the distribution of surface coverages is intimately linked to the selectivity, there are additional 

opportunities to control the selectivity in more complex reaction networks. These effects have thus 

far been explored in theory,220,235 which motivates experimental validation.  
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Figure 9. Pulsed catalyst heating for controlling turnover, selectivity, and stability. a) Example of a Joule heater, 

with carbon paper clamped between two electrodes.216 b) Comparison of product selectivity for pulsed and 

continuously heated methane pyrolysis. Data extracted from Dong et al.216 c) Conversion of CO oxidation on a 

Pt-decorated Joule heater under continuous (0–10 min) and pulsed heating (10–60 min). The total power input 

is shown in the upper panel. Data extracted from Zhu et al.215 d-e) Relative yields of C2 and C3 hydrocarbons 

during pulsed microwave heating of Ni-catalyzed methane pyrolysis, as a function of pulse peak power (d) and 

the number of pulse packets (e). For panel d, 20 × 240 ms microwave pulse packets were applied with a delay 

of 5.76 s between packets. For panel e, a constant total irradiation time of 5 s (constant total energy input) was 

divided into various number of pulse packets. Data extracted from Wan et al.211 f) Microkinetic modelling of CO 

oxidation under ultrafast photothermal excitation (at 250 kHz and 200 W/cm2): the bottom panel shows time-

dependent adsorbate coverages during a single pulse period, the middle panel shows the integrated turnover, 

and the top panel shows the temperature evolution. Adapted with permission from Baldi and Askes,220 Copyright 

American Chemical Society 2023. g) Catalytic CO2 conversion rate on Au-ZnO as a function of average laser 

intensity under continuous wave and 5.5 ns pulsed illumination at λ = 532 nm. Data extracted from Wang et 

al.236 h-i) Catalytic activity and stability during pulsed NH3 synthesis on a carbon-Ru catalyst at continuous heating 

(high T = 1400 K, average T = 900 K) and pulsed heating (switching from 700 K to 1400 K (averaging 900K), 0.11 

s on, 0.99 s off). Panel i shows the size distribution of Ru catalyst, where 1h of pulsed heating minimally affects 

the distribution compared to continuous heating. Data extracted from Dong et al.216 
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A further benefit of pulsed heating is that reactions can be rapidly started and equally rapidly 

quenched, which allows for the prevention of undesired sequential reactions. This, in turn, can lead 

to major differences in reaction selectivity. For example, it was shown that pulsed Joule heating of 

methane pyrolysis on a porous carbon heater (0.02 s pulse, 1.1 s duty cycle, 1400 K amplitude) 

prevented the formation of coke and low-value products (Figure 9a-b).216 By optimizing the pulse 

amplitude and duration, the selectivity could be tuned to almost exclusively yield high-value products 

(e.g., C2 species and benzene). Similar observations were made approximately 30 years ago by 

powering methane pyrolysis using pulsed microwave heating (Figure 9d-e).211 With the same average 

input power, different conversion rates and product distributions were obtained by varying the pulse 

amplitude and repetition rate. Note that this valuable strategy relies on quenching the reaction early 

on, so that sequential reactions that occur at longer timescales are prevented, and the most valuable 

products can be collected. 

Furthermore, forms of specific and localized heating (e.g. pulsed light and microwaves) can result in 

higher reaction rates due to a much smaller affected volume. For the same power, this leads to much 

higher ramp rates and/or peak temperatures. The exponential relationship between reaction rate and 

temperature (the Arrhenius equation) leads to greatly enhanced reaction rates during the pulses, 

which can offset the idle time in between pulses. For example, it was found that pulsed illumination 

(532 nm, 5.5 ns pulses) of a photothermal CO2 hydrogenation catalyst (Au/ZnO) at the same laser 

intensity and wavelength resulted in 50 times higher conversion rate than CW illumination (Figure 

9g).236 Similarly, it was found that pulsed microwave heating required 4 times lower power input 

compared to continuous heating for the same product generation in the synthesis of 5-

hydroxymethylfurfural.212  

Pulsed heating often introduces spatial temperature gradients and, in some cases, distinct temporal 

temperature variations across different spatial locations within the reactor. These effects can result 

in reaction inhomogeneity, which may or may not be desirable depending on the specific application. 

Many of these additional effects remain underexplored and represent a promising area for future 

research. Already under steady-state heating, large thermal gradients (up to 90 K) can exist between 

adjacent regions at the micro- and nanoscale,237,238 which is recognized to have implications for 

catalytic performance. Obviously, introducing an external transient stimulus leads to additional 

complexity. For example, adjacent regions with higher and lower local temperatures may exhibit 

differences in activity and selectivity, which can be used to partition different reaction pathways 

across a surface for tandem catalysis. Transient heat gradients may influence mass transport by 

coupling with convective flows or diffusion, and may facilitate the diffusion of trapped reactants and 

intermediates towards active sites. 

From a reaction engineering perspective, pulsed heating offers significant benefits for improving 

energy efficiency, particularly in exothermic catalytic reactions.239 In such cases, the heat generated 

by the reaction itself can partially or even fully sustain the activation energy requirements (also known 

as catalytic ignition),240 thereby saving external energy inputs. Additionally, in flow-type 

thermochemical reactors, repetitive cooling during exothermic catalytic reactions can induce a 

favorable equilibrium shift toward higher reactant conversion, as predicted by the van’t Hoff equation. 

On the other hand, endothermic reactions can in turn benefit from pulsed operations, as the reaction 

consumes thermal energy, which may lead to faster cooling rates. In this context, both types of 

reactions require a different strategy of engineering the thermal dissipation at the catalyst sites in 

order to tune the length of the heating phase. 

Additionally, pulsed heating can contribute to the stability of heterogeneous catalysts, which usually 

deactivate through various mechanisms such as sintering, random migration, and phase 

segregation.241 Thanks to the very short interval of heating and the much slower timescale of such 
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deactivation mechanisms, the catalyst becomes markedly more stable over time.216,217 For example, 

Ru nanoparticles on carbon support remained distinctly more stable for pulsed Joule heating (0.11 s 

pulses, 1.1 s duty cycle, ~700 K amplitude) compared to steady-state heating (Figure 9h-i).216 Likewise, 

pulsed Joule heating of a PtNi/SiO2 catalyst (50 ms pulses, 1 s duty cycle, 700 K amplitude) for dry 

reforming of methane suppressed coke formation, sintering, and phase segregation.217 Further, heat 

pulses can potentially regenerate spent catalysts and  lead to in situ formation of active species. For 

example, pulsed heating was demonstrated to result in disintegration of sintered clusters and larger, 

inactive nanoparticles.242,243  

 

Finally, transient heating effects can also lead to changes in the catalyst’s potential energy landscape, 

by inducing strain, defect deformation, changes in local atomic arrangements (e.g. adatom diffusion), 

(re)construction of active sites, formation of facets and domains, extreme electronic temperature, 

pyro-catalytic effects,244 or charge evolution (e.g. low temperature plasma). For example, photo-

excited carriers and transient radicals and ions in combination with heat can lead to new ways of 

catalytic control.244–246 These dynamic changes can give rise to unconventional and potentially 

advantageous or even synergistic catalytic properties that are not accessible under steady-state 

conditions. 

6.4. Optimal heat-pulse parameters 

An open question concerns the optimal duration of heating pulses. Importantly, the ideal pulse 

duration is likely to be highly system-dependent and determined by the reaction kinetics, which 

determine the lower limit for the required heating period. Reactions involving inherently slow kinetics, 

such as those with high-entropy transition states or significant structural rearrangements, may not 

proceed effectively under very short heating intervals (fs-ps regime). For example, in the case of 

pulsed heated enzymes, it was found that fs-pulsed illumination (with the fastest heating rate and 

maximum peak temperature) was outcompeted by ns-pulsed illumination,247 because the structural 

rearrangements that govern enzymatic cycles require at least ns-intervals. Similar relationships may 

hold for heterogenous catalysts, which calls for systematic study of the influence of pulse duration on 

dynamic catalytic performance. 

A similar relationship holds for the optimal pulse repetition rate. The ideal pulse frequency will be 

determined by the kinetics of local mass-transport phenomena, in particular the diffusion, adsorption, 

and desorption of reactants, intermediates, and products. In the limit of a too-high pulse frequency, 

diffusion and adsorption of reactants cannot occur, leading to a hot but empty catalyst. In different 

scenarios, products that are still on the catalyst would experience another pulse too soon, leading to 

a sequential and undesired reaction (e.g. coke formation or product decomposition). In case the pulse 

frequency is too low, the adsorption-desorption equilibrium could converge to that of the steady-

state, which would avoid some of the benefits of pulsed heating. These considerations should 

motivate researchers to optimize the repetition rate systematically by designing experiments with 

frequency-tunable heat sources. In addition, introducing a complex, programmed temperature profile 

with variable and deconvoluted timescales could unlock new catalytic pathways beyond what can be 

achieved via simple pulse patterns. 

6.5. Challenges and opportunities for heat-driven dynamic catalysis 

The diverse methods and mechanisms of pulsed heating provide a valuable platform for driving 

catalytic reactions beyond the steady-state limitations as well as gaining fundamental insights into the 

ultrafast processes governing these reactions. From a heterogeneous catalysis perspective, pulsed 
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heating enables precise control over intermediate reaction steps and/or superficial 

adsorption/desorption processes as well as controlling structural processes that affect stability. The 

most promising results so far have been acquired using pulsed Joule heating, which we also identified 

to offer relatively longer timescales in the range of milliseconds. These results have already provided 

valuable insights into the possibilities of this research field and provided motivation to continue 

exploring faster timescales and various stimuli. Nonetheless, we speculate that more striking benefits 

could be achieved in photothermal heterogeneous catalysis when tunable and transient heating on 

ps–ns timescales can be implemented.  However, the opportunities in this area are accompanied by 

numerous challenges that still need to be overcome, which we summarize below. 

Experimental studies have begun to explore pulsed thermal catalysis, yet the field is far from achieving 

the theoretically predicted orders-of-magnitude catalytic improvements. A significant barrier lies in 

the vast parameter space, encompassing variables such as pulse duration, frequency, intensity, and 

wavelength on top of typical parameters of catalytic setups. The parameter landscape becomes even 

infinitely more complex when introducing variations in pulse-to-pulse intensity, duty cycle, duration, 

and waveform. Considering this overwhelming complexity, it is clear that advances in machine 

learning and artificial intelligence could be powerful methods to navigate and optimize this space and 

significantly accelerate progress, which has already been demonstrated for millisecond pulsed Joule 

heating.216  

Another factor of complication is that a variety of mechanisms can play a role, as highlighted in Section 

6. This motivates the design of simple experiments with model reactions that can clearly distinguish 

between competing effects, as well as a cautious attitude in interpreting results, before moving on 

towards more complicated systems. New methods of measuring dynamic catalytic processes with 

sufficient time-resolution should be used (see Section 7) to provide convincing evidence of novel 

claims.  

An overarching challenge in the field lies in the inherent spatiotemporal limitations of introducing and 

dissipating heat in a controlled way. Increasing the system size as well as stimuli frequency is strongly 

limited by the cooling rate of the catalytic ensemble to ensure the desired effect of each pulse. These 

trade-offs are visualized in Figure 8, which maps current technologies on a spatiotemporal scale, 

revealing critical gaps where no currently explored method achieves both high temporal and spatial 

control. For instance, Joule heating can generate thermal pulses of 2000 K in 0.02s on a cm² reactor 

dimension, but is constrained by a slow heat dissipation. On the other hand, photothermal heating on 

plasmonic nanoparticles can achieve much shorter heat pulses in the ps regime, but is limited by 

collective heating effects that limit the temperature contrast between light-on and light-off 

states.220,248 It was shown that such collective heat, lingering in the material between pulses, can 

counter the beneficial effects of heat-pulsing by accelerating adsorption and desorption towards 

equilibrium.220 

Successful implementation of pulsed heating technologies for heterogeneous catalytic reactions 

therefore requires precise control over cooling dynamics. Achieving this requires an integrated 

approach that combines advanced material design and architecture (e.g., microporous catalysts or 

substrates), innovative reactor engineering (e.g., active cooling),239 and meticulous process 

optimization (e.g., selective electromagnetic and induction heating). Lab-scale experiments should go 

hand-in-hand with multiscale modelling of heat dissipation at the nano-microscale catalyst level and 

at the reactor level, which can be readily adapted from literature on photothermal catalysis and 

temperature jump experiments.249,250 Heat dissipation strategies developed in the chip manufacturing 

industry, where high-end processors dissipate vast power consumption in miniscule volumes (>1000 

W/cm3), could provide valuable lessons for rapid progress on these challenges.  
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In summary, while pulsed heating in catalysis faces considerable challenges, the field is evolving 

rapidly and holds immense promise. We expect significant progress by addressing the challenges of 

introducing and removing heat from the catalyst with fast time resolution, navigating the complex 

landscape of pulse parameters, and distinguishing between competing dynamic mechanisms. 

Simultaneously, these challenges underline the need for a multidisciplinary approach, where existing 

knowledge from fields such as physics, chemical engineering, mechanical engineering, and material 

science should be effectively combined to push the field forward. 

7. Methods for studying the mechanisms of dynamic catalysis 

The prerogative of stimulated dynamic and resonant catalysis is to use an external stimulus to change 

the catalytic system over time, for example by heating, photo-excitation of charge carriers, straining, 

or charging of catalytic surfaces and interfaces, with the aim to boost catalytic performance. 

Theoretical models predict that this can be achieved by changing the surface coverage and/or the 

binding energy of reaction intermediates, working outside of steady-state conditions. Experimentally, 

evidence of enhancement of catalysis by dynamic stimulation is growing. However, the theoretically 

predicted improvement in catalytic performance of orders of magnitude was not yet realized. The 

reason for this gap between experiment and theory is unclear and requires further study. 

While different levels of theory (e.g. DFT, MD) can be used to simulate the effect of a certain 

stimulation on catalytic systems, a complexity gap exist between the theories of dynamic catalysis and 

their real world application: Theory makes use of model systems, i.e. well-known reactions at a single 

or few active sites. In reality, a catalyst consists of multiple active sites and interfaces, which can react 

differently to stimulation and changes in conditions, and which operate according to complex reaction 

networks, involving different pathways and multiple reaction intermediates. 

Experimentally, realizing dynamic and resonant catalysis therefore introduces a number of challenges, 

related to the interaction of a certain stimulus with a catalytic material (or device) of choice, under a 

set of working and stimulation conditions. Such challenges call, on one hand, for more extensive and 

precise models, and, on the other hand, for the development of characterization techniques to better 

understand the mechanism by which a catalyst is stimulated and experimentally validate theoretical 

models. Moreover, correlating stimulation-induced changes in catalyst structure, composition, and/or 

surface chemistry to catalytic performance would ideally provide guidelines to explore the vast 

parameter space of catalyst stimulation (nature of stimulus/stimuli, frequency, intensity, duty cycle, 

phase delay, etc.), especially in combination with high-throughput methods and machine learning 

algorithms.  

In this section, we will first propose the concept of stimulus design (next to traditional catalyst design), 

which describes the importance of optimizing external stimuli to enhance catalytic performance. 

Then, we introduce stimulando characterization as an approach to study catalysts under both 

stimulation and reaction conditions, linking structural changes to performance. We finally discuss 

technical challenges and the potential of such an approach in yielding new insights into dynamic 

catalysis.  

7.1. From catalyst design to stimulus design 

For decades, the choice and development of improved catalysts for a specific chemical reaction 

followed the paradigm of catalyst design, that is, a process based largely on trial-and-error, and 

partially guided by a fundamental understanding of the chemistry and mechanism as a function of 

catalyst composition and structure. While the choice of the catalytic material (or device) remains an 
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important part of the picture in the case of stimulated dynamic and resonant catalysis, the choice of 

effective stimulation becomes just as important in achieving improved catalytic performance. We can 

therefore introduce the concept of stimulus design, that is, a process of optimization of catalyst 

stimulation, based on trial-and-error and partially guided by knowledge of the effect of stimulation on 

catalysis. While optimizing the stimulation for a certain catalyst-reaction pair can be achieved by brute 

force, exploring parameters using high-throughput and statistical methods, we believe that a 

fundamental understanding of stimulus-catalyst interaction based on characterization methods can 

help (i) translate the knowledge for a given system to others, and aid in the selection of different, and 

more promising, stimulus-catalyst combinations, and (ii) provide feedback and input to theoretical 

models used to predict the effect of catalyst stimulation. 

In this context, we wish to know: 

• Which reaction intermediates and/or catalyst components respond to a stimulus, and which 

do not do so appreciably? 

• How are reaction intermediates affected, in terms of change of binding energy and coverage 

(possibly in time and space)? 

• How fast does the stimulation affect the catalyst and different reaction intermediates? 

• How do the changes in surface chemistry affect the catalytic activity, in terms of average and 

time-resolved TOF? 

• How (ir)reversible are these changes? 

In other words, we are concerned in how, how fast and how much we can alter the energy landscape 

of a given reaction network over a certain catalyst, and to what extent the changes imparted are 

affecting catalytic performance under the given conditions. Depending on the stimulus of choice, we 

may be interested in different chemicophysical aspects of the interaction with the catalyst: for light, 

charge carrier dynamics; for electric fields and charges, charge distribution, and electronic properties 

of the catalyst surface; for stress, strain distribution and magnitude; for heat, local temperature and 

gradients. Regardless of the chosen stimulation method, decoupling effects between different 

stimulation pathways (e.g. when using light, you potentially have heat, strain and charge effects) could 

help to guide better catalyst stimulation. This is a spectacular challenge, for which the operando 

characterization methods, developed over the last decades, shall be used as a logical starting point. 

7.2. State-of-the-art in in situ and operando characterization of 

catalytic systems 

Understanding how catalytic materials function is challenging because of numerous entangled effects 

that govern their performance. Reaction conditions, active sites, intermediates, spectating species, 

deactivation processes, diffusion limitations, and other phenomena interact dynamically, making 

working catalysts exceptionally complex materials. As Francis Crick famously said: “If you want to 

understand function, study structure”. Because the structure of catalysts is highly sensitive to the 

reaction conditions, the development of in situ (under reaction conditions) and operando251 (under 

reaction conditions with simultaneous catalytic performance analysis) characterization techniques has 

been a transformative step for catalysis research.251 Such characterization approaches have led to 

remarkable advances in molecular understanding of catalysts over the past four decades.  

In situ and operando characterization of catalysts has predominantly relied on photons. For example, 

vibrational spectroscopy techniques, such as infrared and Raman spectroscopy, are commonly used 

to study the structure and coverage of reaction intermediates, while X-ray-based methods, including 
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X-ray absorption and scattering, are indispensable for resolving the structure of active catalytic 

phases. In recent years, remarkable developments in electron microscopy and (near-)ambient 

pressure X-ray photoelectron spectroscopy have made these techniques more common and valuable 

tools to analyze working catalysts.252 Furthermore, more exotic techniques – ranging from operando 

solid-state NMR spectroscopy253 to single-molecule fluorescence microscopy254 – have provided 

important insights into various catalytic phenomena. 

Despite its notable success, conventional in situ/operando methodology often focuses on static, one-

dimensional reactivity descriptors. This approach overlooks the inherently dynamic interactions 

between reaction intermediates and active sites, which are central to catalytic function.255 Addressing 

this limitation requires the adoption of dynamic operando characterization methods, such as 

modulation-excitation (ME) – often coupled with phase-sensitive detection (PSD) –, and Steady-State 

Isotopic Transient Kinetic Analysis (SSITKA) coupled with spectroscopy methods. Such approaches can 

distinguish active species from spectators and help to capture the temporal evolution of catalytic 

systems, offering a more complete understanding of their complex behavior. Transient 

characterization methods can be readily used or adapted to study dynamic catalysis. For example, 

Diffuse Reflection Infrared Fourier Transform Spectroscopy (DRIFTS) was recently used to understand 

the effect of pulsed heating on Ni-based catalysts for the activation of CO2 in the presence of H2, where 

a shift in selectivity from methane to CO was observed upon pulsed heating.256 Moreover, pump-probe 

spectroscopy methods can be used to probe ultra-fast phenomena (down to fs scale),257 and can be 

potentially adapted to study the effect of dynamic stimulation on catalysts, using the stimulation as a 

pump, and triggering the spectroscopic probe at different phase delays. The potential and challenges 

of such an approach are discussed below. 

7.3. Introducing “stimulando” characterization 

The methods of operando characterization described above can in principle be readily applied to the 

study of stimulated catalysis (Figure 10a,b). Nonetheless, there is an additional layer of complexity to 

take into account when one wants to understand the mechanism and effects of a certain stimulation 

on catalysis. Namely, one wants to: 

• Deliver the stimulus to the catalyst while acquiring spectroscopic or characterization data 

under reaction conditions. 

• Sample the part of the catalyst material or device affected by the stimulus, to observe changes 

in the catalyst and catalytic mechanism during stimulation. 

• Monitor the performance of the stimulated catalyst to determine the effectiveness of a 

certain stimulation and correlate this with spectroscopic signatures. 

Such additional requirements introduce peculiar challenges that are not relevant to operando 

characterization, and reflect a different philosophy and strategy for improving catalytic performance 

(Figure 10c,d). We propose to name such an approach stimulando characterization (echoing the term 

operando), which we define as “an analytical approach in which catalytic materials are characterized 

during stimulation, under reaction conditions, while simultaneously measuring the catalytic 

performance.” Stimulando is therefore a sub-field of operando, and shares some of its methodologies 

(Figure 10e). However, the two approaches differ in their primary aim: stimulando characterization is 

aimed to understand stimulus-catalyst-performance relationships, and to direct stimulus design, i.e. 

making the stimulation more effective for a certain catalytic device and reaction. On the other hand, 

operando characterization aims to establish structure-performance relationships of catalysts and yield 

information about mechanisms.  
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Figure 10. Understanding the mechanisms of dynamic catalyst stimulation. a) Need for methods to understand 

dynamic catalyst stimulation. b) Stimulando characterization approach: catalysts are characterized during 

stimulation, under reaction conditions, while simultaneously measuring the catalytic performance, with the aim 

to understand and guide better stimulation. c) Stimulus design concept: one wants to correlate the catalytic 

performance with a spectroscopic or structural signature (e.g. intensity and/or position of IR signals). Example 

of potential application: When stimulating a catalyst with a certain intermittent stimulus (S1), a steady state may 

be reached already during a part of the duty cycle. Arrows (top) indicate when the stimulus should be turned 

off, since keeping the stimulus on is not contributing to enhancing the catalyst performance. To speed up the 

second half of the duty cycle, a second stimulus can be introduced (S2, bottom). d) Stimulando characterization 

challenges: (i) delivering the stimulus to the catalyst under working conditions, (ii) probe the stimulated area, 
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considering the spot size and penetration depth of the characterization/spectroscopic method; (iii) determine 

the intrinsic effectiveness of a stimulation, considering the part of the catalyst affected, and correlate this with 

spectroscopic trends. e) A schematic overview of the scope of stimulando, operando and representative dynamic 

operando approaches in catalyst characterization. 

Stimulando spectroscopy may also be used to interrogate reaction mechanisms proposed by theory 

and operando spectroscopy approaches. For example, it was predicted that stimulation of Ru-based 

catalysts by dynamic charging would result in different degree of enhancement of methane steam 

reforming performance, depending on which of two proposed reaction mechanisms was assumed to 

take place.32 Provided that such a theoretical model and a stimulation experiment can be meaningfully 

compared, one could use catalyst stimulation as a means to test and possibly falsify proposed reaction 

mechanisms. In other words, stimulando characterization techniques can add a new handle to unravel 

catalytic mechanisms and identify the nature of active species and sites. 

The seemingly subtle differences between stimulando and operando approaches result in different 

challenges and call for adaptation of the methods to understand catalyst stimulation. We believe the 

following aspects are important to consider when designing stimulando characterization experiments: 

Correlating stimulation, spectroscopy and catalytic performance. The ultimate stimulated catalysis 

experiment would involve stimulation of the entire catalyst. In practice, this will most probably not be 

the case, as the stimulation may be affecting only a part of the catalyst material or device. In this case, 

there are at least two important aspects to consider: First, the part, or region, of the catalyst that is 

stimulated and the part that is monitored by spectroscopy should (at least partially) overlap. For 

example, UV-visible light penetrates only a few (tens of) microns in most catalyst materials, while hard 

X-rays are transmitted through mm thick samples (depending on energy and catalyst composition). 

Therefore, in an X-ray absorption spectroscopy experiment where UV-vis light is used to stimulate the 

catalyst, only a part of the sampled material will be affected by the stimulation, complicating results 

interpretation. This challenge is common to operando photocatalytic experiments, with the difference 

that here light is used to modulate catalysis, rather than to drive the chemistry. To mitigate this issue, 

X-ray fluorescence might be used to collect signal from the sample surface. Second, to yield 

meaningful insights on stimulus-performance relationships, the change in catalytic performance upon 

stimulation should be evaluated against the fraction of catalyst that is stimulated. Therefore, in 

principle, the extent of the stimulation itself should be measured in control experiments, and/or 

modeled to properly design and interpret experiments. 

Low surface area of catalytic devices. Dynamically stimulating a catalyst material introduces 

constraints in catalyst design, related to delivering the stimulation where it is needed. Often, a catalyst 

device is produced, where the catalyst is in the form of a thin film which can be stimulated during 

reaction. For example, in catalytic condenser devices, a thin film of catalyst is deposited on one of two 

conductive plates, which are separated by a thin layer of dielectric material. In the case of dynamic 

strain, surface acoustic wave devices are often used, where a thin layer of catalyst material is 

deposited on a ferroelectric crystal. Such methods allow (at least in principle) to stimulate the whole 

catalyst, provided the catalyst layer is thin enough. However, they introduce the challenge of limited 

surface area – mostly geometrical, due to the absence of porosity – in the context of stimulando 

spectroscopy experiments. This in turn results in low signal-to-noise ratios for a given coverage of a 

certain intermediate or concentration of a species. To address this issue, one may use surface-

sensitive techniques, such as attenuated total reflection infrared spectroscopy (ATR-IR), and/or tip-

enhanced techniques, such as photo-induced force microscopy (PiFM) and tip-enhanced Raman 

spectroscopy (TERS). However, each technique has its subtleties and may be more or less compatible 

or interfere with a given stimulus. For example, dynamic strain would result in vibration of the sample, 
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which would make tip-based spectroscopic methods extremely challenging, if not incompatible. Light 

stimulation may also interfere with Raman-based methods, depending on the relative frequency of 

probing and stimulating light. Additionally, one can recur to lock-in amplification methods to improve 

the quality of the spectra. 

Cell design. Dedicated cells are needed in order to dynamically stimulate catalysts while measuring 

catalytic performance under relevant conditions and acquiring spectra of good quality. For this, 

valuable lessons can be learned from operando spectroscopy, where cell design has been improved 

over decades.255 The main additional requirements are that (i) the catalyst must be stimulated while 

at work inside the cell without disrupting spectroscopic and catalytic measurements, and (ii) the 

catalyst is stimulated in the region probed by spectroscopy. The cell design needed to bring the 

stimulus to the catalyst will depend on the specific method of stimulation used: For stimulando 

characterization during charge and Joule heating stimulation, electrical contacts and insulation must 

be added to the cell, while for light stimulation, one needs a (set of) window(s) transparent to both 

the stimulus and the spectroscopic probe. For example, a Harrick cell was used to study UV-vis 

stimulation during Diffuse Reflectance Fourier Transform Infrared Spectroscopy (DRIFTS), using a 

dome equipped with two IR transparent windows and a quartz window for UV-vis light stimulation.258 

Finally, since many catalyst devices for dynamic stimulation are in the form of thin films, the cell design 

should be aimed to minimize external diffusion limitations and preferential gas flow. Inspiration can 

be taken from existing (micro)reactor design.259–261  

 

Figure 11. Overview of analysis techniques probing vibrational modes, electronic states, sample morphology 

or catalytic performance ordered according to temporal resolution. For comparison the typical timescales of 

stimuli used in resonant catalysis are indicated.  DC-IR: dual-comb infrared spectroscopy; FT-IR: Fourier-

Transform IR spectroscopy; UV-Vis: ultraviolet-visible spectroscopy; NMR: nuclear magnetic resonance 

spectroscopy; XPS: X-ray photoelectron spectroscopy; XAS: X-ray absorption spectroscopy; EDXAS: energy-

dispersive XAS; TR: time-resolved; XRD: X-ray diffraction; SEM: scanning electron microscopy; TEM: transmission 

electron microscopy; UTEM: ultrafast TEM; AFM: atomic force microscopy; GC: gas chromatography; MS: mass 

spectrometry. 

Temporal resolution. In stimulando characterization experiments one would ideally want to follow 

changes in catalyst chemistry at the timescale of the stimulation, gain information on which species 
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react to the stimulus, and how fast they do so, to ultimately change the stimulation accordingly. 

Nonetheless, information on average properties of the system in time (and space) is still very valuable. 

For example, the change in time-averaged coverage of CO during stimulated CO oxidation can be 

monitored using traditional vibrational spectroscopy techniques. A change in CO coverage from 

steady-state to a certain limit cycle should result in different CO IR time-averaged spectra, leading to 

band broadening and a change in intensity (potentially influenced by vibrational coupling effect).262 

Time-resolved measurements with chemical specificity such as transient IR or Raman spectroscopy 

will be key to better understand stimulated reaction mechanisms, and finally guide catalyst and 

stimulus design. Many spectroscopic methods can be integrated with dynamic stimuli including light, 

electricity, and heat. Figure 11 presents an overview of common spectroscopic and analysis 

techniques and their respective temporal resolution, compared to the window relevant to dynamic 

and stimulated catalysis. In time-resolved stimulated experiments, one may be able to identify short-

lived reaction intermediates which are otherwise going undetected due to their transient behavior. 

Such a prospect is exciting as it would yield new insights which are relevant  in the broader context of 

steady-state catalysis. When using pulsed light as a stimulus, ultra-fast measurements on the 

femtosecond and picosecond timescales could be envisioned to better understand bond-making and 

-breaking processes, charge transfer, and energy transfer. 

Catalyst stability and stimulation reversibility. To reach satisfactory signal-to-noise (S/N) ratio, many 

time-resolved spectroscopic techniques rely on averaging signals acquired at different phase delays 

with respect to a trigger or a pump across multiple periodic stimulation. For example, in step-scan IR 

spectroscopy, the movable mirror of the Michelson interferometer moves in discrete steps, and time-

resolved IR intensity values are recorded at each step, corresponding to specific a point in the 

interferogram. The interferograms are then reconstructed using intensity data at each time interval 

for every mirror position, after averaging over multiple stimulation cycles. The time-resolved spectra 

are finally obtained by Fourier transform, with up to 1 ns time resolution.263 It is important to note 

that the resulting spectra will be affected by any non-periodic change in spectral features (e.g. band 

intensity, position, background), which might be induced by irreversible changes of the catalyst 

material structure or surface chemistry. For a proper interpretation of the spectra, it is therefore 

crucial that the catalyst remains stable over time for multiple stimulation cycles (in the order of 

hundreds or thousands depending on the required time resolution and S/N ratio). Any structural 

changes or deactivation during the measurement would make results difficult or unreliable. To 

address this issue, the key recommendation in experimental design is to first verify that the catalyst 

remains stable over time, and that its response to stimulus pulses is consistently similar. This is in 

general easier to achieve for bulk time-resolved techniques than for single-atom analysis such as time-

resolved TEM, as nanoscale structural changes are rarely fully reproducible and repeatable. 

Stimulando microscopy and spatial resolution. Dynamic stimulation of catalysts can in principle be 

performed both in time, and in space, for example by scanning a laser on a catalyst surface. It is known 

that even in non-stimulated catalysis, the catalyst structure at different scales can have a crucial role 

on surface chemistry and performance.241,264,265 During reaction and stimulation, structure-property 

relationships of components and their dynamic cooperation can influence processes at different 

length scales, which requires microscopy monitoring beyond ensemble-averaging analyses. For 

example, photoemission electron microscopy (PEEM) was used to study the effect of forced carbon 

monoxide partial pressure oscillation on the suppression of chemical turbulence in CO oxidation over 

Pt (110) by delayed feedback.266 Addition of stimuli, such as light-induced in situ TEM or the use of the 

imaging probe itself as stimulus, are not routine applications in microscopy and present new 

challenges for established microscopy methodologies.267 Most microscopy techniques fall short in 
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their acquisition frame rate below milliseconds, and can only observe average effects of the stimulus 

on the catalytic system. Further development to integrate different stimuli, their high frequency 

modulation, and correlated ultrafast imaging, e.g., UTEM at sub-picosecond time resolution, is a 

challenging perspective. Depending on the complexity of a catalytic system, e.g., single crystal 

surfaces, supported nanoparticles, or pelleted powder, the stimulated volume must be characterized 

in all three dimensions to maximize and compare efficiency of stimulated catalysis.  

Interference stimuli and probe. Ideally, in stimulando experiments, a photon/electron probe is used 

solely to investigate the ultrafast structural dynamics of the catalyst and reaction intermediates. 

However, high-energy probes, such as hard X-rays (e.g., X-ray Free-Electron Lasers) and electrons at 

high accelerating voltages (e.g., Ultra-fast Transmission Electron Microscopes, UTEM), can introduce 

additional undesirable stimuli to the studied catalytic systems. Such undesired effects range from local 

sample heating to beam-induced damage, leading to irreversible structural changes in the catalysts 

(e.g., amorphization).268 Therefore, similar to in situ and operando practices, the optimal dose rate 

and/or total dose for a stimulando experiment can be determined by continuously probing the 

catalyst’s structure, first without stimuli and then with stimuli (applied both continuously and 

periodically). In the case of UTEM, minimizing the dose rate and total dose can be achieved by 

decreasing the electron current density (e.g., to an electron per pulse) and limiting the number of 

excitation/detection cycles. To address the resulting low signal-to-noise ratio, the use of direct 

electron detectors capable of detecting individual electrons is highly advantageous. 

Developing Ultrafast Heating as a diagnostic tool. Ultrafast heating methods can serve as diagnostic 

tools to probe reaction dynamics at timescales that are relevant for surface reaction kinetics but 

typically difficult to observe. Indeed, temperature jump experiments with an IR laser enabled heating 

of a zeolite catalyst in nanoseconds where higher temperatures (up to a few hundreds of K) were 

sustained until the several tens of microseconds on the catalyst surface. The system can cool down 

within several milliseconds depending on the material’s thermal properties.249 Gaining control over 

the surface temperature in nanoseconds to microseconds allows both mechanistic and dynamic 

investigation of the reaction on the catalyst surface which is not possible with the current time-

resolved techniques with conventional heating in this time regime. Observation of  surface events 

such as desorption and re-adsorption at even shorter timescales (tens of ps) was possible by heating 

of the metal surface with femtosecond lasers.269 Pulsed Joule heating was also used to study kinetics, 

for example in cellulose fragmentation.270 Advancing these tools can deepen our understanding of 

intrinsic catalytic mechanisms and limitations, providing fundamental insights critical to optimizing 

dynamic or traditional catalysis driven by heat. Furthermore, understanding how dynamic heat 

generation impacts the system is essential, as heat is an inevitable byproduct in other dynamic 

catalysis domains such as strain or light-induced reactions. 

8. “Fruit fly” reaction and catalyst 

In evolutionary, bio-medical research and adjacent fields, Drosophila, the common fruit fly, plays a 

critical role as a well understood model system that allows research across fields and groups. Similarly, 

dynamic and stimulated catalysis will benefit substantially from one or more well-studied model 

systems. So far, the community has studied a variety of reactions, but a common ground has not been 

reached. Finding a “fruit fly” catalyst system would allow us to compare results between labs and 

between different stimuli. Here, we propose a few criteria and will suggest a few systems that match 

most of these criteria. 
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1. The ideal reaction/catalyst pair would be well-studied in thermochemical catalysis so that the 

standard mechanistic pathways are known and predictive and interpretive modelling 

procedures can be easily adapted. 

2. The reaction should have multiple possible products with different mechanistic pathways, so 

that the direct influence of dynamic stimuli on selectivity can be assessed. This is important 

since changes in observed reaction rate alone are difficult to be differentiated from 

unaccounted effects. Meanwhile, complex reactions with more than a few possible reaction 

products should be avoided. 

3. The intermediates should be long-lived and the rate limiting steps of different mechanistic 

pathways should have different timescales. This allows targeting of different timescales by 

external stimuli and thereby investigating different time domains.  

4. The reaction and catalyst should be affected by as many possible different stimuli as possible, 

so that cross-correlations can be made between different modes of stimulation. Additionally, 

there should be a possibility to excite different components of the system (such as support 

and catalyst) with either the same or with different stimuli. This orthogonality of different 

stimuli, where each stimulus addresses different components of the system, will allow testing 

potential synergistic effects of multiple different dynamic stimuli.  

5. The catalyst should be stable and it should be straightforward to monitor the catalyst stability 

over time. In dynamic catalysis theory and modelling, reversibility is assumed. However, 

systematically scanning pulse parameters experimentally requires many hours. Thus, for a 

valid comparison between theory and experiment, stability is required. 

6. The reaction should be accessible for laboratory research: the catalyst should have simple 

robust preparation, should not be too expensive, and should be compatible with simple lab 

equipment. The reaction should occur at or near ambient pressure, requires relatively low 

temperature (<400 °C), should not use or produce extremely toxic species, and products can 

be measured with common tools such as spectroscopy, GC, MS.  

Although there is not a single catalyst system that fulfills all criteria, we suggest five possible 

candidates below that are well suited. The proposed reactions target small molecules for the time 

being because of ease of operation, but once technologies mature, specialty chemicals and 

pharmaceuticals may be valuable targets.  

CO2 hydrogenation over supported catalysts is a well-studied system that allows modulation between 

multiple products (CO, methanol, and methane), depending on reaction conditions and catalyst 

structure. These products arise from distinct pathways involving formate, methoxy, or carbide-like 

intermediates with different lifetimes and kinetic barriers. For example, in Cu/TiO2 catalysts, the metal 

and support can be addressed independently using different modes of stimulation. Most notably, UV 

light preferentially excites the oxide support, while visible light can couple efficiently with Cu 

nanoparticles through plasmonic resonances, depending on their size. Dynamic charge injection, 

localized heating, mechanical strain, and optical excitation can each affect the Cu and TiO₂ 

components differently in terms of electronic structure and adsorption energies, enabling orthogonal 

control. The catalyst system is stable and regenerable and operates below 300 °C at moderate 

pressures, with product detection via GC or IR spectroscopy. 

Selective hydrogenation of acetylene on Pd offers clear product selectivity between ethylene and 

ethane through competing mechanistic pathways. Long-lived intermediates, such as surface-bound 

vinyl species and Pd hydrides, evolve on different timescales and respond differently to stimuli. 
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Electric fields and light modulation have all been shown to influence selectivity, and plasmonic Pd 

structures can enhance light absorption. Catalyst formulations are stable and regenerable, and the 

reaction typically operates between 50–150 °C, making it easily carried out in standard laboratory 

reactors using GC for product analysis. 

Alcohol oxidation on Cu, Ag, Au, or Pt, such as methanol or ethanol oxidation, involves stepwise 

transformations with multiple possible products such as formaldehyde, acetaldehyde, acetic acid, and 

CO₂. These pathways involve kinetically distinct and long-lived intermediates like formate and CH₃CO 

species, allowing the impact of dynamic stimuli on selectivity to be explored. The metal nanoparticles 

and supports can be excited independently with light, heat, or electric fields. These systems are 

straightforward to handle in the lab, operating below 400 °C and analyzable with GC and FTIR. 

Ammonia decomposition on Ru or Ni features a well-known dissociation mechanism involving NHₓ 

intermediates that evolve stepwise to form nitrogen and hydrogen. These intermediates exhibit 

different kinetics and have been inferred through spectroscopic studies and transient experiments, 

enabling time-domain targeting even though the final product is singular. The system can be 

influenced by electric fields, thermal cycling, strain, and potentially light when using nanostructured 

metals. Catalyst stability is high under inert conditions, and the reaction can be run at moderate 

temperatures with simple gas-phase analysis such as TCD. 

Selective oxidation of methane to methanol and other oxygenates has been a long-standing 

challenge in catalysis due to the difficulty of activating methane while avoiding overoxidation to 

CO₂.271 Partial oxidation pathways proceed through CH₃ and CH₃OH intermediates, which are relatively 

long-lived compared to subsequent combustion steps. These intermediates offer opportunities for 

time-selective intervention with external stimuli to enhance methanol selectivity. Catalysts such as 

Cu- or Fe-exchanged zeolites, supported noble metals, and plasmonic systems have shown potential 

in influencing product distributions under thermal, electrical, or optical stimulation, though consistent 

selectivity remains limited. Reported examples often operate below 300 °C and at ambient or mild 

pressures. 

9. Conclusion and outlook 

In conclusion, stimulated dynamic and resonant catalysis proposes a fundamental shift in the way 

catalyst performance can be designed and controlled, moving beyond steady state kinetic boundaries 

and equilibrium thermodynamics. The goal is to improve catalytic performance in ways that static 

catalysis fundamentally cannot achieve. The strategy of dynamic and resonant catalysis is to use 

programmable stimuli such as light, heat, charge, and strain, to intermittently change surface 

coverage and active sites on timescales comparable to catalytic turnover. This poses challenges for 

theory and experiment alike, to understand, predict, and realize stimulus-driven and time-dependent 

changes in catalyst function. While evidence of improved catalytic performance under dynamic 

operation is growing, new methods and frameworks are needed to tap the full potential of stimulated 

catalyst operation. 

Dynamic catalysis demands models that can capture the transient, stimulus-driven evolution of 

surface coverages and surface energy of reaction intermediates and transition states. Stimulus-

dependent microkinetic models, molecular dynamics, and catalytic resonance theory are beginning to 

offer insights into the mechanisms of stimulated catalysis, and into non-equilibrium phenomena such 

as energy ratcheting and resonance-induced rate enhancements. However, achieving predictive 

accuracy will require careful uncertainty quantification and treatment of model assumptions. For 

instance, better fundamental understanding is needed about: (i) how to account for stimulus 
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interaction with the catalyst at various length and timescales, (physical model and its effect on the 

chemistry, magnitude of the effect, distribution over the catalyst); (ii) the validity of the instantaneous 

switching assumption; (iii) the use of BEP relationships to predict transition states, which may fail for 

stimuli that can break scaling relationships, such as uniaxial strain and electric fields; (iv) the validity 

of elementary ratchet model to predict complex multi-step reaction.   

The models of dynamic catalysis predict that catalytic turnover can be enhanced by orders of 

magnitude, and selectivity can be steered to different products, when the catalyst is stimulated so 

that: (i) the binding energy of reaction intermediates change by at least 0.2 eV (but desirably in the 

order of 1 eV) to yield effective catalytic ratchets, and/or (ii) the surface coverage of reaction 

intermediates changes considerably from steady-state, for example by fast heating and cooling (rates 

in the order of 102 - 109 K/s); (iii) the stimulation is carried out at a frequency higher than the steady-

state turnover frequency, usually the order of 102–106 Hz, with duty cycles that can vary widely 

depending on the intrinsic kinetics of each catalytic state.  

While theoretical models predict significant gains through changes in surface coverage and 

intermediate binding energies, experimental results have yet to reach such dramatic improvements. 

We believe this is due to two challenges: (i) the demanding conditions for effective stimulation, and 

(ii) the complexity gap between models and real-world catalysts.  

The theoretically predicted stimulation parameters pose significant challenges to realize the potential 

of dynamic catalysis, even in laboratory settings. Much effort has been put into developing stimulation 

methods and catalytic devices that can meet the requirements of magnitude and frequency needed 

for effective dynamic stimulation. For example, catalytic condensers were shown to modify binding 

energy by fractions of eV, at kHz frequencies, at temperatures up to 300 °C, paving the way to charge-

stimulated dynamic catalysis. However, more effort is needed to demonstrate the application of 

catalytic condensers in boosting catalytic reactions. On the other hand, several examples of dynamic 

light and heat stimulated catalysis can be found, in part due to the relative ease by which such stimuli 

can be applied on catalysts. Nonetheless, challenges remain because of limited light penetration in 

catalytic materials on the one hand, and heat dissipation during cooling on the other. Finally, the effect 

of dynamic strain on catalysis is yet to be understood and leveraged, despite decades of research in 

surface acoustic wave devices and mechanical deformation of catalyst bodies.  

Gaining a better understanding of dynamic stimulation of catalysts will require advanced analytical 

and characterization methods. We propose here the concept of stimulus design, as a complementary 

strategy to traditional catalyst design, that aims to optimize the effect of stimulation on catalysis. 

Achieving this requires advanced stimulando characterization, a novel operando-inspired approach 

that characterizes catalysts under simultaneous reaction and stimulation conditions while monitoring 

performance. Such approach must overcome challenges related to spatial overlap of stimulus and 

probe, limited surface area of catalyst devices, temporal resolution, and ensuring catalyst stability 

under repeated cycling. Additionally, adapting in situ and time-resolved methods—such as IR, Raman, 

or ultrafast spectroscopies—and cell designs will be critical to revealing stimulus-induced changes at 

relevant time and length scales. Developing such a toolbox will be challenging, but it holds promise to 

guide effective catalyst stimulation, to finally achieve transformative catalytic performance. 

In principle, different stimuli (e.g. light, strain or charge) can result in different changes in surface 

chemistry (e.g. different γ, δ values, different species being stimulated), and therefore different 

catalytic performance under dynamic stimulation. We anticipate that combining different stimuli can 

result in further improved catalytic performance, which may fundamentally not be achievable with 

one stimulation alone. We imagine complex multistep reactions where each optical pulse is designed 
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to carry out one step and address only a specific sub-population of reactants or intermediates. For 

example, one can imagine combining dynamic light – to excite one species preferentially (e.g. CO 

adsorbed on metals) –, and dynamic charge – to modulate the binding energy of polar adsorbates the 

most. Playing with the relative intensity, frequency, duty cycle, and phase delay between the dynamic 

stimuli, one could impart tailored programs to modulate the surface chemistry in complex ways. It is 

possible that this approach moves us out of the realm of statistical chemistry and into a more 

deterministic regime, and certainly it is chemistry far from equilibrium. Multi-stimulation introduces 

exciting new handles to steer catalytic performance, but it also introduces a virtually infinite number 

of stimuli combinations. We foresee that machine learning and automation will play a critical role in 

the exploration of such vast parameter space. 

While in its infancy, the field of stimulated dynamic catalysis is rapidly growing, and showing promise 

for the development of new catalytic technologies. The acceptance of such technologies will depend 

on multiple factors, such as benefit/costs consideration, in both the implementation and operation 

phases. Down the line, we foresee three possible hurdles to industrial implementation: (i) cost of the 

catalyst device per ton of product over the catalyst lifetime, compared to state-of-the-art; (ii) 

achievable scale, in terms of space time yield of a product, and (iii) energy balance considerations, 

taking into account the energy needed for the stimulation, and the energy saved by operating at 

milder conditions and/or simplifying downstream separations when selectivity is improved. Pushing 

stimulated dynamic catalysis over TRL 4 will require concerted efforts from academia and industry, 

and entrepreneurial efforts, such as academic spin-offs. 

Acknowledgments 

We sincerely thank the Lorentz Center, Leiden University, and the Dutch Research Council (NWO) for 

providing the platform and support that made our workshop, Dynamic Stimulated and Resonant 

Catalysis, possible in November 2024. This workshop was organized by Sven Askes, Matteo Monai, 

Jörg Meyer, Esther Alarcón Lladó, and Paul Dauenhauer. This paper is a direct outcome of the 

stimulating discussions and collaborations initiated during the workshop. We are grateful for the 

Lorentz Center’s hospitality and organizational assistance, which contributed significantly to the 

success of both the event and this work. We thank Sara Bals, Anthony Beauvois, Freek Kapteijn, and 

David Leigh, for their contribution and the lively discussion during the workshop. Additionally, we 

thank Casale (representative: Alberto Garbujo) and Bruker Optics (representative: Hanne Hoskens) for 

the financial sponsorship of the workshop. Matteo Monai acknowledges the Advanced Research 

Center Chemical Building Blocks Consortium (ARC CBBC) for funding. Sven H.C. Askes received funding 

for this project from the European Research Council (ERC) under the European Union’s Horizon 2020 

research and innovation program (Grant Agreement No. 101117530). The contribution of Paul 

Dauenhauer was supported as part of the Center for Programmable Energy Catalysis, an Energy 

Frontier Research Center funded by the U.S. Department of Energy, Office of Science, Basic Energy 

Sciences at the University of Minnesota under award #DE-SC0023464. Marc Herzog and Wouter 

Koopman acknowledge the financial support by CRC/SFB 1636 of the Deutsche 

Forschungsgemeinschaft (FDG, German Research Foundation)—Project ID 51094390 within project 

Z02 and A03, respectively.  

Author affiliations and contributions 

Matteo Monai, Inorganic Chemistry and Catalysis Group, Institute for Sustainable and Circular 

Chemistry, Utrecht University, The Netherlands. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


49 
 

Wiebke Albrecht, AMOLF, The Netherlands. 

Achim Alkemper, Institute for Material Science, Technical University Darmstadt, Germany. 

Nongnuch Artrith, Debye Institute for Nanomaterials Science, Utrecht University. 

Andrea Baldi, Department of Physics and Astronomy, Vrije Universiteit Amsterdam, The Netherlands. 

Arik Beck, The Institute for Chemical Technology and Polymer Chemistry, Karlsruhe Institute of 

Technology, Germany. 

Ryan T. Berry, Center for Programmable Energy Catalysis, Dow Discovery Fellowship, Department of 

Chemical Engineering,  University of California Santa Barbara, USA. 

Ettore Bianco, Department of Chemistry and NIS Centre, University of Torino, Italy. 

Floor A. Brzesowsky, Inorganic Chemistry and Catalysis Group, Institute for Sustainable and Circular 

Chemistry, Utrecht University, The Netherlands. 

Qi Dong, Department of Chemistry, Purdue University, USA.  

Jimmy Faria Albanese, Department of Chemical Engineering, University of Twente, The Netherlands. 

Renee Frontiera, Department of Chemistry, University of Minnesota, USA.  

Elaina Galvin, AMOLF, The Netherlands. 

Erik C. Garnett, AMOLF, The Netherlands. 

Nick Gerrits, Leiden Institute of Chemistry, Leiden University, The Netherlands. 

Marek Grzelczak, Centro de Fisica de Materiales (CFM-MPC), CSIC-UPV/EHU, Paseo Manuel de 

Lardizabal 5, 20018 Donostia, Spain.  

Marc Herzog, Institute of Physics and Astronomy, University of Potsdam, Germany. 

Franziska Hess, Institute of Chemistry, Technical University Berlin, Germany. 

Alexander A. Kolganov, Department of Chemical Engineering, Technical University of Delft, The 

Netherlands. 

Wouter Koopman, Institute of Physics and Astronomy, University of Potsdam, Germany. 

Nikolay Kosinov, Department of Chemical Engineering and Chemistry, Eindhoven University of 

Technology, The Netherlands. 

Sarah Lander, Department of Physics and Astronomy, Vrije Universiteit Amsterdam, The Netherlands. 

Enrico Lepre, Department of Chemistry, University of Zürich, Switzerland. 

D. Nicolette Maaskant, Inorganic Chemistry and Catalysis Group, Institute for Sustainable and Circular 

Chemistry, Utrecht University, The Netherlands. 

Guobin Miao, Department of Physics and Astronomy, Vrije Universiteit Amsterdam, The Netherlands. 

Aadesh Mohan Naik, Centro de Fisica de Materiales (CFM-MPC), CSIC-UPV/EHU, Paseo Manuel de 

Lardizabal 5, 20018 Donostia, Spain.  

Tzia Ming Onn, Department of Engineering, University of Cambridge, United Kingdom. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


50 
 

Andrew Peterson, School of Engineering, Brown University, USA and Department of Energy 

Conversion and Storage, Technical University of Denmark, Denmark.  

Diana Piankova, Department of Mechanical and Process Engineering, ETH Zürich, Switzerland. 

Evgeny A. Pidko, Inorganic Systems Engineering, Department of Chemical Engineering, Faculty of 

Applied Sciences, Delft University of Technology, Delft, The Netherlands. 

Korawich Trangwachirachai, Department of Chemical Engineering, University of Twente, The 

Netherlands. 

Floris van den Bosch, Leiden Institute of Chemistry, Leiden University, The Netherlands. 

Di Xu, Department of Chemical & Biomolecular Engineering, National University of Singapore, 

Singapore.  

Begum Yilmaz, Department of Chemical Engineering, Technical University of Delft, The Netherlands. 

Johannes Zeininger, Institute of Materials Chemistry, Technical University Vienna, Austria. 

Esther Alarcón Lladó, NWO-Institute AMOLF, The Netherlands and van 't Hoff Institute for Molecular 

Sciences, University of Amsterdam, The Netherlands. 

Jörg Meyer, Leiden Institute of Chemistry, Leiden University, The Netherlands. 

Paul Dauenhauer, Center for Programmable Energy Catalysis, Department Of Chemical Engineering 

And Materials Science, University of Minnesota, USA. 

Sven H. C. Askes, Department of Physics and Astronomy, Vrije Universiteit Amsterdam, The 

Netherlands. 

Declaration of interests 

Casale (Lugano, Switzerland) and Bruker Optics (Ettlingen, Germany) were financial sponsors of the 

Lorentz workshop. 

Literature references 

1. Nørskov, J.K., Bligaard, T., Hvolbæk, B., Abild-Pedersen, F., Chorkendorff, I., and Christensen, C.H. 
(2008). The nature of the active site in heterogeneous metal catalysis. Chem. Soc. Rev. 37, 2163. 
https://doi.org/10.1039/b800260f. 

2. Boudart, M. (1985). Heterogeneous catalysis by metals. J. Mol. Catal. 30, 27–38. 
https://doi.org/10.1016/0304-5102(85)80014-6. 

3. Medford, A.J., Vojvodic, A., Hummelshøj, J.S., Voss, J., Abild-Pedersen, F., Studt, F., Bligaard, T., 
Nilsson, A., and Nørskov, J.K. (2015). From the Sabatier principle to a predictive theory of 
transition-metal heterogeneous catalysis. J. Catal. 328, 36–42. 
https://doi.org/10.1016/j.jcat.2014.12.033. 

4. Djéga-Mariadassou, G., and Boudart, M. (2003). Classical kinetics of catalytic reactions. J. Catal. 
216, 89–97. https://doi.org/10.1016/s0021-9517(02)00099-4. 

5. Madon, R.J., and Iglesia, E. (2000). Catalytic reaction rates in thermodynamically non-ideal 
systems. J. Mol. Catal. A Chem. 163, 189–204. https://doi.org/10.1016/s1381-1169(00)00386-1. 

6. Shetty, M., Walton, A., Gathmann, S.R., Ardagh, M.A., Gopeesingh, J., Resasco, J., Birol, T., Zhang, 
Q., Tsapatsis, M., Vlachos, D.G., et al. (2020). The Catalytic Mechanics of Dynamic Surfaces: 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


51 
 

Stimulating Methods for Promoting Catalytic Resonance. ACS Catal. 10, 12666–12695. 
https://doi.org/10.1021/acscatal.0c03336. 

7. Murphy, M.A., Gathmann, S.R., Getman, R., Grabow, L., Abdelrahman, O.A., and Dauenhauer, 
P.J. (2024). Catalytic resonance theory: the catalytic mechanics of programmable ratchets. 
Chem. Sci. 15, 13872–13888. https://doi.org/10.1039/D4SC04069D. 

8. Hao, J., Li, W., Zhai, J., and Chen, H. (2019). Progress in high-strain perovskite piezoelectric 
ceramics. Mater. Sci. Eng.: R: Rep. 135, 1–57. https://doi.org/10.1016/j.mser.2018.08.001. 

9. Khorshidi, A., Violet, J., Hashemi, J., and Peterson, A.A. (2018). How strain can break the scaling 
relations of catalysis. Nat. Catal 1, 263–268. https://doi.org/10.1038/s41929-018-0054-0. 

10. Onn, T.M., Gathmann, S.R., Wang, Y., Patel, R., Guo, S., Chen, H., Soeherman, J.K., Christopher, 
P., Rojas, G., Mkhoyan, K.A., et al. (2022). Alumina Graphene Catalytic Condenser for 
Programmable Solid Acids. JACS Au 2, 1123–1133. https://doi.org/10.1021/jacsau.2c00114. 

11. Onn, T.M., Gathmann, S.R., Guo, S., Solanki, S.P.S., Walton, A., Page, B.J., Rojas, G., Neurock, M., 
Grabow, L.C., Mkhoyan, K.A., et al. (2022). Platinum Graphene Catalytic Condenser for 
Millisecond Programmable Metal Surfaces. J. Am. Chem. Soc. 144, 22113–22127. 
https://doi.org/10.1021/jacs.2c09481. 

12. Qi, J., Resasco, J., Robatjazi, H., Alvarez, I.B., Abdelrahman, O., Dauenhauer, P., and Christopher, 
P. (2020). Dynamic Control of Elementary Step Energetics via Pulsed Illumination Enhances 
Photocatalysis on Metal Nanoparticles. ACS Energy Lett. 5, 3518–3525. 
https://doi.org/10.1021/acsenergylett.0c01978. 

13. Jones, G., Bligaard, T., Abild-Pedersen, F., and Nørskov, J.K. (2008). Using scaling relations to 
understand trends in the catalytic activity of transition metals. J. Phys.: Condens. Matter 20, 
064239. https://doi.org/10.1088/0953-8984/20/6/064239. 

14. Sutton, J.E., and Vlachos, D.G. (2012). A Theoretical and Computational Analysis of Linear Free 
Energy Relations for the Estimation of Activation Energies. ACS Catal. 2, 1624–1634. 
https://doi.org/10.1021/cs3003269. 

15. Dahl, S., Logadottir, A., Jacobsen, C.J.H., and Nørskov, J.K. (2001). Electronic factors in catalysis: 
the volcano curve and the effect of promotion in catalytic ammonia synthesis. Appl. Catal. A: 
Gen. 222, 19–29. https://doi.org/10.1016/s0926-860x(01)00826-2. 

16. Ardagh, M.A., Abdelrahman, O.A., and Dauenhauer, P.J. (2019). Principles of Dynamic 
Heterogeneous Catalysis: Surface Resonance and Turnover Frequency Response. ACS Catal. 9, 
6929–6937. https://doi.org/10.1021/acscatal.9b01606. 

17. Dauenhauer, P., Hopkins, J.A., Foley, B.R., Abdelrahman, O.A., and Canavan, J.R. (2024). Data for 
Catalytic Resonance Theory: Turnover Efficiency and the Resonance Frequency. (Data Repository 
for the University of Minnesota (DRUM)). https://doi.org/10.13020/EGSM-K060. 

18. Ardagh, M.A., Birol, T., Zhang, Q., Abdelrahman, O.A., and Dauenhauer, P.J. (2019). Catalytic 
resonance theory: superVolcanoes, catalytic molecular pumps, and oscillatory steady state. 
Catal. Sci. Technol. 9, 5058–5076. https://doi.org/10.1039/C9CY01543D. 

19. Ardagh, M.A., Shetty, M., Kuznetsov, A., Zhang, Q., Christopher, P., Vlachos, D.G., Abdelrahman, 
O.A., and Dauenhauer, P.J. (2020). Catalytic resonance theory: parallel reaction pathway control. 
Chem. Sci. 11, 3501–3510. https://doi.org/10.1039/C9SC06140A. 

20. Hafner, J. (2008). Ab‐initio simulations of materials using VASP: Density‐functional theory and 
beyond. J. Comput. Chem. 29, 2044–2078. https://doi.org/10.1002/jcc.21057. 

21. Gounder, R., and Iglesia, E. (2013). The catalytic diversity of zeolites: confinement and solvation 
effects within voids of molecular dimensions. Chem. Commun. 49, 3491. 
https://doi.org/10.1039/c3cc40731d. 

22. Mathew, K., Sundararaman, R., Letchworth-Weaver, K., Arias, T.A., and Hennig, R.G. (2014). 
Implicit solvation model for density-functional study of nanocrystal surfaces and reaction 
pathways. J. Chem. Phys. 140, 084106. https://doi.org/10.1063/1.4865107. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


52 
 

23. Da Silva, M.J.E., Lefferts, L., and Faria Albanese, J.A. (2021). N-isopropylacrylamide polymer 
brushes alter the micro-solvation environment during aqueous nitrite hydrogenation on 
Pd/Al2O3 catalyst. J. Catal. 402, 114–124. https://doi.org/10.1016/j.jcat.2021.08.003. 

24. Zhdanov, V.P., and Kasemo, B. (1994). Bistable kinetics of simple reactions on solid surfaces: 
lateral interactions, chemical waves, and the equistability criterion. Phys. D: Nonlinear Phenom. 
70, 383–395. https://doi.org/10.1016/0167-2789(94)90073-6. 

25. Tao, F., and Salmeron, M. (2024). Surface restructuring and predictive design of heterogeneous 
catalysts. Science 386, eadq0102. https://doi.org/10.1126/science.adq0102. 

26. Kroes, G.-J., and Meyer, J. (2025). Best-of-both-worlds computational approaches to difficult-to-
model dissociation reactions on metal surfaces. Chem. Sci. 16, 480–506. 
https://doi.org/10.1039/D4SC06004K. 

27. Jones, G., Jakobsen, J., Shim, S., Kleis, J., Andersson, M., Rossmeisl, J., Abildpedersen, F., Bligaard, 
T., Helveg, S., and Hinnemann, B. (2008). First principles calculations and experimental insight 
into methane steam reforming over transition metal catalysts. J. Catal. 259, 147–160. 
https://doi.org/10.1016/j.jcat.2008.08.003. 

28. Honkala, K., Hellman, A., Remediakis, I.N., Logadottir, A., Carlsson, A., Dahl, S., Christensen, C.H., 
and Nørskov, J.K. (2005). Ammonia Synthesis from First-Principles Calculations. Science 307, 
555–558. https://doi.org/10.1126/science.1106435. 

29. Stamatakis, M. (2014). Kinetic modelling of heterogeneous catalytic systems. J. Phys.: Condens. 
Matter 27, 013001. https://doi.org/10.1088/0953-8984/27/1/013001. 

30. Reuter, K., Frenkel, D., and Scheffler, M. (2004). The Steady State of Heterogeneous Catalysis, 
Studied by First-Principles Statistical Mechanics. Phys. Rev. Lett. 93, 116105. 
https://doi.org/10.1103/PhysRevLett.93.116105. 

31. Canavan, J.R., Hopkins, J.A., Foley, B.L., Abdelrahman, O.A., and Dauenhauer, P.J. (2025). 
Catalytic Resonance Theory: Turnover Efficiency and the Resonance Frequency. ACS Catal. 15, 
653–663. https://doi.org/10.1021/acscatal.4c06623. 

32. Vempatti, V.V.R., Wang, S., Abdelrahman, O.A., Dauenhauer, P.J., and Grabow, L.C. (2024). 
Accelerated Steam Methane Reforming by Dynamically Applied Charges. J. Phys. Chem. C 128, 
12938–12948. https://doi.org/10.1021/acs.jpcc.4c01311. 

33. Wittreich, G.R., Liu, S., Dauenhauer, P.J., and Vlachos, D.G. (2022). Catalytic resonance of 
ammonia synthesis by simulated dynamic ruthenium crystal strain. Sci. Adv. 8, eabl6576. 
https://doi.org/10.1126/sciadv.abl6576. 

34. Railkar, R., and Vlachos, D.G. (2024). Microkinetic insights into temperature pulsing for 
accelerating ammonia decomposition. Int. J. Hydrog. Energy 89, 583–589. 
https://doi.org/10.1016/j.ijhydene.2024.09.329. 

35. Murphy, M.A., Gathmann, S.R., Bartel, C.J., Abdelrahman, O.A., and Dauenhauer, P.J. (2024). 
Catalytic resonance theory: Circumfluence of programmable catalytic loops. J. Catal. 430, 
115343. https://doi.org/10.1016/j.jcat.2024.115343. 

36. Psarellis, Y.M., Kavousanakis, M.E., Dauenhauer, P.J., and Kevrekidis, I.G. (2023). Writing the 
Programs of Programmable Catalysis. ACS Catal. 13, 7457–7471. 
https://doi.org/10.1021/acscatal.3c00864. 

37. Jung, S., Pizzolitto, C., Biasi, P., Dauenhauer, P.J., and Birol, T. (2023). Programmable catalysis by 
support polarization: elucidating and breaking scaling relations. Nat. Commun. 14, 7795. 
https://doi.org/10.1038/s41467-023-43641-0. 

38. Abdelrahman, O.A., and Dauenhauer, P.J. (2023). Energy Flows in Static and Programmable 
Catalysts. ACS Energy Lett. 8, 2292–2299. https://doi.org/10.1021/acsenergylett.3c00522. 

39. Christopher, P., Xin, H., and Linic, S. (2011). Visible-light-enhanced catalytic oxidation reactions 
on plasmonic silver nanostructures. Nat. Chem. 3, 467–472. 
https://doi.org/10.1038/nchem.1032. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


53 
 

40. Aslam, U., Chavez, S., and Linic, S. (2017). Controlling energy flow in multimetallic nanostructures 
for plasmonic catalysis. Nat. Nanotech. 12, 1000–1005. 
https://doi.org/10.1038/nnano.2017.131. 

41. Elias, R.C., and Linic, S. (2022). Elucidating the Roles of Local and Nonlocal Rate Enhancement 
Mechanisms in Plasmonic Catalysis. J. Am. Chem. Soc. 144, 19990–19998. 
https://doi.org/10.1021/jacs.2c08561. 

42. Elias, R.C., Yan, B., and Linic, S. (2024). Probing Spatial Energy Flow in Plasmonic Catalysts from 
Charge Excitation to Heating: Nonhomogeneous Energy Distribution as a Fundamental Feature 
of Plasmonic Chemistry. J. Am. Chem. Soc. 146, 29656–29663. 
https://doi.org/10.1021/jacs.4c10395. 

43. Gathmann, S., Jung, S., and Dauenhauer, P. (2025). Catalytic Resonance Theory: Parametric 
Uncertainty in Microkinetic Predictions of Dynamic Rate Enhancement. Preprint, 
https://doi.org/10.26434/chemrxiv-2025-f6hbv. 

44. Car, R., and Parrinello, M. (1985). Unified Approach for Molecular Dynamics and Density-
Functional Theory. Phys. Rev. Lett. 55, 2471–2474. 
https://doi.org/10.1103/physrevlett.55.2471. 

45. Iftimie, R., Minary, P., and Tuckerman, M.E. (2005). Ab initio molecular dynamics: Concepts, 
recent developments, and future trends. Proc. Natl. Acad. Sci. U.S.A. 102, 6654–6659. 
https://doi.org/10.1073/pnas.0500193102. 

46. Meyer, J., and Reuter, K. (2014). Modeling Heat Dissipation at the Nanoscale: An Embedding 
Approach for Chemical Reaction Dynamics on Metal Surfaces. Angew. Chem. Int. Ed. 53, 4721–
4724. https://doi.org/10.1002/anie.201400066. 

47. Boden, D., Groot, I.M.N., and Meyer, J. (2022). Elucidating the Initial Oxidation of Pt(111) Using 
Large-Scale Atomistic Thermodynamics: A ReaxFF Study. J. Phys. Chem. C 126, 20020–20027. 
https://doi.org/10.1021/acs.jpcc.2c05769. 

48. Jacobs, R., Morgan, D., Attarian, S., Meng, J., Shen, C., Wu, Z., Xie, C.Y., Yang, J.H., Artrith, N., 
Blaiszik, B., et al. (2025). A practical guide to machine learning interatomic potentials – Status 
and future. Curr. Opin. Solid State Mater. Sci. 35, 101214. 
https://doi.org/10.1016/j.cossms.2025.101214. 

49. Behler, J. (2021). Four Generations of High-Dimensional Neural Network Potentials. Chem. Rev. 
121, 10037–10072. https://doi.org/10.1021/acs.chemrev.0c00868. 

50. Mishin, Y. (2021). Machine-learning interatomic potentials for materials science. Acta Mater. 
214, 116980. https://doi.org/10.1016/j.actamat.2021.116980. 

51. Artrith, N., Butler, K.T., Coudert, F.-X., Han, S., Isayev, O., Jain, A., and Walsh, A. (2021). Best 
practices in machine learning for chemistry. Nat. Chem. 13, 505–508. 
https://doi.org/10.1038/s41557-021-00716-z. 

52. Shakouri, K., Behler, J., Meyer, J., and Kroes, G.-J. (2017). Accurate Neural Network Description 
of Surface Phonons in Reactive Gas–Surface Dynamics: N2 + Ru(0001). J. Phys. Chem. Lett. 8, 
2131–2136. https://doi.org/10.1021/acs.jpclett.7b00784. 

53. Spiering, P., Shakouri, K., Behler, J., Kroes, G.-J., and Meyer, J. (2019). Orbital-Dependent 
Electronic Friction Significantly Affects the Description of Reactive Scattering of N2 from 
Ru(0001). J. Phys. Chem. Lett. 10, 2957–2962. https://doi.org/10.1021/acs.jpclett.9b00523. 

54. Bosch, F. van den, Gerrits, N., and Meyer, J. (2025). Vibrational excitation in plasma catalysis: 
how important are dynamical effects? EES Catal. https://doi.org/10.1039/D5EY00132C. 

55. Omranpour, A., Elsner, J., Lausch, K.N., and Behler, J. (2025). Machine Learning Potentials for 
Heterogeneous Catalysis. ACS Catal. 15, 1616–1634. https://doi.org/10.1021/acscatal.4c06717. 

56. Musa, E., Doherty, F., and Goldsmith, B.R. (2022). Accelerating the structure search of catalysts 
with machine learning. Curr. Opin. Chem. Eng. 35, 100771. 
https://doi.org/10.1016/j.coche.2021.100771. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


54 
 

57. Ma, S., and Liu, Z.-P. (2020). Machine Learning for Atomic Simulation and Activity Prediction in 
Heterogeneous Catalysis: Current Status and Future. ACS Catal. 10, 13213–13226. 
https://doi.org/10.1021/acscatal.0c03472. 

58. Artrith, N. (2019). Machine learning for the modeling of interfaces in energy storage and 
conversion materials. J. Phys. Energy 1, 032002. https://doi.org/10.1088/2515-7655/ab2060. 

59. Deng, Q., Huang, R., Shao, L., Mumyatov, A.V., Troshin, P.A., An, C., Wu, S., Gao, L., Yang, B., and 
Hu, N. (2023). Atomic understanding of the strain-induced electrocatalysis from DFT calculation: 
progress and perspective. Phys. Chem. Chem. Phys. 25, 12565–12586. 
https://doi.org/10.1039/D3CP01077E. 

60. Boonpalit, K., and Artrith, N. (2024). Mechanistic Insights into the Oxygen Evolution Reaction on 
Nickel-Doped Barium Titanate via Machine Learning-Accelerated Simulations. Preprint at arXiv, 
https://doi.org/10.48550/arXiv.2412.15452. 

61. Laio, A., and Parrinello, M. (2002). Escaping free-energy minima. Proc. Natl. Acad. Sci. U.S.A. 99, 
12562–12566. https://doi.org/10.1073/pnas.202427399. 

62. Barducci, A., Bonomi, M., and Parrinello, M. (2011). Metadynamics. WIREs Comput. Mol. Sci. 1, 
826–843. https://doi.org/10.1002/wcms.31. 

63. Shang, B., Jakse, N., Guan, P., Wang, W., and Barrat, J. (2023). Influence of oscillatory shear on 
nucleation in metallic glasses: A molecular dynamics study. Acta Mater. 246, 118668. 
https://doi.org/10.1016/j.actamat.2022.118668. 

64. Li, H., Liu, H., and Peng, H. (2020). Atomic dynamics under oscillatory shear in metallic glasses. J. 
Non-Cryst. Solids 539, 120069. https://doi.org/10.1016/j.jnoncrysol.2020.120069. 

65. Nazarov, A.A., and Murzaev, R.T. (2018). Nonequilibrium grain boundaries and their relaxation 
under oscillating stresses in columnar nickel nanocrystals studied by molecular dynamics. 
Comput. Mater. Sci. 151, 204–213. https://doi.org/10.1016/j.commatsci.2018.05.015. 

66. Le, J.-B., Yang, X.-H., Zhuang, Y.-B., Jia, M., and Cheng, J. (2021). Recent Progress toward Ab Initio 
Modeling of Electrocatalysis. J. Phys. Chem. Lett. 12, 8924–8931. 
https://doi.org/10.1021/acs.jpclett.1c02086. 

67. Levell, Z., Le, J., Yu, S., Wang, R., Ethirajan, S., Rana, R., Kulkarni, A., Resasco, J., Lu, D., Cheng, J., 
et al. (2024). Emerging Atomistic Modeling Methods for Heterogeneous Electrocatalysis. Chem. 
Rev. 124, 8620–8656. https://doi.org/10.1021/acs.chemrev.3c00735. 

68. Li, F., Zhou, C., and Klinkova, A. (2022). Simulating electric field and current density in 
nanostructured electrocatalysts. Phys. Chem. Chem. Phys. 24, 25695–25719. 
https://doi.org/10.1039/d2cp02846h. 

69. Welborn, V.V., Ruiz Pestana, L., and Head-Gordon, T. (2018). Computational optimization of 
electric fields for better catalysis design. Nat. Catal 1, 649–655. https://doi.org/10.1038/s41929-
018-0109-2. 

70. Schwarz, K., Nusterer, E., Margl, P., and Blöchl, P.E. (1997). Ab initio molecular dynamics 
calculations to study catalysis. Int. J. Quant. Chem. 61, 369–380. 
https://doi.org/10.1002/(SICI)1097-461X(1997)61:3%253C369::AID-QUA2%253E3.0.CO;2-U. 

71. Wang, Y., and Balbuena, P.B. (2004). Roles of Proton and Electric Field in the Electroreduction of 
O2 on Pt(111) Surfaces: Results of an Ab-Initio Molecular Dynamics Study. J. Phys. Chem. B 108, 
4376–4384. https://doi.org/10.1021/jp037323c. 

72. Wang, Y., Shao, H., Zhang, C., Liu, F., Zhao, J., Zhu, S., Leung, M.K.H., and Hu, J. (2023). Molecular 
dynamics for electrocatalysis: Mechanism explanation and performance prediction. Energy 
Reviews 2, 100028. https://doi.org/10.1016/j.enrev.2023.100028. 

73. Nitopi, S., Bertheussen, E., Scott, S.B., Liu, X., Engstfeld, A.K., Horch, S., Seger, B., Stephens, I.E.L., 
Chan, K., Hahn, C., et al. (2019). Progress and Perspectives of Electrochemical CO2 Reduction on 
Copper in Aqueous Electrolyte. Chem. Rev. 119, 7610–7672. 
https://doi.org/10.1021/acs.chemrev.8b00705. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


55 
 

74. Zhou, Y., Fu, X., Chorkendorff, I., and Nørskov, J.K. (2025). Electrochemical Ammonia Synthesis: 
The Energy Efficiency Challenge. ACS Energy Lett. 10, 128–132. 
https://doi.org/10.1021/acsenergylett.4c02954. 

75. Ali, T., Wang, H., Iqbal, W., Bashir, T., Shah, R., Hu, Y. (2022), Electro-Synthesis of Organic 
Compounds with Heterogeneous Catalysis. Adv. Sci. 10, 2205077. 
https://doi.org/10.1002/advs.202205077 

76. Katsaounis, A. (2010). Recent developments and trends in the electrochemical promotion of 
catalysis (EPOC). J. Appl. Electrochem. 40, 885–902. https://doi.org/10.1007/s10800-009-9938-
7. 

77. Ju, L., Tang, X., and Kou, L. (2022). Polarization boosted catalysis: progress and outlook. 
Microstructures 2, 2022008 https://doi.org/10.20517/microstructures.2021.14. 

78. Chen, L., Yang, Y., Jiang, S., Yang, B., and Rao, W. (2023). Multifunctional ferroelectric catalysis 
for water splitting: classification, synergism, strategies and challenges. Mater. Today Chem. 30, 
101486. https://doi.org/10.1016/j.mtchem.2023.101486. 

79. Shao, D., Wu, T., Li, X., Ren, X., and Xu, Z.J. (2023). A Perspective of Magnetoelectric Effect in 
Electrocatalysis. Small Sci. 3, 2300065. https://doi.org/10.1002/smsc.202300065. 

80. Chen, Y., Wippermann, K., Rodenbücher, C., Suo, Y., and Korte, C. (2024). Impedance Analysis of 
Capacitive and Faradaic Processes in the Pt/[Dema][TfO] Interface. ACS Appl. Mater. Interfaces 
16, 5278–5285. https://doi.org/10.1021/acsami.3c15465. 

81. Che, F., Gray, J.T., Ha, S., Kruse, N., Scott, S.L., and McEwen, J.-S. (2018). Elucidating the Roles of 
Electric Fields in Catalysis: A Perspective. ACS Catal. 8, 5153–5174. 
https://doi.org/10.1021/acscatal.7b02899. 

82. Oh, K.-R., Onn, T.M., Walton, A., Odlyzko, M.L., Frisbie, C.D., and Dauenhauer, P.J. (2024). 
Fabrication of Large-Area Metal-on-Carbon Catalytic Condensers for Programmable Catalysis. 
ACS Appl. Mater. Interfaces 16, 684–694. https://doi.org/10.1021/acsami.3c14623. 

83. Kakekhani, A., and Ismail-Beigi, S. (2015). Ferroelectric-Based Catalysis: Switchable Surface 
Chemistry. ACS Catal. 5, 4537–4545. https://doi.org/10.1021/acscatal.5b00507. 

84. Ding, W., Lu, J., Tang, X., Kou, L., and Liu, L. (2023). Ferroelectric Materials and Their Applications 
in Activation of Small Molecules. ACS Omega 8, 6164–6174. 
https://doi.org/10.1021/acsomega.2c06828. 

85. Jung, S., Pizzolitto, C., Biasi, P., Dauenhauer, P.J., and Birol, T. (2023). Programmable catalysis by 
support polarization: elucidating and breaking scaling relations. Nat. Commun. 14, 7795. 
https://doi.org/10.1038/s41467-023-43641-0. 

86. Kim, C.-H., and Frisbie, C.D. (2016). Field Effect Modulation of Outer-Sphere Electrochemistry at 
Back-Gated, Ultrathin ZnO Electrodes. J. Am. Chem. Soc. 138, 7220–7223. 
https://doi.org/10.1021/jacs.6b02547. 

87. Yang, Z., Jiang, Y., Luo, Z., Zhou, X., Qian, Y., Zhu, S., Zhang, L., Zhang, Q., He, C., Ge, J., et al. 
(2025). Generating Active Metal/Oxide Dynamic Interface through Triggering Hydroxyl Reverse 
Spillover for High-Performing Proton Exchange Membrane Electrolyzers. ACS Appl. Mater. 
Interfaces 17, 46977–46988. https://doi.org/10.1021/acsami.5c08709. 

88. Shetty, M., Ardagh, M.A., Pang, Y., Abdelrahman, O.A., and Dauenhauer, P.J. (2020). Electric-
Field-Assisted Modulation of Surface Thermochemistry. ACS Catal. 10, 12867–12880. 
https://doi.org/10.1021/acscatal.0c02124. 

89. Onn, T.M., Oh, K.-R., Adrahtas, D.Z., Soeherman, J.K., Hopkins, J.A., Frisbie, C.D., and 
Dauenhauer, P.J. (2024). Flexible and Extensive Platinum Ion Gel Condensers for Programmable 
Catalysis. ACS Nano 18, 983–995. https://doi.org/10.1021/acsnano.3c09815. 

90. Timoshenko, J., Bergmann, A., Rettenmaier, C., Herzog, A., Arán-Ais, R.M., Jeon, H.S., Haase, F.T., 
Hejral, U., Grosse, P., Kühl, S., et al. (2022). Steering the structure and selectivity of CO2 
electroreduction catalysts by potential pulses. Nat. Catal 5, 259–267. 
https://doi.org/10.1038/s41929-022-00760-z. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


56 
 

91. Sordello, F., Pellegrino, F., Prozzi, M., Minero, C., and Maurino, V. (2021). Controlled Periodic 
Illumination Enhances Hydrogen Production by over 50% on Pt/TiO2. ACS Catal. 11, 6484–6488. 
https://doi.org/10.1021/acscatal.1c01734. 

92. Ge, A., Videla, P.E., Lee, G.L., Rudshteyn, B., Song, J., Kubiak, C.P., Batista, V.S., and Lian, T. (2017). 
Interfacial Structure and Electric Field Probed by in Situ Electrochemical Vibrational Stark Effect 
Spectroscopy and Computational Modeling. J. Phys. Chem. C 121, 18674–18682. 
https://doi.org/10.1021/acs.jpcc.7b05563. 

93. Wu, J. (2022). Understanding the Electric Double-Layer Structure, Capacitance, and Charging 
Dynamics. Chem. Rev. 122, 10821–10859. https://doi.org/10.1021/acs.chemrev.2c00097. 

94. Haynes, W.M. ed. (2014). CRC Handbook of Chemistry and Physics, 95th ed. (CRC Press) 
https://doi.org/10.1201/b17118. 

95. Turkulets, Y., and Shalish, I. (2021). Surface properties of semiconductors from post-illumination 
photovoltage transient. Surf. Interfaces 24, 101052. 
https://doi.org/10.1016/j.surfin.2021.101052. 

96. Sandberg, O.J., Tvingstedt, K., Meredith, P., and Armin, A. (2019). Theoretical Perspective on 
Transient Photovoltage and Charge Extraction Techniques. J. Phys. Chem. C 123, 14261–14271. 
https://doi.org/10.1021/acs.jpcc.9b03133. 

97. Boerigter, C., Aslam, U., and Linic, S. (2016). Mechanism of Charge Transfer from Plasmonic 
Nanostructures to Chemically Attached Materials. ACS Nano 10, 6108–6115. 
https://doi.org/10.1021/acsnano.6b01846. 

98. Kumal, R.R., Karam, T.E., and Haber, L.H. (2015). Determination of the Surface Charge Density of 
Colloidal Gold Nanoparticles Using Second Harmonic Generation. J. Phys. Chem. C 119, 16200–
16207. https://doi.org/10.1021/acs.jpcc.5b00568. 

99. Zhou, L., Liu, D., Wang, J., and Wang, Z.L. (2020). Triboelectric nanogenerators: Fundamental 
physics and potential applications. Friction 8, 481–506. https://doi.org/10.1007/s40544-020-
0390-3. 

100. Sadeqi-Moqadam, M., and Glaum, J. (2024). Characterizing piezoelectric materials under 
mechanical stress in liquid media: An electrokinetic approach. Colloids Surf. A: Physicochem. 
Eng. Asp. 688, 133569. https://doi.org/10.1016/j.colsurfa.2024.133569. 

101. Starr, M.B., Shi, J., and Wang, X. (2012). Piezopotential‐Driven Redox Reactions at the Surface of 
Piezoelectric Materials. Angew. Chem. Int. Ed. 51, 5962–5966. 
https://doi.org/10.1002/anie.201201424. 

102. Schroder, D.K. (2001). Surface voltage and surface photovoltage: history, theory and 
applications. Meas. Sci. Technol. 12, R16–R31. https://doi.org/10.1088/0957-0233/12/3/202. 

103. Dittrich, T., and Fengler, S. (2020). Surface Photovoltage Analysis of Photoactive Materials 
(World Scientific (Europe)) https://doi.org/10.1142/q0227. 

104. Nong, H.N., Falling, L.J., Bergmann, A., Klingenhof, M., Tran, H.P., Spöri, C., Mom, R., Timoshenko, 
J., Zichittella, G., Knop-Gericke, A., et al. (2020). Key role of chemistry versus bias in 
electrocatalytic oxygen evolution. Nature 587, 408–413. https://doi.org/10.1038/s41586-020-
2908-2. 

105. Lim, C.Y.J., Yilmaz, M., Arce-Ramos, J.M., Handoko, A.D., Teh, W.J., Zheng, Y., Khoo, Z.H.J., Lin, 
M., Isaacs, M., Tam, T.L.D., et al. (2023). Surface charge as activity descriptors for 
electrochemical CO2 reduction to multi-carbon products on organic-functionalised Cu. Nat. 
Commun. 14, 335. https://doi.org/10.1038/s41467-023-35912-7. 

106. Chen, S., Dong, H., and Yang, J. (2020). Surface Potential/Charge Sensing Techniques and 
Applications. Sensors 20, 1690. https://doi.org/10.3390/s20061690. 

107. Hartkamp, R., Biance, A.-L., Fu, L., Dufrêche, J.-F., Bonhomme, O., and Joly, L. (2018). Measuring 
surface charge: Why experimental characterization and molecular modeling should be coupled. 
Curr. Opin. Colloid Interface Sci. 37, 101–114. https://doi.org/10.1016/j.cocis.2018.08.001. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


57 
 

108. Brown, R.C. (1997). Tutorial review: Simultaneous measurement of particle size and particle 
charge. Journal of Aerosol Science 28, 1373–1391. https://doi.org/10.1016/S0021-
8502(97)00034-7. 

109. Shan, X., Huang, X., Foley, K.J., Zhang, P., Chen, K., Wang, S., and Tao, N. (2010). Measuring 
Surface Charge Density and Particle Height Using Surface Plasmon Resonance Technique. Anal. 
Chem. 82, 234–240. https://doi.org/10.1021/ac901816z. 

110. Collins, L., Kilpatrick, J.I., Kalinin, S.V., and Rodriguez, B.J. (2018). Towards nanoscale electrical 
measurements in liquid by advanced KPFM techniques: a review. Rep. Prog. Phys. 81, 086101. 
https://doi.org/10.1088/1361-6633/aab560. 

111. Bonagiri, L.K.S., Panse, K.S., Zhou, S., Wu, H., Aluru, N.R., and Zhang, Y. (2022). Real-Space Charge 
Density Profiling of Electrode–Electrolyte Interfaces with Angstrom Depth Resolution. ACS Nano 
16, 19594–19604. https://doi.org/10.1021/acsnano.2c10819. 

112. Ibl, N. (1980). Some theoretical aspects of pulse electrolysis. Surf. Technol. 10, 81–104. 
https://doi.org/10.1016/0376-4583(80)90056-4. 

113. Viswanathan, K., Cheh, H.Y., and Standart, G.L. (1980). Electrolysis by intermittent potential. J. 
Appl. Electrochem. 10, 37–41. https://doi.org/10.1007/BF00937335. 

114. Wang, Z., Liu, Y., Liu, S., Cao, Y., Qiu, S., and Deng, F. (2023). A Bibliometric Analysis on Pulsed 
Electrolysis: Electronic Effect, Double Layer Effect, and Mass Transport. Catalysts 13, 1410. 
https://doi.org/10.3390/catal13111410. 

115. Wang, Y., Ge, H., Luo, Y., Zhu, X., Wang, L., and Yan, D. (2024). Pulsed electrocatalysis: A 
dynamical route for tailoring electrocatalytic properties from fundamentals to applications. 
Chem. Eng. J. 502, 157783. https://doi.org/10.1016/j.cej.2024.157783. 

116. Chen, W., He, Y., Zou, Y., and Wang, S. (2024). Pulsed electrochemistry: A pathway to enhanced 
electrocatalysis and sustainable electrosynthesis. NSO 3, 20240047. 
https://doi.org/10.1360/nso/20240047. 

117. Masaud, Z., Liu, G., Roseng, L.E., and Wang, K. (2023). Progress on pulsed electrocatalysis for 
sustainable energy and environmental applications. Chem. Eng. J. 475, 145882. 
https://doi.org/10.1016/j.cej.2023.145882. 

118. Butler, J.A.V., and Armstrong, G. (1993) The kinetics of electrode processes. Part II.―Reversible 
reduction and oxidation processes. Proc. R. Soc. Lond. A 139, 406–416. 
https://doi.org/10.1098/rspa.1933.0026. 

119. Ding, Y., Zhou, W., Li, J., Wang, J., Xie, L., Meng, X., Gao, J., Sun, F., Zhao, G., and Qin, Y. (2023). 
Revealing the In Situ Dynamic Regulation of the Interfacial Microenvironment Induced by Pulsed 
Electrocatalysis in the Oxygen Reduction Reaction. ACS Energy Lett. 8, 3122–3130. 
https://doi.org/10.1021/acsenergylett.3c00758. 

120. Stern, O. (1924). Zur Theorie Der Elektrolytischen Doppelschicht. Zeitschrift für Elektrochemie 
und angewandte physikalische Chemie 30, 508–516. https://doi.org/10.1002/bbpc.192400182. 

121. Bikerman, J.J. (1942). XXXIX. Structure and capacity of electrical double layer. The London, 
Edinburgh, and Dublin Philosophical Magazine and Journal of Science 33, 384–397. 
https://doi.org/10.1080/14786444208520813. 

122. Noël, T., Cao, Y., and Laudadio, G. (2019). The Fundamentals Behind the Use of Flow Reactors in 
Electrochemistry. Acc. Chem. Res. 52, 2858–2869. 
https://doi.org/10.1021/acs.accounts.9b00412. 

123. Puippe, J.Cl., and Ibl, N. (1980). Influence of charge and discharge of electric double layer in pulse 
plating. J. Appl. Electrochem. 10, 775–784. https://doi.org/10.1007/BF00611281. 

124. Kim, C., Weng, L.-C., and Bell, A.T. (2020). Impact of Pulsed Electrochemical Reduction of CO2 on 
the Formation of C2+ Products over Cu. ACS Catal. 10, 12403–12413. 
https://doi.org/10.1021/acscatal.0c02915. 

125. Vincent, I., Choi, B., Nakoji, M., Ishizuka, M., Tsutsumi, K., and Tsutsumi, A. (2018). Pulsed current 
water splitting electrochemical cycle for hydrogen production. Int. J. Hydrog. Energy 43, 10240–
10248. https://doi.org/10.1016/j.ijhydene.2018.04.087. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


58 
 

126. Ding, Y., Zhou, W., Xie, L., Chen, S., Gao, J., Sun, F., Zhao, G., and Qin, Y. (2021). Pulsed 
electrocatalysis enables an efficient 2-electron oxygen reduction reaction for H2O2 production. 
J. Mater. Chem. A 9, 15948–15954. https://doi.org/10.1039/D1TA03864H. 

127. Demir, N., Kaya, M.F., and Albawabiji, M.S. (2018). Effect of pulse potential on alkaline water 
electrolysis performance. Int. J. Hydrog. Energy 43, 17013–17020. 
https://doi.org/10.1016/j.ijhydene.2018.07.105. 

128. Lee, V.-J. (1966). Heterogeneous Catalysis: Effect of an Alternating Electric Field. Science 152, 
514–514. https://doi.org/10.1126/science.152.3721.514. 

129. Wei, Y.W. (1970). Electrodynamic field effects in heterogeneous catalysis: Ammonia synthesis. 
Diss. University of Missouri - Columbia, 1970. 
https://mospace.umsystem.edu/xmlui/bitstream/handle/10355/96023/Wei1970.pdf?sequenc
e=1 

130. Williams, R. (1975). Hydrogenation of ethylene over zinc oxide effect of an electrodynamic field. 
J. Catal. 38, 147–152. https://doi.org/10.1016/0021-9517(75)90072-X. 

131. Lim, C.W., Hülsey, M.J., and Yan, N. (2021). Non-Faradaic Promotion of Ethylene Hydrogenation 
under Oscillating Potentials. JACS Au 1, 536–542. https://doi.org/10.1021/jacsau.1c00044. 

132. Scanlon, M.D., Peljo, P., Méndez, M.A., Smirnov, E., and Girault, H.H. (2015). Charging and 
discharging at the nanoscale: Fermi level equilibration of metallic nanoparticles. Chem. Sci. 6, 
2705–2720. https://doi.org/10.1039/C5SC00461F. 

133. Azimzadeh Sani, M., Pavlopoulos, N.G., Pezzotti, S., Serva, A., Cignoni, P., Linnemann, J., Salanne, 
M., Gaigeot, M., and Tschulik, K. (2022). Unexpectedly High Capacitance of the Metal 
Nanoparticle/Water Interface: Molecular‐Level Insights into the Electrical Double Layer. Angew. 
Chem. Int. Ed. 61, e202112679. https://doi.org/10.1002/anie.202112679. 

134. Stete, F., Koopman, W., and Bargheer, M. (2023). In situ Observation of Nanoparticle 
Photocharging: Gold Nanorods as Photochemical Capacitors. Preprint, 
https://doi.org/10.26434/chemrxiv-2023-v4824. 

135. Zapata Herrera, M., Aizpurua, J., Kazansky, A.K., and Borisov, A.G. (2016). Plasmon Response and 
Electron Dynamics in Charged Metallic Nanoparticles. Langmuir 32, 2829–2840. 
https://doi.org/10.1021/acs.langmuir.6b00112. 

136. Kim, Y., Dumett Torres, D., and Jain, P.K. (2016). Activation Energies of Plasmonic Catalysts. Nano 
Lett. 16, 3399–3407. https://doi.org/10.1021/acs.nanolett.6b01373. 

137. Yu, S., and Jain, P.K. (2020). The Chemical Potential of Plasmonic Excitations. Angew. Chem. Int. 
Ed. 59, 2085–2088. https://doi.org/10.1002/anie.201914118. 

138. Kamat, P.V. (2012). Manipulation of Charge Transfer Across Semiconductor Interface. A Criterion 
That Cannot Be Ignored in Photocatalyst Design. J. Phys. Chem. Lett. 3, 663–672. 
https://doi.org/10.1021/jz201629p. 

139. Jakob, M., Levanon, H., and Kamat, P.V. (2003). Charge Distribution between UV-Irradiated TiO2 
and Gold Nanoparticles: Determination of Shift in the Fermi Level. Nano Lett. 3, 353–358. 
https://doi.org/10.1021/nl0340071. 

140. Subramanian, V., Wolf, E.E., and Kamat, P.V. (2004). Catalysis with TiO2 /Gold Nanocomposites. 
Effect of Metal Particle Size on the Fermi Level Equilibration. J. Am. Chem. Soc. 126, 4943–4950. 
https://doi.org/10.1021/ja0315199. 

141. Stefancu, A., Lee, S., Zhu, L., Liu, M., Lucacel, R.C., Cortés, E., and Leopold, N. (2021). Fermi Level 
Equilibration at the Metal–Molecule Interface in Plasmonic Systems. Nano Lett. 21, 6592–6599. 
https://doi.org/10.1021/acs.nanolett.1c02003. 

142. Wilson, A.J., and Jain, P.K. (2020). Light-Induced Voltages in Catalysis by Plasmonic 
Nanostructures. Acc. Chem. Res. 53, 1773–1781. 
https://doi.org/10.1021/acs.accounts.0c00378. 

143. Bianco, E., Sordello, F., Prozzi, M., Pellegrino, F., and Maurino, V. (2024). Role of the Controlled 
Periodic Illumination (CPI) for Enhancing the Photonic Efficiency of a Photocatalytic System. 
ChemCatChem 16, e202400474. https://doi.org/10.1002/cctc.202400474. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


59 
 

144. Kiani, F., Bowman, A.R., Sabzehparvar, M., Karaman, C.O., Sundararaman, R., and Tagliabue, G. 
(2023). Transport and Interfacial Injection of d-Band Hot Holes Control Plasmonic Chemistry. ACS 
Energy Lett. 8, 4242–4250. https://doi.org/10.1021/acsenergylett.3c01505. 

145. Yu, S., Wilson, A.J., Heo, J., and Jain, P.K. (2018). Plasmonic Control of Multi-Electron Transfer 
and C-C Coupling in Visible-Light-Driven CO2 Reduction on Au Nanoparticles. Nano Lett. 18, 
2189–2194. https://doi.org/10.1021/acs.nanolett.7b05410. 

146. Yu, S., and Jain, P.K. (2019). Plasmonic photosynthesis of C1 –C3 hydrocarbons from carbon 
dioxide assisted by an ionic liquid. Nat. Commun. 10, 1–7. https://doi.org/10.1038/s41467-019-
10084-5. 

147. Sczechowski, J.G., Koval, C.A., and Noble, R.D. (1993). Evidence of critical illumination and dark 
recovery times for increasing the photoefficiency of aqueous heterogeneous photocatalysis. J. 
Photochem. Photobiol. A: Chem. 74, 273–278. https://doi.org/10.1016/1010-6030(93)80126-T. 

148. Foster, N.S., Koval, C.A., Sczechowski, J.G., and Noble, R.D. (1996). Investigation of controlled 
periodic illumination effects on photo-oxidation processes at titanium dioxide films using 
rotating ring disk photoelectrochemistry. J. Electroanal. Chem. 406, 213–217. 
https://doi.org/10.1016/0022-0728(95)04429-9. 

149. Buechler, K.J., Nam, C.H., Zawistowski, T.M., Noble, R.D., and Koval, C.A. (1999). Design and 
Evaluation of a Novel-Controlled Periodic Illumination Reactor To Study Photocatalysis. Ind. Eng. 
Chem. Res. 38, 1258–1263. https://doi.org/10.1021/ie9806139. 

150. Cornu, C.J.G., Colussi, A.J., and Hoffmann, M.R. (2001). Quantum Yields of the Photocatalytic 
Oxidation of Formate in Aqueous TiO2 Suspensions under Continuous and Periodic Illumination. 
J. Phys. Chem. B 105, 1351–1354. https://doi.org/10.1021/jp003204a. 

151. Chen, H.-W., Ku, Y., and Irawan, A. (2007). Photodecomposition of o-cresol by UV-LED/TiO2 
process with controlled periodic illumination. Chemosphere 69, 184–190. 
https://doi.org/10.1016/j.chemosphere.2007.04.051. 

152. Prozzi, M., Sordello, F., Barletta, S., Zangirolami, M., Pellegrino, F., Bianco Prevot, A., and 
Maurino, V. (2020). Assessing a Photocatalytic Activity Index for TiO2 Colloids by Controlled 
Periodic Illumination. ACS Catal. 10, 9612–9623. https://doi.org/10.1021/acscatal.0c02518. 

153. Sordello, F., Prozzi, M., Hodoroaba, V.-D., Radnik, J., and Pellegrino, F. (2024). Increasing the HER 
efficiency of photodeposited metal nanoparticles over TiO2 using controlled periodic 
illumination. J. Catal. 429, 115215. https://doi.org/10.1016/j.jcat.2023.115215. 

154. Bianco, E., Sordello, F., Pellegrino, F., and Maurino, V. (2024). Enhancing the HER rate over Pt–
TiO2 nanoparticles under controlled periodic illumination: role of light modulation. Catal. Sci. 
Technol. 14, 7205–7211. https://doi.org/10.1039/D4CY00775A. 

155. Zhang, L., Miao, J., Li, J., and Li, Q. (2020). Halide Perovskite Materials for Energy Storage 
Applications. Adv. Funct. Mater. 30, 2003653. https://doi.org/10.1002/adfm.202003653. 

156. Zhu, L., Ran, R., Tadé, M., Wang, W., and Shao, Z. (2016). Perovskite materials in energy storage 
and conversion. Asia-Pac. J. Chem. Eng. 11, 338–369. https://doi.org/10.1002/apj.2000. 

157. Song, C., Wang, Z., Yin, Z., Xiao, D., and Ma, D. (2022). Principles and applications of 
photothermal catalysis. Chem Catal. 2, 52–83. https://doi.org/10.1016/j.checat.2021.10.005. 

158. Barraza Alvarez, I., Le, T., Hosseini, H., Samira, S., Beck, A., Marlowe, J., Montemore, M.M., 
Wang, B., and Christopher, P. (2024). Bond Selective Photochemistry at Metal Nanoparticle 
Surfaces: CO Desorption from Pt and Pd. J. Am. Chem. Soc. 146, 12431–12443. 
https://doi.org/10.1021/jacs.3c13874. 

159. Zhang, J., Tian, B., Wang, L., Xing, M., and Lei, J. (2018). Photocatalysis: Fundamentals, Materials 
and Applications (Springer Singapore) https://doi.org/10.1007/978-981-13-2113-9. 

160. Gaya, U.I. (2014). Heterogeneous Photocatalysis Using Inorganic Semiconductor Solids (Springer 
Netherlands) https://doi.org/10.1007/978-94-007-7775-0. 

161. Seidel, M., Pilat, J., Lang, L., Phillips, C.R., and Keller, U. (2023). Ultrafast Yb:YAG laser oscillator 
with gigahertz repetition rate. Opt. Express 31, 34313–34324. 
https://doi.org/10.1364/OE.503697. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


60 
 

162. Kale, M.J., Avanesian, T., Xin, H., Yan, J., and Christopher, P. (2014). Controlling Catalytic 
Selectivity on Metal Nanoparticles by Direct Photoexcitation of Adsorbate–Metal Bonds. Nano 
Lett. 14, 5405–5412. https://doi.org/10.1021/nl502571b. 

163. Schirato, A., Sanders, S.K., Proietti Zaccaria, R., Nordlander, P., Della Valle, G., and Alabastri, A. 
(2024). Quantifying Ultrafast Energy Transfer from Plasmonic Hot Carriers for Pulsed 
Photocatalysis on Nanostructures. ACS Nano 18, 18933–18947. 
https://doi.org/10.1021/acsnano.4c01802. 

164. Wong, S.S., Hülsey, M.J., An, H., and Yan, N. (2022). Quantum yield enhancement in the 
photocatalytic HCOOH decomposition to H 2 under periodic illumination. Catal. Sci. Technol. 12, 
5217–5228. https://doi.org/10.1039/D2CY00935H. 

165. Wang, W.-Y., and Ku, Y. (2006). Photocatalytic degradation of Reactive Red 22 in aqueous 
solution by UV-LED radiation. Water Res. 40, 2249–2258. 
https://doi.org/10.1016/j.watres.2006.04.041. 

166. Nicholls, T.P., Robertson, J.C., Gardiner, M.G., and Bissember, A.C. (2018). Identifying the 
potential of pulsed LED irradiation in synthesis: copper-photocatalysed C–F functionalisation. 
Chem. Commun. 54, 4589–4592. https://doi.org/10.1039/C8CC02244E. 

167. Burt, L.K., Robertson, J.C., Breadmore, M.C., Connell, T.U., and Bissember, A.C. (2024). 
Investigating the Effects of Pulsed LED Irradiation in Photoredox Catalysis: A Pilot Study. 
Organometallics 43, 3226–3235. https://doi.org/10.1021/acs.organomet.4c00232. 

168. Hisatomi, T., Takanabe, K., and Domen, K. (2015). Photocatalytic Water-Splitting Reaction from 
Catalytic and Kinetic Perspectives. Catal. Lett. 145, 95–108. https://doi.org/10.1007/s10562-
014-1397-z. 

169. Kalz, K.F., Kraehnert, R., Dvoyashkin, M., Dittmeyer, R., Gläser, R., Krewer, U., Reuter, K., and 
Grunwaldt, J.-D. (2017). Future Challenges in Heterogeneous Catalysis: Understanding Catalysts 
under Dynamic Reaction Conditions. ChemCatChem 9, 17–29. 
https://doi.org/10.1002/cctc.201600996. 

170. Nguyen, V.H., and Wu, J.C.S. (2018). Recent developments in the design of photoreactors for 
solar energy conversion from water splitting and CO2 reduction. Appl. Catal. A: Gen. 550, 122–
141. https://doi.org/10.1016/j.apcata.2017.11.002. 

171. Liou, P.Y., Chen, S.C., Wu, J.C.S., Liu, D., MacKintosh, S., Maroto-Valer, M., and Linforth, R. (2011). 
Photocatalytic CO2 reduction using an internally illuminated monolith photoreactor. EES 4, 
1487–1494. https://doi.org/10.1039/c0ee00609b. 

172. Schäppi, R., Rutz, D., Dähler, F., Muroyama, A., Haueter, P., Lilliestam, J., Patt, A., Furler, P., and 
Steinfeld, A. (2022). Drop-in Fuels from Sunlight and Air. Nature 601, 63–68. 
https://doi.org/10.1038/s41586-021-04174-y. 

173. Wang, C., Pagel, R., Dohrmann, J.K., and Bahnemann, D.W. (2005). Antenna mechanism and 
deaggregation concept: novel mechanistic principles for photocatalysis. C. R. Chim. 9, 761–773. 
https://doi.org/10.1016/j.crci.2005.02.053. 

174. Bloh, J.Z. (2019). A Holistic Approach to Model the Kinetics of Photocatalytic Reactions. Front. 
Chem. 7, 128. https://doi.org/10.3389/fchem.2019.00128. 

175. Deng, Q., Xu, P., Gomaa, H., Shenashen, M.A., El-Safty, S.A., An, C., Shao, L.-H., and Hu, N. (2024). 
Strain engineering in electrocatalysis: Strategies, characterization, and insights. Nano Res. 17, 
3603–3621. https://doi.org/10.1007/s12274-023-6392-5. 

176. Yan, K., Maark, T.A., Khorshidi, A., Sethuraman, V.A., Peterson, A.A., and Guduru, P.R. (2016). 
The Influence of Elastic Strain on Catalytic Activity in the Hydrogen Evolution Reaction. Angew. 
Chem. Int. Ed. 55, 6175–6181. https://doi.org/10.1002/anie.201508613. 

177. Sneed, B.T., Young, A.P., and Tsung, C.-K. (2015). Building up strain in colloidal metal 
nanoparticle catalysts. Nanoscale 7, 12248–12265. https://doi.org/10.1039/c5nr02529j. 

178. Hammer, B., Nørskov, J.K. (2000). Theoretical surface science and catalysis—calculations and 
concepts. Adv. Catal. 45, 71–129. https://doi.org/10.1016/s0360-0564(02)45013-4. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


61 
 

179. Gathmann, S.R., Ardagh, M.A., and Dauenhauer, P.J. (2022). Catalytic resonance theory: 
Negative dynamic surfaces for programmable catalysts. Chem Catal. 2, 140–163. 
https://doi.org/10.1016/j.checat.2021.12.006. 

180. Bligaard, T., and Nørskov, J.K. (2007). Ligand effects in heterogeneous catalysis and 
electrochemistry. Electrochim. Acta 52, 5512–5516. 
https://doi.org/10.1016/j.electacta.2007.02.041. 

181. Xu, Z., Ji, Y., Liu, C., He, L., Zhao, H., Yuan, Y., Qian, Y., Cui, J., Xiao, A., Wang, W., et al. (2024). A 
polymer-like ultrahigh-strength metal alloy. Nature 633, 575–581. 
https://doi.org/10.1038/s41586-024-07900-4. 

182. Mattern, M., Von Reppert, A., Zeuschner, S.P., Herzog, M., Pudell, J.-E., and Bargheer, M. (2023). 
Concepts and use cases for picosecond ultrasonics with x-rays. Photoacoustics 31, 100503. 
https://doi.org/10.1016/j.pacs.2023.100503. 

183. Benson, E.E., Ha, M.-A., Gregg, Brian.A., Van De Lagemaat, J., Neale, N.R., and Svedruzic, D. 
(2019). Dynamic Tuning of a Thin Film Electrocatalyst by Tensile Strain. Sci Rep 9, 15906. 
https://doi.org/10.1038/s41598-019-52245-y. 

184. Inoue, Y., Matsukawa, M., and Sato, K. (1989). Effect of surface acoustic wave generated on 
ferroelectric support upon catalysis. J. Am. Chem. Soc. 111, 8965–8966. 
https://doi.org/10.1021/ja00206a055. 

185. Irzhak, D., Pundikov, K., and Roshchupkin, D. (2024). Measuring of the surface acoustic wave 
amplitude in the X-112° Y-cut of a LiTaO3 crystal using X-ray diffraction at the laboratory X-ray 
source. Mater. Lett. 374, 137191. https://doi.org/10.1016/j.matlet.2024.137191. 

186. Hellemann, J., Müller, F., Msall, M., Santos, P.V., and Ludwig, S. (2022). Determining Amplitudes 
of Standing Surface Acoustic Waves via Atomic Force Microscopy. Phys. Rev. Applied 17. 
https://doi.org/10.1103/physrevapplied.17.044024. 

187. Schmidt, D., Bauer, R., Chung, S., Novikov, D., Sander, M., Pudell, J.-E., Herzog, M., 
Pfuetzenreuter, D., Schwarzkopf, J., Chernikov, R., et al. (2021). A new concept for temporal 
gating of synchrotron X-ray pulses. J. Synchrotron Radiat. 28, 375–382. 
https://doi.org/10.1107/s1600577521000151. 

188. Sander, M., Herzog, M., Pudell, J.E., Bargheer, M., Weinkauf, N., Pedersen, M., Newby, G., 
Sellmann, J., Schwarzkopf, J., Besse, V., et al. (2017). Spatiotemporal Coherent Control of 
Thermal Excitations in Solids. Phys. Rev. Lett. 119. 
https://doi.org/10.1103/physrevlett.119.075901. 

189. Von Boehn, B., Foerster, M., Von Boehn, M., Prat, J., Macià, F., Casals, B., Khaliq, M.W., 
Hernández‐Mínguez, A., Aballe, L., and Imbihl, R. (2020). On the Promotion of Catalytic Reactions 
by Surface Acoustic Waves. Angew. Chem. Int. Ed. 59, 20224–20229. 
https://doi.org/10.1002/anie.202005883. 

190. Kelling, S., Saito, N., Inoue, Y., and King, D.A. (1999). Surface morphological changes induced in 
catalysts by acoustic waves. Appl. Surf. Sci. 150, 47–57. https://doi.org/10.1016/s0169-
4332(99)00222-6. 

191. Saito, N., Nishiyama, H., Sato, K., and Inoue, Y. (1998). Artificial control of selectivity for ethanol 
decomposition on a Ag catalyst by thickness-extensional mode resonance oscillation of z-cut 
LiNbO3. Chem. Phys. Lett. 297, 72–76. https://doi.org/10.1016/s0009-2614(98)01095-1. 

192. Nishiyama, H., Saito, N., Shima, M., Watanabe And, Y., and Inoue, Y. (1997). Effects of acoustic 
waves on activation of thin film Pd and Ni catalysts for ethanol and CO oxidation. Faraday Disc. 
107, 425–434. https://doi.org/10.1039/a703302h. 

193. Saito, N., Ohkawara, Y., Watanabe, Y., and Inoue, Y. (1997). Anomalous enhancement of catalytic 
activity over a Pd thin film by the effects of resonance oscillation generated on a ferroelectric 
substrate. Appl. Surf. Sci. 121–122, 343–346. https://doi.org/10.1016/s0169-4332(97)00323-1. 

194. Inoue, Y., Matsukawa, M., and Kawaguchi, H. (1992). Catalytic activity of Pd activated by a shear 
horizontal leaky surface acoustic wave generated on LiTaO3. Faraday Trans. 88, 2923. 
https://doi.org/10.1039/ft9928802923. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


62 
 

195. Ruello, P., and Gusev, V.E. (2015). Physical mechanisms of coherent acoustic phonons generation 
by ultrafast laser action. Ultrasonics 56, 21–35. https://doi.org/10.1016/j.ultras.2014.06.004. 

196. Pudell, J., Von Reppert, A., Schick, D., Zamponi, F., Rössle, M., Herzog, M., Zabel, H., and 
Bargheer, M. (2019). Ultrafast negative thermal expansion driven by spin disorder. Phys. Rev. B 
99. https://doi.org/10.1103/physrevb.99.094304. 

197. Von Reppert, A., Willig, L., Pudell, J.-E., Rössle, M., Leitenberger, W., Herzog, M., Ganss, F., 
Hellwig, O., and Bargheer, M. (2018). Ultrafast laser generated strain in granular and continuous 
FePt thin films. Appl. Phys. Lett. 113. https://doi.org/10.1063/1.5050234. 

198. Deschamps, J., Kai, Y., Lem, J., Chaban, I., Lomonosov, A., Anane, A., Kooi, S.E., Nelson, K.A., and 
Pezeril, T. (2023). Additive laser excitation of giant nonlinear surface acoustic wave pulses. Phys. 
Rev. Applied 20, 044044. https://doi.org/10.1103/PhysRevApplied.20.044044. 

199. Taylor, A.B., Siddiquee, A.M., and Chon, J.W.M. (2014). Below Melting Point Photothermal 
Reshaping of Single Gold Nanorods Driven by Surface Diffusion. ACS Nano 8, 12071–12079. 
https://doi.org/10.1021/nn5055283. 

200. Albrecht, W., Deng, T.-S., Goris, B., Van Huis, M.A., Bals, S., and Van Blaaderen, A. (2016). Single 
Particle Deformation and Analysis of Silica-Coated Gold Nanorods before and after Femtosecond 
Laser Pulse Excitation. Nano Lett. 16, 1818–1825. 
https://doi.org/10.1021/acs.nanolett.5b04851. 

201. González-Rubio, G., and Albrecht, W. (2022). Engineering of plasmonic gold nanocrystals 
through pulsed laser irradiation. Appl. Phys. Lett. 121. https://doi.org/10.1063/5.0122888. 

202. Albrecht, W., Arslan Irmak, E., Altantzis, T., Pedrazo‐Tardajos, A., Skorikov, A., Deng, T., Van Der 
Hoeven, J.E.S., Van Blaaderen, A., Van Aert, S., and Bals, S. (2021). 3D Atomic‐Scale Dynamics of 
Laser‐Light‐Induced Restructuring of Nanoparticles Unraveled by Electron Tomography. Adv. 
Mater. 33. https://doi.org/10.1002/adma.202100972. 

203. Link, S., Burda, C., Nikoobakht, B., and El-Sayed, M.A. (1999). How long does it take to melt a 
gold nanorod? Chem. Phys. Lett. 315, 12–18. https://doi.org/10.1016/s0009-2614(99)01214-2. 

204. Hild, F., and Roux, S. (2006). Digital Image Correlation: from Displacement Measurement to 
Identification of Elastic Properties – a Review. Strain 42, 69–80. https://doi.org/10.1111/j.1475-
1305.2006.00258.x. 

205. Zhou, T., Reinhardt, A., Bousquet, M., Eymery, J., Leake, S., Holt, M.V., Evans, P.G., and Schülli, 
T. (2025). High-resolution high-throughput spatiotemporal strain imaging reveals loss 
mechanisms in a surface acoustic wave device. Nat. Commun. 16. 
https://doi.org/10.1038/s41467-025-57814-6. 

206. Stroppa, D.G., Meffert, M., Hoermann, C., Zambon, P., Bachevskaya, D., Remigy, H., Schulze-
Briese, C., and Piazza, L. (2023). From STEM to 4D STEM: Ultrafast Diffraction Mapping with a 
Hybrid-Pixel Detector. Microscopy Today 31, 10–14. https://doi.org/10.1093/mictod/qaad005. 

207. Chorkendorff, I., and Niemantsverdriet, J.W.H. (2013). Concepts of Modern Catalysis and 
Kinetics (Wiley‐VCH Verlag) https://doi.org/10.1002/3527602658. 

208. Bailey, J.E. (1974). Periodic Operation of Chemical Reactors: a Review. Chem. Eng. Commun. 1, 
111–124. https://doi.org/10.1080/00986447408960421. 

209. Zheng, L., Ambrosetti, M., and Tronconi, E. (2024). Joule-Heated Catalytic Reactors toward 
Decarbonization and Process Intensification: A Review. ACS Eng. Au 4, 4–21. 
https://doi.org/10.1021/acsengineeringau.3c00045. 

210. Yang, H., Nuran Zaini, I., Pan, R., Jin, Y., Wang, Y., Li, L., Caballero, J.J.B., Shi, Z., Subasi, Y., 
Nurdiawati, A., et al. (2024). Distributed electrified heating for efficient hydrogen production. 
Nat. Commun. 15. https://doi.org/10.1038/s41467-024-47534-8. 

211. Wan, J., Tse, M., Husby, H., and Depew, M. (1990). High – Power Pulsed Micro – Wave Catalytic 
Processes: Decomposition of Methane. J. Microw. Power Electromagn. Energy 25, 32–38. 
https://doi.org/10.1080/08327823.1990.11688107. 

212. Yang, Z., Peng, X., Wen, Y., Xing, R., Kong, J., Ji, T., Lu, X., and Zhu, J. (2025). Pulsed microwave 
induced super-heating in graphitic carbon domains drives high-efficiency 5-

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


63 
 

hydroxymethylfurfural synthesis. Chem. Eng. J. 503, 157402. 
https://doi.org/10.1016/j.cej.2024.157402. 

213. Wan, J.K.S., Chen, Y.G., Lee, Y.J., and Depew, M.C. (2000). Highly effective methane conversion 
to aromatic hydrocarbons by means of microwave and rf-induced catalysis. Res. Chem. 
Intermed. 26, 599–619. https://doi.org/10.1163/156856700X00561. 

214. Stolte, J., Özkan, L., Thüne, P.C., Niemantsverdriet, J.W., and Backx, A.C.P.M. (2013). Pulsed 
activation in heterogeneous catalysis. Appl. Therm. Eng. 57, 180–187. 
https://doi.org/10.1016/j.applthermaleng.2012.06.035. 

215. Zhu, Z., Weber, M., Verheijen, M.A., Bol, A.A., Spinu, V., Özkan, L., Backx, A.C.P.M., 
Niemantsverdriet, J.W., and Fredriksson, H.O.A. (2021). Novel microreactor and generic model 
catalyst platform for the study of fast temperature pulsed operation – CO oxidation rate 
enhancement on Pt. Chem. Eng. J. 425, 131559. https://doi.org/10.1016/j.cej.2021.131559. 

216. Dong, Q., Yao, Y., Cheng, S., Alexopoulos, K., Gao, J., Srinivas, S., Wang, Y., Pei, Y., Zheng, C., 
Brozena, A.H., et al. (2022). Programmable heating and quenching for efficient thermochemical 
synthesis. Nature 605, 470–476. https://doi.org/10.1038/s41586-022-04568-6. 

217. Yu, K., Wang, C., Zheng, W., and Vlachos, D.G. (2023). Dynamic Electrification of Dry Reforming 
of Methane with In Situ Catalyst Regeneration. ACS Energy Lett. 8, 1050–1057. 
https://doi.org/10.1021/acsenergylett.2c02666. 

218. Yu, K., Sourav, S., Zheng, W., and Vlachos, D.G. (2024). Dynamic electrification steers the 
selectivity of CO2 hydrogenation. Chem. Eng. J. 481, 148528. 
https://doi.org/10.1016/j.cej.2024.148528. 

219. Vasista, A.B., Ciraulo, B., Schmidt, F., Arroyo, J.O., and Quidant, R. (2024). Non–steady state 
thermometry with optical diffraction tomography. Sci. Adv. 10, eadk5440. 
https://doi.org/10.1126/sciadv.adk5440. 

220. Baldi, A., and Askes, S.H.C. (2023). Pulsed Photothermal Heterogeneous Catalysis. ACS Catal. 13, 
3419–3432. https://doi.org/10.1021/acscatal.2c05435. 

221. O’Neill, D.B., Frehan, S.K., Zhu, K., Zoethout, E., Mul, G., Garnett, E.C., Huijser, A., and Askes, 
S.H.C. (2021). Ultrafast Photoinduced Heat Generation by Plasmonic HfN Nanoparticles. Adv. 
Optical Mater. 9, 2100510. https://doi.org/10.1002/adom.202100510. 

222. Link, S., and El-Sayed, M.A. (1999). Spectral Properties and Relaxation Dynamics of Surface 
Plasmon Electronic Oscillations in Gold and Silver Nanodots and Nanorods. J. Phys. Chem. B 103, 
8410–8426. https://doi.org/10.1021/jp9917648. 

223. Dong, Q., Lele, A.D., Zhao, X., Li, S., Cheng, S., Wang, Y., Cui, M., Guo, M., Brozena, A.H., Lin, Y., 
et al. (2023). Depolymerization of plastics by means of electrified spatiotemporal heating. 
Nature 616, 488–494. https://doi.org/10.1038/s41586-023-05845-8. 

224. Sadle, E.S., and Kostin, M.D. (1984). Increased Production Rate of Ammonia by Pulsed Heating. 
Chem. Eng. Commun. 26, 265–268. https://doi.org/10.1080/00986448408940214. 

225. Zhan, L., Han, Z., Shao, Q., Etheridge, M.L., Hays, T., and Bischof, J.C. (2022). Rapid joule heating 
improves vitrification based cryopreservation. Nat. Commun. 13. 
https://doi.org/10.1038/s41467-022-33546-9. 

226. Eddy, L., Xu, S., Liu, C., Scotland, P., Chen, W., Beckham, J.L., Damasceno, B., Choi, C.H., Silva, K., 
Lathem, A., et al. (2024). Electric Field Effects in Flash Joule Heating Synthesis. J. Am. Chem. Soc. 
146, 16010–16019. https://doi.org/10.1021/jacs.4c02864. 

227. Zhang, C., Zhao, H., Zhou, L., Schlather, A.E., Dong, L., McClain, M.J., Swearer, D.F., Nordlander, 
P., and Halas, N.J. (2016). Al–Pd Nanodisk Heterodimers as Antenna–Reactor Photocatalysts. 
Nano Lett. 16, 6677–6682. https://doi.org/10.1021/acs.nanolett.6b03582. 

228. Askes, S.H.C., and Garnett, E.C. (2021). Ultrafast Thermal Imprinting of Plasmonic Hotspots. Adv. 
Mater. 33, 2105192. https://doi.org/10.1002/adma.202105192. 

229. Ahmadi, T.S., Logunov, S.L., and El-Sayed, M. A. (1996). Picosecond Dynamics of Colloidal Gold 
Nanoparticles. J. Phys. Chem. 100, 8053–8056. https://doi.org/10.1021/jp960484e. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


64 
 

230. Deng, Y., Bai, X., Abdelsayed, V., Shekhawat, D., Muley, P.D., Karpe, S., Mevawala, C., 
Bhattacharyya, D., Robinson, B., Caiola, A., et al. (2021). Microwave-assisted conversion of 
methane over H-(Fe)-ZSM-5: Evidence for formation of hot metal sites. Chem. Eng. J. 420, 
129670. https://doi.org/10.1016/j.cej.2021.129670. 

231. Palma, V., Barba, D., Cortese, M., Martino, M., Renda, S., and Meloni, E. (2020). Microwaves and 
Heterogeneous Catalysis: A Review on Selected Catalytic Processes. Catalysts 10, 246. 
https://doi.org/10.3390/catal10020246. 

232. Chen, X.-D., Wang, E.-H., Shan, L.-K., Feng, C., Zheng, Y., Dong, Y., Guo, G.-C., and Sun, F.-W. 
(2021). Focusing the electromagnetic field to 10−6λ for ultra-high enhancement of field-matter 
interaction. Nat. Commun. 12, 6389. https://doi.org/10.1038/s41467-021-26662-5. 

233. Dong, Q., Hu, S., and Hu, L. (2024). Electrothermal synthesis of commodity chemicals. Nat. Chem 
Eng 1, 680–690. https://doi.org/10.1038/s44286-024-00134-1. 

234. Chavez-Angel, E., Tsipas, P., Xiao, P., Ahmadi, M.T., Daaoub, A.H.S., Sadeghi, H., Sotomayor 
Torres, C.M., Dimoulas, A., and Sachat, A.E. (2023). Engineering Heat Transport Across Epitaxial 
Lattice-Mismatched van der Waals Heterointerfaces. Nano Lett. 23, 6883–6891. 
https://doi.org/10.1021/acs.nanolett.3c01280. 

235. Stolte, J. (2014). Pulsed activation in heterogeneous catalysis. [Phd Thesis 1 (Research TU/e / 
Graduation TU/e), Electrical Engineering]. Technische Universiteit Eindhoven. 
https://doi.org/10.6100/IR774418 

236. Wang, C., Ranasingha, O., Natesakhawat, S., Ohodnicki, P.R., Andio, M., Lewis, J.P., and 
Matranga, C. (2013). Visible light plasmonic heating of Au–ZnO for the catalytic reduction of CO2. 
Nanoscale 5, 6968–6974. https://doi.org/10.1039/c3nr02001k. 

237. Filez, M., De Coster, V., Poelman, H., Briois, V., Beauvois, A., Dendooven, J., Roeffaers, M.B.J., 
Galvita, V., and Detavernier, C. (2025). Selectively monitoring the operando temperature of 
active metal nanoparticles during catalytic reactions by X-ray absorption nanothermometry. Nat. 
Catal 8, 187–195. https://doi.org/10.1038/s41929-025-01295-9. 

238. Jacobs, T.S., Van Swieten, T.P., Vonk, S.J.W., Bosman, I.P., Melcherts, A.E.M., Janssen, B.C., 
Janssens, J.C.L., Monai, M., Meijerink, A., Rabouw, F.T., et al. (2023). Mapping Temperature 
Heterogeneities during Catalytic CO2 Methanation with Operando Luminescence Thermometry. 
ACS Nano 17, 20053–20061. https://doi.org/10.1021/acsnano.3c05622. 

239. Rebrov, E.V., De Croon, M.H.J.M., and Schouten, J.C. (2001). Design of a microstructured reactor 
with integrated heat-exchanger for optimum performance of a highly exothermic reaction. 
Catal. Today 69, 183–192. https://doi.org/10.1016/s0920-5861(01)00368-6. 

240. Rinnemo, M., Kulginov, D., Johansson, S., Wong, K.L., Zhdanov, V.P., and Kasemo, B. (1997). 
Catalytic ignition in the COO2 reaction on platinum: experiment and simulations. Surf. Sci. 376, 
297–309. https://doi.org/10.1016/S0039-6028(96)01572-5. 

241. Vogt, C., and Weckhuysen, B.M. (2022). The concept of active site in heterogeneous catalysis. 
Nat. Rev. Chem. 6, 89–111. https://doi.org/10.1038/s41570-021-00340-y. 

242. Xie, H., Hong, M., Hitz, E.M., Wang, X., Cui, M., Kline, D.J., Zachariah, M.R., and Hu, L. (2020). 
High-Temperature Pulse Method for Nanoparticle Redispersion. J. Am. Chem. Soc. 142, 17364–
17371. https://doi.org/10.1021/jacs.0c04887. 

243. Han, Y.-C., Cao, P.-Y., and Tian, Z.-Q. (2023). Controllable Synthesis of Solid Catalysts by High-
Temperature Pulse. Acc. Mater. Res., accountsmr.3c00080. 
https://doi.org/10.1021/accountsmr.3c00080. 

244. You, H., Li, S., Fan, Y., Guo, X., Lin, Z., Ding, R., Cheng, X., Zhang, H., Lo, T.W.B., Hao, J., et al. 
(2022). Accelerated pyro-catalytic hydrogen production enabled by plasmonic local heating of 
Au on pyroelectric BaTiO3 nanoparticles. Nat. Commun. 13, 6144. 
https://doi.org/10.1038/s41467-022-33818-4. 

245. Li, Y., Liu, X., Wu, T., Zhang, X., Han, H., Liu, X., Chen, Y., Tang, Z., Liu, Z., Zhang, Y., et al. (2024). 
Pulsed laser induced plasma and thermal effects on molybdenum carbide for dry reforming of 
methane. Nat. Commun. 15. https://doi.org/10.1038/s41467-024-49771-3. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


65 
 

246. Yan, B., Li, Y., Cao, W., Zeng, Z., Liu, P., Ke, Z., and Yang, G. (2024). Efficient and Rapid Hydrogen 
Extraction from Ammonia–Water via Laser Under Ambient Conditions without Catalyst. J. Am. 
Chem. Soc. 146, 4864–4871. https://doi.org/10.1021/jacs.3c13459. 

247. Kozlowski, R., Zhao, J., and Dyer, R.B. (2021). Acceleration of catalysis in dihydrofolate reductase 
by transient, site-specific photothermal excitation. Proc. Natl. Acad. Sci. U.S.A. 118, 
e2014592118. https://doi.org/10.1073/pnas.2014592118. 

248. Baffou, G., Berto, P., Bermúdez Ureña, E., Quidant, R., Monneret, S., Polleux, J., and Rigneault, 
H. (2013). Photoinduced heating of nanoparticle arrays. ACS Nano 7, 6478–6488. 
https://doi.org/10.1021/nn401924n. 

249. Hawkins, A.P., Edmeades, A.E., Hutchison, C.D.M., Towrie, M., Howe, R.F., Greetham, G.M., and 
Donaldson, P.M. (2024). Laser induced temperature-jump time resolved IR spectroscopy of 
zeolites. Chem. Sci. 15, 3453–3465. https://doi.org/10.1039/d3sc06128k. 

250. Szalad, H., Peng, Y., Gosch, J.W., Baldi, A., Askes, S.H.C., Albero, J., and García, H. (2025). Solving 
the Conundrum of the Influence of Irradiation Power on Photothermal CO2 Hydrogenation. ACS 
Catal., 3836–3845. https://doi.org/10.1021/acscatal.5c00247. 

251. Weckhuysen, B.M. (2003). Determining the active site in a catalytic process: Operando 
spectroscopy is more than a buzzword. Phys. Chem. Chem. Phys. 5, 4351. 
https://doi.org/10.1039/b309650p. 

252. Chee, S.W., Lunkenbein, T., Schlögl, R., and Roldán Cuenya, B. (2023). Operando Electron 
Microscopy of Catalysts: The Missing Cornerstone in Heterogeneous Catalysis Research? Chem. 
Rev. 123, 13374–13418. https://doi.org/10.1021/acs.chemrev.3c00352. 

253. Jaegers, N.R., Mueller, K.T., Wang, Y., and Hu, J.Z. (2020). Variable Temperature and Pressure 
Operando MAS NMR for Catalysis Science and Related Materials. Acc. Chem. Res. 53, 611–619. 
https://doi.org/10.1021/acs.accounts.9b00557. 

254. Janssen, K.P.F., De Cremer, G., Neely, R.K., Kubarev, A.V., Van Loon, J., Martens, J.A., De Vos, 
D.E., Roeffaers, M.B.J., and Hofkens, J. (2014). Single molecule methods for the study of catalysis: 
from enzymes to heterogeneous catalysts. Chem. Soc. Rev. 43, 990–1006. 
https://doi.org/10.1039/c3cs60245a. 

255. Bañares, M.A., and Daturi, M. (2023). Understanding catalysts by time-/space-resolved 
operando methodologies. Catal. Today 423, 114255. 
https://doi.org/10.1016/j.cattod.2023.114255. 

256. Yu, K., Sourav, S., Zheng, W., and Vlachos, D.G. (2024). Dynamic electrification steers the 
selectivity of CO2 hydrogenation. Chem. Eng. J. 481, 148528. 
https://doi.org/10.1016/j.cej.2024.148528. 

257. Maiuri, M., Garavelli, M., and Cerullo, G. (2020). Ultrafast Spectroscopy: State of the Art and 
Open Challenges. J. Am. Chem. Soc. 142, 3–15. https://doi.org/10.1021/jacs.9b10533. 

258. Tan, T.H., Xie, B., Ng, Y.H., Abdullah, S.F.B., Tang, H.Y.M., Bedford, N., Taylor, R.A., Aguey-Zinsou, 
K.-F., Amal, R., and Scott, J. (2020). Unlocking the potential of the formate pathway in the photo-
assisted Sabatier reaction. Nat. Catal 3, 1034–1043. https://doi.org/10.1038/s41929-020-00544-
3. 

259. Renken, A., and Kiwi-Minsker, L. (2010). Chapter 2 - Microstructured Catalytic Reactors. Adv. 
Catal. 53, 47–122. https://doi.org/10.1016/s0360-0564(10)53002-5. 

260. Trinh, C., Wei, Y., Yadav, A., Muske, M., Grimm, N., Li, Z., Thum, L., Wallacher, D., Schlögl, R., 
Skorupska, K., et al. (2023). Reactor design for thin film catalyst activity characterization. Chem. 
Eng. J. 477, 146926. https://doi.org/10.1016/j.cej.2023.146926. 

261. Tanimu, A., Jaenicke, S., and Alhooshani, K. (2017). Heterogeneous catalysis in continuous flow 
microreactors: A review of methods and applications. Chem. Eng. J. 327, 792–821. 
https://doi.org/10.1016/j.cej.2017.06.161. 

262. Monai, M. (2025). A New Look at Catalyst Surfaces at Work: Introducing Mixed Isotope 
Operando Infrared Spectroscopy (MIOIRS). ACS Catal. 15, 1363–1386. 
https://doi.org/10.1021/acscatal.4c06308. 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/


66 
 

263. Smith, G.D., and Palmer, R.A. (2006). Fast Time‐Resolved Mid‐Infrared Spectroscopy Using an 
Interferometer. In Handbook of Vibrational Spectroscopy (Wiley). 
https://doi.org/10.1002/0470027320.s0217. 

264. Zeininger, J., Raab, M., Suchorski, Y., Buhr, S., Stöger-Pollach, M., Bernardi, J., and Rupprechter, 
G. (2022). Reaction Modes on a Single Catalytic Particle: Nanoscale Imaging and Micro-Kinetic 
Modeling. ACS Catal. 12, 12774–12785. https://doi.org/10.1021/acscatal.2c02901. 

265. Xie, C., Chen, C., Yu, Y., Su, J., Li, Y., Somorjai, G.A., and Yang, P. (2017). Tandem Catalysis for CO2 
Hydrogenation to C2–C4 Hydrocarbons. Nano Lett. 17, 3798–3802. 
https://doi.org/10.1021/acs.nanolett.7b01139. 

266. Kim, M., Bertram, M., Pollmann, M., Oertzen, A.V., Mikhailov, A.S., Rotermund, H.H., and Ertl, G. 
(2001). Controlling Chemical Turbulence by Global Delayed Feedback: Pattern Formation in 
Catalytic CO Oxidation on Pt(110). Science 292, 1357–1360. 
https://doi.org/10.1126/science.1059478. 

267. Żak, A.M. (2022). Light-Induced In Situ Transmission Electron Microscopy─Development, 
Challenges, and Perspectives. Nano Lett. 22, 9219–9226. 
https://doi.org/10.1021/acs.nanolett.2c03669. 

268. Arbouet, A., Caruso, G.M., and Houdellier, F. (2018). Ultrafast Transmission Electron Microscopy: 
Historical Development, Instrumentation, and Applications. Advances in Imaging and Electron 
Physics 207, 1–72. https://doi.org/10.1016/bs.aiep.2018.06.001. 

269. Tek, G., and Hamm, P. (2021). Transient CO desorption from thin Pt films induced by mid-IR 
pumping. J. Chem. Phys. 154, 084706. https://doi.org/10.1063/5.0041216. 

270. Krumm, C., Pfaendtner, J., and Dauenhauer, P.J. (2016). Millisecond Pulsed Films Unify the 
Mechanisms of Cellulose Fragmentation. Chem. Mater. 28, 3108–3114. 
https://doi.org/10.1021/acs.chemmater.6b00580. 

271. Dummer, N.F., Willock, D.J., He, Q., Howard, M.J., Lewis, R.J., Qi, G., Taylor, S.H., Xu, J., Bethell, 
D., Kiely, C.J., et al. (2023). Methane Oxidation to Methanol. Chem. Rev. 123, 6359–6411. 
https://doi.org/10.1021/acs.chemrev.2c00439. 

 

https://doi.org/10.26434/chemrxiv-2025-6czq6 ORCID: https://orcid.org/0000-0001-6945-4391 Content not peer-reviewed by ChemRxiv. License: CC BY-NC-ND 4.0

https://doi.org/10.26434/chemrxiv-2025-6czq6
https://orcid.org/0000-0001-6945-4391
https://creativecommons.org/licenses/by-nc-nd/4.0/

