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★ Chemistry without catalysis would be a sword 

without a handle, a light without brilliance, a bell 

without sound. ★  Alwin Mittasch 

Abstract

In this chapter we will sketch a general background of the research 
described in this thesis. The basics of catalysis are sketched, 
and the goals of our research is placed in a wide context.



INTRODUCTION 
AND OUTLINE
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3 ■ INTRODUCTION AND OUTLINE

1.1. The World Energy Challenge

The societal challenges we are 

confronted with are growing on a global 

scale. Cross-continental food shortages, 

economic recessions, climate change and 

oil depletion are issues that affect us all. 

Over the last years, we saw a significant 

increase in the energy demand and our 

annual energy consumption is projected 

to double in 2050. Furthermore, the do-

minant part of the annual energy con-

sumption relies on fossil fuels (Figure 1.1) 

of which the reserves are slowly dwin-

dling. Regrettably, less than 10 percent 

of the world's total energy production 

is based on renewable energy sources 

such as solar, wind, geothermal and 

hydro-electrical energy.1

The finite size of the fossil reserves is 

highlighted in Figure 1.2. This analysis 

only provides a rough estimate. Global 

energy demand is expected to increase 

significantly because of increasing world 

population and increasing per capita 

energy demand, new oil and gas reserves 

are being discovered and recovery meth-

ods are improved. Nevertheless, Figure 

1.2 serves to make the point that the fossil 

reserves are finite and that conventional 

oil will become more and more scarce in 

the upcoming years. It is therefore un-

realistic to solely rely on the refining and 

Natural 
Gas 23%

Coal 30%

Oil 35%

Nuclear 3%

Hydro 7%

Renewables 2%

Figure 1.1: Pie-chart showing the ratio of the energy source of the global annual energy 

consumption in 2012.1
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catalytic conversion of crude oil to meet 

the soaring energy demand. In the last 

few decades, a significant amount of re-

search and investment has been made to 

reduce the world’s dependence on crude 

oil. One possible solution to address the 

concern for diminishing oil reserves and 

soaring oil price is to utilize other carbon 

sources for energy. In fact, recently 

attempts have been made to explore the 

extraction of energy from unconventional 

sources, such as shale gas and methane 

Oil

Coal

Natural Gas
165

236

574

4.47

2.99

3.73

hydrates. Although these unconventional 

carbon sources provide an alternative to 

the direct utilization of crude oil, many 

technological and environmental chal-

lenges arise from switching from crude 

oil to natural gas or coal. The exploitation 

of fossil fuels results in the release of 

high amounts of carbon dioxide (CO
2
) 

in the atmosphere, resulting in a green-

house effect. Although attempts were 

made to mitigate the accumulation of 

greenhouse gases in the atmosphere by 

carbon capture and sequestration, there is 

a huge imbalance in the carbon cycle, due 

to the continuous burning of fossil fuels 

for energy. Despite that direct usage of 

natural gas is relatively clean, many loca-

tions where natural gas can be exploited 

Figure 1.2: Fossil fuel reserves (darker arrow) and annual consumption (lighter arrow) 

in 2012 for the three major fossil fuels. The values are in billion (109) metric tons of oil 

equivalents.1

1
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are remote from where it can be utilized. 

Transportation is thus needed and the 

low density of natural gas leads to very 

high transportation costs. Coal on the 

other hand is considered as an extremely 

“dirty” source of energy due to the high 

carbon to hydrogen ratio and high sulfur 

content. As such, the usage of coal is very 

detrimental to the environment.

Various alternatives to the non-re-

newable fossil fuels exist, such as nu-

clear fission and fusion, solar power or 

biomass conversion, which all have their 

own drawbacks. Energy extraction from 

nuclear fission is far from feasible at the 

moment, whereas nuclear fission gener-

ates large amounts of highly radioactive 

waste, that has to carefully stored. Solar 

power on the other hand is at the mo-

ment too costly1 and biomass is in addi-

tion to the high transportation costs also 

incompatible with the current infrastruc-

ture. Therefore, with gas and biomass too 

expensive, coal too dirty, nuclear too risky 

and the development of advanced renew-

ables such as nuclear fusion too slow, 

what are our alternatives?

Instead of the direct utilization of 

biomass, coal or natural gas, a feasible 

alternative is the conversion of these car-

bon sources to chemicals more suitable 

for transportation and/or utilization. In 

comparison to crude oil, the conversion 

of these carbon sources is much more 

difficult due to the higher stability of the 

reacting molecules and/or the presence 

of extensive polymeric carbon networks 

containing functional groups with oxy-

gen, sulfur or nitrogen. Hence, catalysts 

play a pivotal role in the conversion of 

these complex molecules to the desired 

products.

1.2. Catalysis

1.2.1 The catalytic process

The use of catalysts is well-known to 

the public. They are for instance be-

ing used in cars for the clean-up of the 

exhaust gases. Nearly 90% of all chem-

ical processes use catalysts and as such 

catalysts have a considerable impact on 

the gross domestic product (GDP) of most 

developed countries. Without catalysts, 

the large-scale production of ammonia 

required for intensive agriculture would 

not be feasible and we would not be able 

to sustain the current global population. 

Even in our bodies, catalysts (typically 

called enzymes) are responsible for al-

most all biological processes. Clearly, cat-

alysts are ubiquitous in life and society.

A catalyst is a compound that acceler-

ates reactions, where chemical bonds are 

being dissociated or formed. Catalysts 
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function by forming bonds with the 

reactants, intermediates and products to 

lower the energy barriers of the dissoci-

ation and association reaction steps (Fig-

ure 1.3). This lowers the overall activation 

energy of a particular chemical reaction 

and implies that the same reaction can be 

carried out at a lower temperature than 

the non-catalyzed reaction. Importantly, a 

catalyst never affects the overall energy of 

a reaction as this would be violation of the 

first law of thermodynamics. Although 

the formal definition2 states that a cata-

lyst is both a reactant as well as a product 

of the same reaction, this could imply 

that a catalyst is never spent. In reality, 

catalysts tend to deactivate via various 

mechanisms and they have to be regene-

rated or removed from the process.

The interaction of a catalyst with the 

reactants in terms of the catalytic activity 

fulfills the Goldilocks’ principle: If the 

bond between catalyst and reactants is 

too weak, the reactant is insufficiently 

activated and there will be little to no 

conversion. If on the other hand the inter-

action is too strong, the product will not 

desorb from the catalyst and the catalyst 

will be poisoned. This requirement for an 

optimal catalyst is known as the Saba-

tier’s principle. 

A successful implementation of a 

Figure 1.3: Cartoon representation of a reaction energy diagram (RED) of the association 

reaction of two arbitrary compounds. The lower line shows the catalyzed pathway and the 

top line shows the un-catalyzed reaction.

En
er

gy

Reaction Coordinate

CATALYTIC
REACTION

NON-CATALYTIC
REACTION
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RPTIO
N

D
ES

O
RP

TI
O

N

1



7 ■ INTRODUCTION AND OUTLINE

catalyst requires understanding of the 

reaction mechanism and its relation to 

the catalyst structure and topology at the 

molecular scale. Catalyst behavior on 

the molecular scale is typically modelled 

using a variety of length scales. Phenom-

enon occurring in one particular length 

scale determine processes in the other 

length scales. To exemplify, in Figure 

1.4, three typical of such length scales 

of a catalytic particle are shown. On the 

left, the catalytic nanoparticle is depicted. 

The chemical environment, the adlayer 

coverage as well as the type of support 

determine the size, shape and stability 

of this nanoparticle. Especially the shape 

of the particle plays an important role, 

as the shape of the particle determines 

the type of crystal facets exposed for the 

chemical reaction. 

For instance, the very stable cubocta-

hedral shape (left image in Figure 1.4) ex-

poses fcc(111) and fcc(100) facets. Neither 

of these facets give rise to a facile CO dis-

sociation. On the other hand, a nanopar-

ticle could be envisioned in which a 

step-edge (middle image in  Figure 1.4) is 

exposed. The number of these step-edge 

sites depends on the particle size and 

shape as suggested by an early treatment 

of Van Hardeveld and coworkers.3,4 He 

coined these step-edge sites as B
5
 sites 

(right image in Figure 1.4). From theore-

tical investigations it is known that these 

sites facilitate a facile CO dissociation. 

This reasoning shows the important role 

of catalyst topology and structure, and 

size-dependency, on the overall reaction.

It is worthwhile to note that this type 

of reasoning goes both ways. In other 

words, the catalytic reaction can alter the 

particle shape and size, as well. If the ca-

talytic nanoparticle contains a sufficient 

amount of active sites, this could lead 

to a high coverage of a particular adsor-

bate, say carbon, on the catalyst. This 

high carbon coverage can lead to surface 

reconstruction, resulting in the re-shap-

ing of the nanoparticle and perhaps even 

in agglomeration (sintering) or disinte-

Figure 1.4: Typical length-scales involved in catalysis.

1-10 nm 1-2 nm 0.1-0.5 nm

catalytic
surface

active
site

nanoparticle
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gration of the nanoparticle. Clearly, the 

processes happening on these different 

length scales are strongly correlated.

This strong correlation of catalyst 

performance and topology leads to the 

hypothesis that catalysis is a complex and 

emergent phenomenon. The dynamic na-

ture and interplay of the catalytic material 

and the reacting species gives rise to the 

phenomenon of catalysis. To say this in 

other words, a catalytic material facilitates 

catalysis in the same way that the cata-

lyzed species influences the topology of 

the catalyst.

1.2.2 The active site

Central in the atom-scale interpre-

tation of heterogeneous catalysis is the 

active site. In 1925, it was already sug-

gested by Taylor that special "active sites" 

associated with low-coordinated surface 

atoms or defects control the surface 

chemical reactivity. Boudart5 was among 

the first to systematically investigate the 

catalytic activity as a function of particle 

size and he introduced the terms struc-

ture sensitivity. 

Subsequently, Somorjai and Yates 

used the surface science approach to 

study the surface reactivity of well-de-

fined surfaces.6 In special, they investi-

gated the importance of step sites to the 

catalytic reactivity. The breakthrough in 

this field came with the contribution of 

Nobel Laureate Ertl, who showed that the 

active sites in the dissociative chemisorp-

tion of NO on a Ru(0001) surface are the 

step-edge sites.7 Computational che-

mistry gave a tremendous boost to the 

elucidation of the effect of step sites. In 

particular, the advance of DFT should be 

mentioned.

Several key concepts determine the 

properties of a catalytic site. These are the 

coordination numbers (the numbers of 

next-nearest neighbors), the orientation 

or topology and the type of metal. The 

first two concepts are conceptually depic-

ted in Figure 1.5.

The type of crystal facet, and in 

particular the orientation of the crystal 

facets with respect to each other, deter-

mines the surface topology of a catalytic 

nanoparticle. Layering of crystal facets 

results in the formation of step-edge 

sites and is a form of surface corruga-

tion. The coordination number (CN) of 

a metal atom is linked to its coordinative 

(un)saturation, where a lower CN leads 

to a stronger interaction with an adsor-

bate. This stronger interaction with the 

adsorbate often leads to more pronounced 

activation of the molecular bonds of said 

adsorbate, thereby facilitating cleavage or 

formation of those bonds. 

From the right hand side image in 

Figure 1.5, we see that there is a correla-

tion between the type of atom (terrace, 

(step-)edge or corner) and the coordina-

1
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tion number. Terrace sites tend to have 

higher coordination numbers and thus 

lower reactivity as compared to (step-)

edge and corner sites. Certain configu-

rations of atoms tend to activate parti-

cular type of bonds. For example, for the 

activation of a s-bond such as in CH
4
 a 

low-coordinated corner atom is required. 

In contrast, for the activation of a p-bond 

such as in CO, a concave step-edge site is 

necessary. This understanding has been 

confirmed both by experimental means 

by investigation of the turn-over frequen-

cy as a function of particle size as well 

as by theoretical means using density 

functional theory calculations.8-10

1.2.3 Reactivity trends

To interpret chemical reactivity and 

investigate periodic trends, many scaling 

laws have been proposed. The Brøn-

sted-Evans-Polanyi (BEP) relationship 

correlates the activation energy with the 

reaction energy for an elementary surface 

reaction.11 The Nørskov scaling laws12 on 

the other hand provide a relation between 

the adsorption strength with respect to 

the gas phase of reaction intermediates 

on the one hand and the metal-carbon 

and metal-oxygen interaction energy on 

the other hand. Combining these two 

relationships enables us to study current 

catalytic systems and provides a guide for 

the search of optimal catalytic systems.

In the Brønsted-Evans-Polanyi rela-

tionship the change in activation energy 

Figure 1.5: (left) Crystal surfaces exposed by a face centered cubic (fcc) cuboctahedral 

catalytic nanoparticle. The triangular shaped orientation (green triangles) are fcc(111) 

facets, whereas the square orientation (red rectangles) are fcc(100) sites. (right) The 

coordination number (CN) of terrace sites (light and dark blue, CN=8, CN=9, respectively), 

(step-)edge sites (orange, CN=7) and corner sites (red, CN=5). The atoms in the center (not 

visualized) have coordination number 12.
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scales linearly with the change in reaction 

enthalpy as given by

where E
act

 denotes the activation 

energy, E
R 

the reaction enthalpy and a the 

proportionality constant. The value for 

a lies between 0 and 1 and is a measure 

for the lateness of the transition state. In 

other words, when the geometry of the 

transition state resembles that of the final 

state, the transition state is termed late 

and consequently the value for a is close 

to unity. On the basis of micro scopic 

reversibility it is easily seen that the 

proportionality constant a in the reverse 

direction is 1-a. Consequently, for many 

dissociation reactions a is around 0.8, 

whereas for association reactions, a value 

of 0.2 is found.

Once the reaction enthalpy and acti-

vation energy in one particular situation 

is known, the BEP relationship enables 

us to express the activation energy in an-

other situation once the reaction enthal-

py for the latter situation is known. As 

such, the BEP relationship saves us the 

effort of performing another transition 

state search. There are however limits to 

what extend the BEP relationship can be 

successfully employed. The underlying 

assumption of the relation is that the 

curvature in the direction of reaction 

coordinate in the initial and transition 

state between the two situations used for 

the relation are similar. In simpler terms, 

the topology of the active site between the 

different metals has to be very similar.9

1.3. Fischer-Tropsch synthesis

Fischer-Tropsch (FT) synthesis is the 

process that converts synthesis gas (CO 

+ H
2
), into a wide range of long-chain 

hydrocarbons and oxygenates.13 The 

 Fisch er- Tropsch synthesis is a route for 

the chemical liquefaction of coal and 

natural gas. With regard to the clas-

sic refining of crude oil, it provides an 

interesting alternative to the production 

of transportation fuels and chemical feed-

stock (see Figure 1.6). Moreover, as the 

synthesis gas can be derived from CO
2
 or 

biomass, it may serve a role in the strife 

towards sustainability. The FT reaction 

is of increasing commercial interest and 

several large scale commercial plants 

have been constructed in recent years by 

major energy companies such as Chev-

ron, Sasol and Shell.

Although the FT reaction is over 100 

years old, its underlying mechanism is 

still heavily debated in the literature.14-21 

Fischer-Tropsch synthesis is basically a 

polymerization reaction, consisting of an 

∂ = ⋅∂E Eact Rα (1.1)

1
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initiation, several propagation and finally 

a termination step. Among the various 

mechanisms proposed, in general two 

types of mechanisms are possible, that 

differ in the nature of the propagation 

step. Either the propagation step proceeds 

by the insertion of a CH
x
 monomer in the 

growing chain, henceforth termed the 

carbide mechanism (see Figure 1.7), or by 

insertion of a CO species in the growing 

chain, from here on called the CO-inser-

tion mechanism (see Figure 1.8).

In the carbide mechanism, the 

adsorbed CO dissociates. The resulting 

carbon adatom is hydrogenated to a CH
x
 

building block, that is inserted into the 

growing hydrocarbon chain. This chain 

reaction is terminated by desorption of 

the hydrocarbon chain from the surface 

as an alkene or alkane. The oxygen is 

removed from the surface as water by two 

hydrogenation steps. In the CO-insertion 

mechanism on the other hand, CO is 

not dissociated and is readily inserted 

into the growing hydrocarbon chain. 

Only after the insertion, the oxygen atom 

is dissociated. Currently, the carbide 

mechanism has the most support in the 

literature.22,23 

Based on extensive DFT studies on 

Figure 1.6: Transportation fuels and chemical feedstock are mainly obtained from the 

refining of crude oil. Fischer-Tropsch synthesis provides an alternative pathway for the 

synthesis of hydrocarbons from natural gas, coal, CO
2
 or biomass.
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the FT mechanism, it was concluded in a 

recent review that the carbide mechanism 

is the most probable mechanism for FT 

chain growth.13 Within this mechanism, 

in order to form long chain products the 

rate of CO dissociation has to be fast and 

the rate of methane formation slow to 

provide sufficient CH
x
 intermediates to 

maintain a high rate of chain growth. 

Also, the formation of long chain pro-

ducts requires the rate of termination 

to be slow compared to the rate of chain 

growth.22 These simple set of principles 

already elucidate the experimentally 

found product selectivities as depicted in 

Figure 1.9. Fe, Co and Ru tend to have a 

high rate of CO dissociation and a high 

rate of CH
x
 insertion. These metals yield 

longer hydrocarbons. Although the rate of 

chain growth is reasonable on Ni, the CO 

dissociation is much too slow compared 

to the rate of methane formation, by 

which on Ni only methane is formed. Pd, 

Os, Ir, and Pt have no facile CO disso-

ciation. This results in the formation of 

methanol as the CO can only be hydro-

genated. Finally, Rh provides an interes-

ting case as it has a moderate rate of CO 

Figure 1.7: The carbide mechanism. 

The initiation reaction consists of the 

adsorption of CO, its dissociation and 

the hydrogenation of the resulting carbon 

adatom. Hence, a CH
x
 building block 

is formed, that can be inserted in the 

growing hydrocarbon chain. By several 

(de-)hydrogenation steps, the growing 

hydrocarbon chain can accept another 

C
1
 building block or alternatively is 

hydrogenated to an alkene or alkane, that 

leaves the surface.

synthesis 
gas

hydrocarbons
water

C1 generation &
water removal

C1 insertion &
chain hydrogenation

Ole	n 
desorption

synthesis 
gas

hydrocarbons
water

CO �xation &
water removal

CO insertion

Ole�n 
desorption

Figure 1.8: The CO-insertion mechanism: 

This mechanism differs from the carbide 

mechanism in the way that the C-O bond 

is broken. CO does not readily dissociate 

on the surface, but is first inserted into the 

growing hydrocarbon chain. After C-C bond 

formation, the C-O bond scission occurs. By 

several (de-)hydrogenation steps, the growing 

hydrocarbon chain can accept another CO 

moiety or alternatively is hydrogenated to an 

alkene or alkane, that leaves the surface.

1
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dissociation and a relatively slow rate of 

methane formation. Therefore, on Rh the 

production of longer oxygenates is found.

1.4. Scope of this thesis

The goal of this work is to understand 

the kinetics and mechanism of the Fisch-

er-Tropsch reaction. The  Fischer-Tropsch 

reaction is a very complex reaction 

involving many elementary reaction 

steps. The rate of these steps depends 

in a sensitive manner on the type of 

transition metal, the surface metal atom 

topology and the composition of the 

adsorbed layer. While density functional 

theory methods provide accurate data for 

the rate constants for these elementary 

reaction steps, microkinetics simulations 

allow to predict the compositon of the 

adsorbed layer on the surface as well as 

the rates of all elementary reaction steps. 

In this manner, important issues can be 

resolved that pertain to the mechanism of 

the  Fischer-Tropsch reaction such as the 

dominant reaction pathway from reac-

tants (CO and H
2
) to products (alkanes, 

alkenes, oxygenates and water). Pertinent 
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Figure 1.9: Typical FT product selectivity. Fe, Co and Ru tend to produce longer 

hydrocarbons, whereas Pd, Os, Ir and Pt mainly produce methanol. Rh provides an 

interesting position as it lies in between these two extremes, therefore mainly producing 

longer oxygenates. On Ni only methane is produced.
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questions relevant to the Fischer-Tropsch 

reaction relate to the manner of CO 

dissociation, which of the two main 

proposed mechanisms for chain growh 

- the carbide mechanism and the CO 

insertion mechanism – dominates, what 

the rate-controlling steps are and which 

elementary reaction steps influence the 

product selectivity.

Chapter 2 of this thesis describes 

the computational methods employed in 

this study, namely quantum chemical 

calculation to obtain activation barriers 

and pre-exponential factors for the ele-

mentary reaction steps and microkinetics 

modeling to predict steady state surface 

coverages and macroscopic reaction rates 

and related kinetic parameters.

Chapter 3 investigates the influence 

of surface topology and particle size on 

the CO dissociation reaction, which is 

one of the principle reactions in FT catal-

ysis. The electronic effect of particle size 

and the influence of surface topology, i.e. 

fcc(111), fcc(211) and fcc(100), are investi-

gated.

Chapter 4 gives the results of an ex-

tensive DFT study of all relevant elemen-

tary reaction steps in Rh-catalyzed CO hy-

drogenation on a stepped Rh(211) surface. 

These steps include (hydrogen-mediated) 

CO dissociation, C hydrogenation, CH
x-

+CH
y
 coupling and CH

x
+CO coupling, C

2
 

hydrocarbon/oxygenate hydrogenation, 

and water removal. The results of these 

quantum chemical calculations will be 

used to construct a database of reaction 

barriers and pre-exponential factors in 

order to construct a microkinetics model 

for the FT reaction.

Chapter 5 discusses the results of 

microkinetics simulations of CO hydro-

genation on Rh(211) surfaces. By kinetic 

analysis of the CO hydrogenation reaction 

network, the rate-controlling elementary 

reaction steps are identified. To study the 

influence of these elementary reaction 

steps on the selectivity, an extension of 

the degree of rate control (DRC) method-

ology of Campbell is presented. Uniquely, 

we have determined which elementary 

reaction steps favor the formation of eth-

anol, whilst inhibiting the production of 

unwanted side products such as methane.

In Chapter 6, a computational study 

is carried out to calculate the spectra 

of adsorbed N2 on various Rh surfaces 

and clusters with the aim to establish 

whether IR spectroscopy of N
2
 adsorbed 

on Rh nanoparticles can help to identify 

step-edge sites. This work is combined 

with catalytic performance data of zir-

conia-supported Rh nanoparticles that 

display structure sensitive behavior in 

CO hydrogenation with the purpose to ev-

idence the importance of step-edge sites 

for the CO dissociation reaction on Rh.

Chapter 7 provides the results of ex-

tensive DFT calculations to study Ru-cat-

alyzed FT synthesis. In this chapter, a 

1
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database is constructed of elementary 

reaction steps to perform microkinetics 

simulations in Chapter 8. A comparison 

is made between the carbide mechanism 

and the CO insertion mechanism. It is 

established that the carbide mechanism 

provides a more favorable pathway to 

long-chain hydrocarbons than the CO 

insertion mechanism. The experimen-

tally observed C
2
 anomaly in the Ander-

son-Schulz-Flory distribution is rationa-

lized by analysis of the electron density 

of the involved complexes. A cooperative 

effect for CH insertion is found that faci-

litates efficient chain propagation.

In Chapter 8, a detailed analysis of 

the  extensive reaction energy diagram 

was conducted to explore the kinetic 

regimes of FT synthesis using reactivity 

descriptors. We have extrapolated the re-

sults obtained for corrugated Ru surfaces 

(chapter 7) to simulate FT synthesis on 

different metals by employing surface 

stability linear scaling relations as well as 

Brønsted-Evans-Polanyi relations. This 

approach enabled us to identify three 

kinetic regimes, that are the monomer 

formation limiting regime, the chain-

growth limiting regime and the water 

removal limiting regime. At the intersec-

tion of these three regimes lies the kinet-

ic optimum. Current-generation industri-

al catalysts were found to be suboptimal 

in terms of CO conversion rate.

In Chapter 9, the effect of carbon 

deposition on the adsorption and dis-

sociation of CO is studied for the flat 

Co(0001) and corrugated Co(1121) surface 

using DFT calculations. It was found that 

the topology of the surface has a much 

more pronounced influence on the CO 

dissociation barrier than the effect of 

co-adsorbed carbon. The favorable surface 

topology of Co(1121) enables a signifi-

cantly lower dissociation barrier for CO 

dissociation as compared to the barrier 

on Co(0001). ■
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Abstract

A formal description of the methods used in this study is 
given. Density functional theory (DFT) is the key quantum-
chemical method to compute kinetic parameters of the 
elementary reaction steps that make up the catalytic 
mechanism. The basic principles of quantum chemistry 
and the assumptions made in DFT are discussed. The 
theoretical background of microkinetics simulations and its 
implementation in the study of surface reactions is given.

★ This isn't right. This isn't even wrong. ★

Wolfgang Pauli 
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2.1 Introduction

Computational modeling is nowadays 

widely used in the chemical, physical 

and engineering sciences in assisting in 

the interpretation of experimental data 

and, increasingly, as a predictive tool for 

instance for materials selection. The  

methodologies used are becoming 

increasingly more accurate in the predic-

tion of the behavior of matter at the atom-

ic level due to the development of better 

models and the availability of ever faster 

computers. Modeling methodologies 

have typically been applied in the field 

of solid state and materials science with 

the aim to understand bulk and surface 

properties of solids. In catalysis, a main 

objective is to predict the macroscopic 

rate of a chemical reaction occurring on 

the surface of solids of heterogeneous cat-

alysts or in homogeneous catalytic com-

plexes. The pivotal prerequisite is that the 

rate constants of the elementary reaction 

steps that make up the mechanism of a 

catalytic reaction can be accurately pre-

dicted. Based on these data, one can then 

predict the composition of the surface 

adlayer as a function of temperature and 

partial pressure and, with this, the overall 

reaction rate. 

To model chemical reactivity, detailed 

understanding of its underlying pro-

cesses, such as adsorption/desorption, 

surface reaction and diffusion, is re-

quired. These processes are “multiscale” 

in nature, both with respect to time and 

space. Typical time scales involved in 

catalysis are vibrations in molecules (10-12 

s), electronic motion (10-15 s) and chemical 

bond-breaking and -making steps (10-5 s). 

The corresponding length scales for mo-

lecular vibrations, electronic motion and 

elementary reaction steps are  10-11, 10-14 

and 10-10 Å, respectively.  Given a list of 

reaction events and their rate constants, 

adsorbates arrange themselves in spatial 

configurations or patterns, as a result of 

the collective behavior of the ensemble 

of all species. At this mesoscopic scale, 

the collective behavior has to be averaged 

over length and time scales that are much 

larger than the characteristic length and 

time scale of the underlying pattern – or 

what is known as the correlation length 

– in order to compute the reaction rate. 

This can be achieved via non-equilibrium 

statistical mechanics techniques, such as 

microkinetics or Monte Carlo. Due to the 

fast vibrations of adsorbates with respect 

to the reaction time scales, adsorbates 

are typically thermally equilibrated, and 

reaction events can be thought of as rare 

events.

In this work, we make use of multi-

scale modeling to predict chemical reac-

tivity of heterogeneous reactions. First, ab 

initio modeling using Density Functional 
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Theory (DFT) is employed to calculate the 

electronic structure of the chemical sys-

tem in order to construct the reaction en-

ergy surface for calculating rate constants 

and energetics. Second, this dataset is 

used to construct a chemical reaction 

network, which serves as the parameters 

for a microkinetic model (MKM) that 

is made up of all relevant elementary 

reaction steps in the mechanism of the 

reaction under study. With this, we can 

predict surface coverages, reaction rates 

of individual steps and, also, the overall 

macroscopic reaction rate. It also enables 

us to compute selectivity when more than 

one product can be formed in the chem-

ical reaction. Furthermore, methods are 

employed to understand which individual 

steps are controlling the reaction rate 

the most. In section 2.2 we will discuss 

density functional theory (DFT) and in 

section 2.3 we will elaborate on how a 

connection is made between DFT and mi-

crokinetics simulations by means of sta-

tistical thermodynamics. Furthermore, 

we will discuss the algorithm employed 

in microkinetics simulations.

Figure 2.1: Computer simulations can be done at different length and time scales depending 

on the purpose. Usually, the time scale by which events can be described correlates to the 

length scale. Very accurate determination of rate constants requiring quantum-mechanics 

and the time evolution of a molecular system as done in molecular dynamics can only be 

done for small systems. Combining methods at different length and time scales is termed 

multi-scale modelling.
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2.2 Quantum-chemical methods

2.2.1 The electronic 
structure problem

The main purpose of electronic struc-

ture calculations is to solve the non-rela-

tivistic time-independent Schrödinger 

equation:

 

Herein, H is the Hamiltonian for a 

system consisting of M nuclei and N elec-

trons which are described by the position 

vectors and Rj, ri respectively. In atomic 

units1, the Hamiltonian can be expressed 

as:

 Mj is here the ratio of the mass of the 

nucleus j to the mass of an electron and 

Zj is the atomic number of nucleus j. The 

first two terms in equation 2.2 are for the 

kinetic energy of the electrons and nuclei, 

respectively. The third term represents 

the Coulomb attraction between electrons 

and nuclei. The fourth and fifth terms 

represent the repulsion between electrons 

and between nuclei, respectively.

Vital to many electronic structure 

calculations is the Born-Oppenheimer ap-

proximation2, which neglects the motion 

of the nuclei, as these are much heavier 

than the electrons. Even for the lightest 

nucleus, a proton, its mass is approxi-

mately 1836 times larger than the elec-

tron. Thus, in most cases, electron mo-

tion can be described by its motion in an 

electrostatic field produced by the nuclei. 

With this approximation, the second term 

in equation 2.2 can be neglected and the 

final term, the repulsion between the 

nuclei, can be treated as a constant for a 

fixed configuration of the nuclei. Hence-

forth, we obtain equation 2.3, which is 

termed the electronic Hamiltonian.

  Obtaining the solution to the 

Schrödinger equation involving the elec-

tronic Hamiltonian (eq. 2.3) is the main 

focus in electronic structure calculations. 

As electrons are fermions and obey the 

Pauli exclusion principle, their wavefunc-

tion should be anti-symmetric with re-

spect to the interchange of the spin-space 
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coordinates of any two electrons. Slater 

determinants satisfy this antisymmetry 

condition through an appropriate linear 

combination of Hartree products, which 

are the non-interacting electron wave 

functions. 

2.2.2 The Hartree-Fock 
Approximation

Among the approximate ways to solve 

the electronic Schrödinger equation (eq. 

2.3), the Hartree-Fock (HF) approxima-

tion1 has a central role. It is one of the 

earliest methodologies in solving the elec-

tronic structure problem. In addition, it 

functions as a stepping-stone for explain-

ing more advanced and accurate metho-

dologies in modern quantum chemistry. 

The Hartree-Fock method uses a single 

Slater Determinant as an approximation 

to the wave function of the ground state 

of the N-electron system:

 

To find the best approximate wave 

function, the variational principle is 

employed, which systematically varies the 

spin orbitals, while constraining that they 

remain orthogonal until the electronic 

minimum E0 is reached. This leads to the 

HF energy expression,

 

The major 

drawback in the Hartree-Fock approxima-

tion is that the correlation of the move-

ment of the electrons is neglected. Many 

post-Hartree-Fock methods have been de-

veloped that incorporate the electron-cor-

relation. Configuration Interaction (CI) 

uses a linear combination of Slater deter-

minants instead of a single one. Møller-

Plesset perturbation theory treats electron 

correlation using perturbation theory. In 

the Coupled Cluster method, the electron 

correlation is handled through use of a 

so-called cluster operation.1 Although 

these post-Hartree-Fock methods provide 

a very accurate description of the elec-

tronic structure, they are computationally 

too demanding to be employed to prob-

lems in catalysis as these methods can 

only be applied to systems with less than 

50 atoms at the current level of computa-

tional power. 

2.2.3 Density Functional 
Theory

Hartree-Fock, Møller-Plesset Per-

turbation Theory and Coupled Cluster 

 methods have in common that they rely 

on the many body wave function as a cen-

tral quantity. In contrast, in density func-

tional theory the electron density is used 
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as the central quantity. The many-body 

wavefunction depends on 3N spatial vari-

ables together with a spin variable, where 

N is the number of electrons, limiting its 

applicability to relatively small systems. 

Density functional theory can effective-

ly treat significantly larger systems as 

the dimensionality of the problem is 

severely reduced. The electron density is 

always three-dimensional regardless of 

the number of electrons. Partly for this 

reason, DFT has become the most widely 

used method in electronic structure 

calculations, particularly in the field of 

computational catalysis. Comprehensive 

discussions of DFT can be found in a 

range of excellent review articles3-6 and 

textbooks7,8.

2.2.3.1 Thomas-Fermi Theory

Interestingly, the first article em-

ploying the electron density as the 

central quantity precedes that of the 

Hartree-Fock approximation. The early 

work of Thomas and Fermi9,10 describes 

a method to calculate the kinetic energy 

of electrons derived from the quantum 

statistical theory based on the uniform 

electron gas. In this theory, the electron 

density is defined as

 

where r determines the chance of 

finding any of the N electrons within the 

volume dr arbitrarily of the position and 

spin of the other N-1 electrons. Obvious-

ly, the electron density integrated over all 

space should be equal to the number of 

electrons in the system as given by

 

The kinetic energy is then defined as 

 where the constant CF is based on the 

exact solution of the uniform electron 

gas. 

Finally, the total energy of the system 

can then be expressed by combining 

the approximation of the kinetic energy 

using the electron density with a classical 

approach to calculate the electron-nucleus 

and electron-electron interactions.

 

Irrespective of the simplicity and 

the lack of accuracy of the method, it 
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illustrates two very important princi-

ples. Firstly, it is possible to determine 

the kinetic energy purely on the basis of 

the spatial distribution of the electron 

density. Secondly, the constant required 

for this expression can be derived from 

the ideal case of the homogenous electron 

gas.

2.2.3.2 Hohenberg-Kohn 
theorem

The next step in the development of 

modern density functional theory was 

made in 1964 with the publication of the 

paper of Hohenberg and Kohn.11 Herein, 

two key principles were postulated. First-

ly, a one-to-one mapping between the 

external potential (from the nuclei) and 

the electron density was established. Sec-

ondly, it was shown that the ground-state 

energy can be found using the variational 

principle.

The first principle can be proved by a 

reductio ad absurdum kind of reasoning. 

Suppose there is a collection of electrons 

enclosed in a box influenced by an exter-

nal potential V(r). If we know the electron 

density of this system, V(r) is fixed and, 

accordingly, also all properties. Imagine 

another external potential V'(r)  which 

differs from V(r) by more than a con-

stant, that can also give the same electron 

density r(r) for the ground state. We then 

have two different Hamiltonians H and 

H' whose ground state electron density 

is the same, but where the normalized 

wave function F and F' would be differ-

ent. This would give rise to the following 

equation,

 

and similarly we get,

 

Combining these two definitions 

yields the contradiction:

 

This result reveals that there 

can be no two different external poten-

tials that can give the same r(r). Thus   

r(r) uniquely determines v(r) and all 

ground-state properties.

As such, we can write down the 

energy E explicitly as a functional of the 

electron density  :
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Note here that FHK[r] is a universal 

functional of r(r).
The second Hohenberg-Kohn theorem 

demonstrates that the ground state en-

ergy can be obtained using a variational 

principle, where the density that gives the 

lowest energy is the exact ground state 

density. Using the first theorem, suppose 

the ground state wave function is F and 

its related electron density is r(r). Thus 

the density r(r) uniquely defines the 

external potential v(r). If there is another 

wave function F' with an arbitrary vari-

ation from F and its electron density is 

r'(r), then we can obtain:

 

Conclusively, the lowest energy 

found given a certain electron density 

corresponds to the ground-state electron 

density.

Although these two principles provide 

a proof that the total ground-state energy 

can be obtained from the ground-state 

density, the exact description to obtain 

r(r) or FHK[r] was not clear until Hohen-

berg and Kohn released another paper in 

1965.12 Herein, similar to the Hartree-Fo-

ck approximation, they (re-)introduced 

the idea of one-electron orbitals and the 

approximation of the kinetic energy of 

the system by the kinetic energy of the 

non-interacting orbitals. This yields the 

following expression for the total energy

 Unfortunately, there is one unknown 

term in this equation: the exchange-cor-

relation energy EXC. EXC includes 

the non-classical aspects of the elec-

tron-electron interaction along with the 

component of the kinetic energy of the 

real system different from the fictitious 

non-interacting system. The latter term 

needs to be included, as the kinetic ener-

gy of non-interacting electrons is obvi-

ously different from interacting electrons. 

Since EXC is not known exactly, many 

approximations have been introduced to 

calculate this term.

2.2.3.3 Exchange-correlation 
functions

To use the Kohn-Sham equations, the 

form of the exchange-correlation function 

has to be known. The simplest variant of 

the exchange-correlation approximations 

is the local density approximation (LDA). 

This local density approximation is exact 

for the ideal case of a uniform electronic 

system. The kinetic and exchange en-
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ergies of such a system are easily eval-

uated and the correlation energy can be 

established using accurate Monte-Carlo 

simulations. The LDA approximation for 

the exchange-correlation energy can be 

written as

 

where e
XC-unif

 is the exchange-cor-

relation energy per particle of the 

homogeneous electron gas of density 

r(r). In other words, to calculate the 

exchange-correlation energy of an inho-

mogeneous electron gas, the correlation 

energy of a uniform electron gas of the 

same density is used. The LDA is an 

oversimplification of the actual density 

distribution and leads to an overestima-

tion of bond energies. Strictly, the LDA 

is only valid for slowly varying densities, 

which is obviously not the case for many 

chemical systems. It was therefore a 

surprise that it works relatively well and 

much of the current understanding of 

metals and semiconductors is based on 

LDA simulations. Partly, the successful 

application of LDA was attributed to up-

holding so-called sum-rules.

The obvious improvement to the local 

density approximation is not only taking 

into account the local electronic density 

in the evaluation of the exchange-correla-

tion energy, but including the gradient 

as well. The general expression is then 

written as

Thus, generalized gradient approxi-

mations (GGA) are semi-local, comprised 

of corrections to the LDA while, like LDA, 

ensuring consistency with the sum rules. 

For many properties such as geometries 

and ground state energies of molecules, 

GGAs yield better results than their 

LDA counterparts. The most widely used 

GGAs for chemical applications are the 

PW91 and PBE functionals. The latter 

version has several offspring, such as 

revPBE13, RPBE14, PBE-WC15 and PBE-

sol16. The most widely used flavor is PBE, 

which has been used in all of the repor-

ted DFT calculations within this thesis.

2.2.3.4 Plane-waves and 
pseudopotentials

For many practical applications of 

DFT, a particular choice in the type of 

basis set has to be made. Within this the-

sis, we are mainly investigating catalysis 

on large extended (periodic) surfaces. 

Henceforth, planewaves are used as our 

basis-set. Based on Bloch's theorem17, the 

eigenstates F of the one-electron Ham-

iltonian,  , can be 
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written as

 

where mnk , is a function with the same 

periodicity as the potential U(r) in such a 

way that

 

The size of the planewave basis set is 

given by stating the highest energy of the 

planewave in a given set. This is termed 

the cutoff energy.

For typical chemical properties of 

interest, it is known that the valence 

electrons play a more important role than 

the core electrons. Given the fact that 

the core electrons within a plane-wave 

basis set require a fairly large amount of 

basis functions for their description due 

to their highly oscillatory behavior, this 

leads to the contradiction that the least 

important electrons require the largest 

part of the computational effort. One 

common way to resolve this discrepancy 

is the use of pseudopotentials in which 

core electrons and nuclei are described 

by a smooth effective potential. In such 

a method however, all the information 

about the real wavefunction close to the 

nuclei is lost. Furthermore, there is no 

systematic way to generate good pseudo-

potentials.

A more general approach is the Pro-

jector-Augmented-Wave method (PAW) as 

introduced by Blöchl18 in 1994 as an ex-

tension of both the augmented-wave and 

pseudopotential method. This approach 

is schematically depicted in Figure 2.2. 

Herein, the wavefunction is divided into 

two parts: a partial expansion within an 

atom-centered sphere, and an envelope 

function outside. The two parts are then 

matched smoothly at the sphere edge. 

The wavefunction within the sphere is 

linked onto a local basis of auxiliary func-

tions. This linkage ensures that the kinks 

and strong oscillations near the nucleus 

are attached to a numerically smooth  

auxiliary wave function, which is expand-

ed into planewaves.

2.3 Microkinetic modeling

Microkinetic modeling is the model-

ing of reactions in terms of elementary 

reaction steps that occur on the catalytic 

surface. A requirement for the construc-

tion of a microkinetic model is a detailed 

analysis of the chemical reaction network. 

The transient behavior of the chemical 

system can then be studied by solving a 

series of ordinary differential equations 

(ODE) over time. The parameters for the 

( ) ( )nk nkr R rm m+ =


 

( ) ( ) ( )expnk nkr ik r rφ m= ⋅
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microkinetic model can be obtained from 

ab initio methods such as DFT, or from 

experimental means. 

2.3.1 Parameter evaluation 
using DFT

For a microkinetic simulation, the rate 

constants of all the elementary reaction 

steps need to be known. These can be 

obtained from DFT calculations in the 

following way (as schematically depicted 

in Figure 2.3). 

By performing electronic structure 

calculations, the absolute electronic 

energies (i.e. the bonding energy with re-

spect to all electrons and nuclei infinitely 

far apart) are calculated for the initial, 

transition and final state of all relevant 

elementary reaction steps. From these, 

the electronic activation energies in the 

forward and backward direction of the 

elementary reaction step are obtained. 

The complete set of activation energies 

and all elementary reaction steps yield an 

electronic reaction energy surface (RES). 

By performing a frequency analysis on 

all these states, in other words, prob-

ing the curvature in all configurational 

directions for these states, the vibrational 

degrees of freedom are inventoried from 

which the zero-point energy correction to 

the electronic activation energies can be 

calculated. 

The zero point energy (ZPE) correc-

tion to the electronic activation energy 

can be as large as 10-15 kJ/mol. Although 

this correction may not seem much, 

especially given that the accuracy of a 

typical DFT calculation is in the same 

= + -
ALL-ELECTRON PSEUDO 1-CENTER

ALL-ELECTRON

1-CENTER

PSEUDO

Figure 2.2: Schematic representation of the Projector-Augmented-Wave method. The 

pseudo wavefunction consists of a part that approximates the free electrons in the solid 

using plane-waves, and a part that approximates the electron density near the core using 

pseudopotentials. There is a correction term for the difference between the two regions.
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range, neglecting the ZPE correction 

yields erroneous results. For instance, 

not taking ZPE corrections into account 

gives an overestimation of the reaction 

enthalpy of methane and water formation 

from carbon monoxide and hydrogen by 

roughly 100 kJ/mol. 

So far, we have explained how to 

calculate the ZPE-corrected energy dif-

ferences between the states. To calculate 

the rate constants used in microkinetics 

modeling, the partition functions corre-

sponding to the configurational degrees 

of freedom in these states are needed as 

well. To compute the rate constant for a 

particular elementary reaction step, the 

Eyring equation19 is used:

Here k is the reaction rate of a single 

elementary reaction step. Q† and Q are 

the total partition function of the transi-

tion and initial state, respectively.    

is the ZPE corrected activation 

energy in J per particle, kb the Boltz-

mann's constant, h Planck's constant and 

T the temperature in Kelvin.  

Figure 2.3: Schematic representation of the Projector-Augmented-Wave method. The 

pseudo wavefunction consists of a part that approximates the free electrons in the solid 

using plane-waves, and a part that approximates the electron density near the core using 

pseudopotentials. There is a correction term for the difference between the two regions.

Generate set of
elementary reaction steps

Calculate Initial state

Calculate Transition state
( Nudged Elastic Band)

Calculate electronic
activation energies

(forward + backward)

Perform frequency analysis on all states
Calculate
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Typically, we distinguish three types 

of elementary reaction steps: adsorption, 

surface reaction and desorption. The 

difference in the change of the configura-

tional degrees of freedom between these 

three types of reaction is significant and 

consequently, their corresponding formu-

las for the rate constants differ. 

For a catalytic reaction on a surface, 

Q† and Q are composed of the partition 

functions corresponding to 3N-1 and 3N 

vibrational degrees of freedom, respec-

tively. The values for the partition func-

tions can be calculated using a frequency 

analysis employing the following formula

 

Herein, w is the frequency of the 

vibrational mode, kb the Boltzmann's 

constant and T the temperature in Kel-

vin. For surface reactions, there is not 

a significant change in the entropy and 

consequently the pre-exponential factor 

of the rate constants is typically in the 

order of 1013.

In contrast, for adsorption and de-

sorption reactions there is a profound 

change in entropy. Typically, a gaseous 

compound has several rotational and 

translational degrees of freedom of which 

the partition function is given by the 

following formulas. 

For the translational partition func-

tion, the formula is

 

where L denotes the characteristic 

length of the translation and m the mass 

of the particle.

The rotational partition function in 

three directions is given by

 

where I denotes the rotational mo-

ment of inertia in three directions.

In an adsorption reaction, we assume 

that the surface is a plane far from the 

side where the adsorption takes place and 

on which the potential energy is constant 

and equal to its value in the gas phase. In 

such a case, one translational degree of 

freedom (perpendicular to the direction 

of the catalytic surface) is converted to 

a vibrational mode (as a consequence of 

bonding). Furthermore, chemisorption 

is a non-activated process and hence the 

activation energy equals zero. Inserting 

equation (2.24) into the Eyring equation 

(2.22) yields

 

Rearranging the above equation 
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and using the ideal gas approximation 

(PV=nRT) gives the rate constant for 

adsorption.

  

where P is the pressure in Pascal and 

A is the surface area for adsorption (i.e. 

the area of a surface site).

For a desorption process, we assume 

that the desorbing compound gains two 

translational degrees of freedom and 

three rotational degrees of freedom in the 

transition state. This gives the following 

expression when plugging in the formula 

for the rotational degrees of freedom in 

three dimensions (eq. 2.25) together with 

the formula for the translational degree 

of freedom (eq. 2.24) into the Eyring 

equation (eq. 2.22)

 

which upon rearranging yields

 

Herein, qrot , is the characteristic tem-

perature for rotation and s the symmetry 

number to properly account for the num-

ber of indistinguishable orientations as a 

result of the rotation of the molecule. 

It should be noted that if the tran-

sition state for desorption is rigid (for 

instance in CH
3
 hydrogenation that leads 

directly to desorption), the same kinetic 

expression as for a surface reaction is 

used.

To summarize, from the DFT calcu-

lations all the kinetic parameters can be 

obtained. By investigating the curvature 

of the electronic energy surface by a 

frequency analysis, the configurational 

degrees of freedom can be calculated nec-

essary to compute the partition function. 

Finally, by insertion of these partition 

functions into the Eyring equation, the 

rate constants for the reaction can be 

calculated.

2.3.2 Construction and 
solving of the set of 
ordinary differential 
equations

The construction of the ordinary 

differential equations is fairly straight-

forward. The initial step is to construct a 

library of elementary reaction steps and 

corresponding rate constants. This gives 

a set of 2R elementary reaction equations 

(forward and backward) and N com-

pounds. For each unique compound, an 

ODE is obtained of the form 
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for all q, where nq,j < 0.

where qi is the concentration of spe-

cies i on the surface, nj,i  is the stoichio-

metric coefficient of compound i in reac-

tion j, kj is the rate constant of reaction j, 
qq,j is the concentration of compound q 

in reaction j and nq,j is the stoichiometric 

coefficient of compound q in reaction j.
Loosely speaking, this formula tells us 

that the concentration of each compound 

changes over time depending on whether 

the compound is a reactant or a product 

in the elementary reaction step. The rate 

at which the compound changes over 

time in a given elementary reaction step 

then depends on the reaction constant 

kj and the product of the concentration 

of species involved in the elementary 

reaction step.  Note that nj,i has a nega-

tive value if compound i is a reactant in 

reaction j and a positive value when it is a 

product of the reaction.

The set of 2R ordinary differential 

equations is then solved, meaning that 

(2.30),
2

, ,

i
q j

NR
i

j i j q j
j q

k
t

υq υ q
 ∂

=  ∂  
∑ ∏

stable point (steady-state solution)
starting point
bifurcation point

legend

θi

θj

Figure 2.4: Schematic representation of phase space. The light circles are stable points in 

phase space (i.e. steady-state solutions to the set of ODEs). The dark circles are starting 

points (i.e. initial values of the concentrations in the set of ODEs) and the crosses are marked 

as crosses. The dotted lines are trajectories in phase space, which depend on the initial values 

as well as the set of ODEs.
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the ODEs are integrated over time until a 

steady state solution is reached given by

  , for all i  

The set of all possible values of {qi} is 

termed the phase space (see Figure 2.4). 

Integrating in time can be seen as mov-

ing through phase space and the path 

taken is termed the trajectory. Obvious-

ly, this trajectory depends on the set of 

ODEs and thus on the chemical network. 

The point where equation 2.31 is fulfilled, 

is termed a stable-point in phase space. 

In theory, several such stable points can 

exist in phase space, meaning that given 

a fixed set of ODEs, purely on the basis of 

the initial settings, i.e. the starting point 

in phase space, a different steady-state 

solution can be found. In practice, a good 

methodology is therefore to start with an 

empty catalytic surface in the simulation. 

The existence of multiple stable points 

in phase space leads to the concept of 

bifurcation points. These special points 

in phase space have the characteristic that 

if the system is on one side of this point, 

it converges to a different stable point as 

when it is on the other side of that point. 

It is not very difficult to imagine that 

probing the curvature in phase space very 

close to such a bifurcation point can lead 

to chaotic behavior. Such problems some-

times occur in the calculations and are 

often resolved by marginally changing 

the temperature in the simulation.

 Solving a set of ordinary differen-

tial equations is no trivial task and the 

algorithm or routine for integrating a set 

of ODEs in time is termed an ODE solver. 

Many such solvers exist and depending 

on the nature of the ODEs a particular 

type of ODE solver performs better than 

any other. Several excellent articles exist 

treating ODE solvers.20-22 Here we would 

like to emphasize that the set of ODEs 

involved in a chemical network are a so-

called stiff set of ODEs. Although there 

is no clear mathematical definition as to 

what stiffness entails, it is sufficient to 

know that for a stiff system the values of 

the differential equations tend to differ 

over several orders of magnitude. This is 

not very hard to realize considering that 

the reaction rates depend on the activa-

tion energy by an exponential relation-

ship. 

Specialist solvers dealing with stiff 

systems of ODEs often use the NxN 

Jacobian matrix in which each element is 

given by

 to efficiently integrate the set of 

ODEs. Using this matrix, the solver 

is able to approximate the direction in 

which the system needs to be integrated, 

thus minimizing the number of function 

2
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calls and therefore the computational 

effort. 

A nice analogy to explain this princi-

ple is the following: Imagine you are in 

the mountains and want to find the way 

to the nearest village. An unintelligent 

solver would let you bounce from one side 

of the mountain to the other in order to 

find the village. An efficient solver using 

the Jacobian matrix would follow the 

mountain trail.

 
2.3.3 Stable-point analysis

Several important quantities of inter-

est exist in order to analyze a chemical 

reaction network using microkinetic 

modeling. In principle one probes the 

curvature in hyper phase space around 

a stable point in phase space, either by 

changing the partial pressures, reaction 

temperature or the height of the transi-

tion state. 

In order to compare a microkinetics 

simulation with experimental  

observables, the reaction order is such 

an important quantity of interest. This 

quantity is given by

 

where rj is the reaction order in com-

pound j, pi the partial pressure in com-

pound i and rj
+ the forward rate based on 

given key-compound j.

In this thesis, we use a linear-fitting 

procedure to calculate the abovemen-

tioned differential. The forward rate is 

probed by varying the partial pressure 

of compound i in the range of ±0.2 % 

around the default value. For the linear 

fitting, five datapoints are used. We 

found that five datapoints is sufficient 

for obtaining a proper linear fit (R2 > 

0.98), whereas increasing this value 

does not lead to significantly better 

results. Furthermore, we found that if 

the steady-solution of de ODEs is far away 

from any bifurcation points in phase 

space, varying the partial pressure by any 

value in the range from 0.1-10% yields 

accurate linear fits.

Another experimentally probed quan-

tity is the apparent activation energy. To 

calculate this observable, one solves

 Similarly to the procedure employed 

for obtaining the reaction order, for 

calculating the apparent activation energy 

a linear fitting procedure is used as well. 

Herein, the reaction rate in the forward 

direction is calculated using five data-

points and performing a linear fit from 

which the slope is used to calculate the 

differential given in eq. 2.34. For a proper 

linear fit, the interval used between the 

five datapoints should not be too large 

and on the basis of many test runs it was 
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found that a 1K interval provides good 

results in almost all cases.

Pivotal in the analysis of a chemical 

reaction network is the identification of 

the rate-controlling steps.23 The amount 

of rate-control of a particular elementary 

reaction step is expressed as

 where ci is the degree of rate-control 

of elementary reaction step i and ki the 

rate constant of elementary reaction step i  
in both the forward and backward direc-

tion. In words, this means that the effect 

of increasing both the forward and the 

backward rate of a particular elementary 

reaction step with regard to the forward 

reaction rate of the key-compound is 

probed. If the value of ci is positive, this 

means that the elementary reaction step 

is a rate-limiting step. Decreasing the 

transition state would then result in an 

increase of the overall reaction rate. If on 

the other hand the value of ci is negative, 

this means that the particular elementary 

reaction step is rate-inhibiting. In other 

words, decreasing the activation energy in 

both directions would result in a decrease 

of the overall reaction rate.

For any stable point in phase space, 

sufficiently far removed from a bifurca-

tion point in hyper-space, the following 

relationship seems to hold

 

For complex reaction networks, equa-

tion 2.36 provides a useful test to check 

whether the calculation has converged 

and whether the post-analysis was suc-

cessful. ■
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Abstract

The present density functional theory study provides insight into 
the reactivity of the surface metal atoms of extended/periodic 
Rh surfaces, clusters and nanoparticles toward CO adsorption 
and dissociation. Our results demonstrate that the defect site 
in a B

5
 configuration is the most active one for CO dissociation 

on all three considered systems. However, the reactivity of 
the B

5
 site for CO dissociation depends critically on the size of 

the system. It was found that the smaller system sizes lead to 
an increase of the CO dissociation barrier on the B

5
 site. The 

barrier for CO dissociation on the B
5
 site on a stepped Rh (211) 

surface is significantly lower as compared to all other pathways 
that were investigated. Moreover, this site was the only site 
where the TS energy was below the CO desorption energy.
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NANOPARTICLES ON THE DISSOCIATION OF CO 

3.1 Introduction

The limited resources of fossil fuels 

along with environmental concerns have 

stimulated a broad intensive search for 

alternative energy sources.1 Due to its 

abundance, the importance of natural gas 

as a feedstock for the synthesis of fuels 

and chemicals continues to grow. Synthe-

sis gas, derived from natural gas by steam 

reforming, can be used to synthesize 

higher aliphatic hydrocarbons as well 

as olefins and other oxygenates via the 

Fischer-Tropsch (FT) reaction. 2-4 

The synthesis of hydrocarbons and 

their oxygenated derivatives requires 

active catalysts with high selectivity to 

the desired product.  Rhodium catalysts 

are known for their reasonable selecti-

vity toward oxygenates because of their 

ability to dissociate CO while ensuring 

an appreciable rate of CO insertion.5 It is 

not surprising that Rh is studied for the 

production of olefins and other (longer) 

oxygenates, since it occupies a position 

in the periodic table that lies between Fe 

and Co, which both are able to dissociate 

CO to form (long) hydrocarbons and Pd, 

Pt and Ir, which mainly produce alcohols 

and other oxygenates.5-8 The initial step 

in the Fischer-Tropsch reaction is CO 

dissociation and is of crucial importance 

to understanding of the Fischer-Tropsch 

mechanism. 

Based on density functional theory 

(DFT) calculations and experimental 

observations, the optimum site for disso-

ciation of molecules with p bonds such as 

CO and NO has been proposed to be the 

B
5
 site present on stepped or corrugated 

surfaces.9-11 This site represents a parti-

cular geometry of at least five surface Rh 

atoms arranged in such manner that a 

step is created. Mavrikakis et al. showed 

that the barrier for CO dissociation is 

lower by 120 kJ/mol on the B
5
 site than on 

the terrace.12 This is supported by experi-

mental work of Ren et al., who found that 

CO adsorbs only molecularly on Rh(111) 

and (001) surface planes as compared to 

stepped sites, where CO dissociates signi-

ficantly.13 Stroppa et al. proposed that the 

activation barrier for CO dissociation on 

Rh(553) is approximately 100 kJ/mol lower 

than on Rh(111).14 In a similar case, Lof-

freda et al. reported an activation barrier 

of 0.95 eV for NO dissociation on step 

sites of the Rh(511) surface in comparison 

to 1.61 eV on a flat Rh(111) surface.15 

Experimentally, it has been shown 

that the catalytic performance in 
 Fischer-Tropsch is dependent on the 

size and shape of the metal nanoparti-

cles. Xiao et al. showed a strong particle 

size dependency for the aqueous phase 

FT synthesis by small Ru clusters with 

dimensions between 1.5 and 4.5 nm.16 

The group of De Jong17, 18 have shown that 
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the optimal Co particle size lies around 

6 nm with a strong decrease of the FTS 

activity with decreasing particle size. 

These authors suggested that the rate of 

CO dissociation decreases when the Co 

particles become smaller. 

These considerations imply that the 

rate of CO dissociation will strongly 

depend on the particle size and the geo-

metry of the surface ensemble involved 

in the dissociation reaction. The catalytic 

properties of very small particles may 

differ from larger ones because of a lower 

extent of electron delocalization. The 

influence of the structure of the site over 

which CO dissociates is also to be taken 

into account. It may be argued that the 

ability to stabilize B
5
 sites will also de-

pend on the particle size.9 To the best of 

our knowledge, there has been only one 

study of CO dissociation over nanosized 

clusters by Lanzani et al., who computed 

a reaction barrier of 0.77 eV for CO disso-

ciation on the facets of a Fe
55

 icosahedron  

particle.19 

In the present theoretical study we 

employed DFT to investigate the role of 

B
5
 sites for CO dissociation. In order to 

understand the influence of electron (de)

localization, we computed barriers for 

CO dissociation on B
5
 sites stabilized on 

small metal clusters and extended peri-

odic surfaces. Moreover, whereas on one 

side extended surfaces are characterized 

by their strong electron delocalization 

and on the other side small metallic clus-

ters exhibit quantum confinement, the 

electronic properties of nanoparticles lies 

in between these two extremes. Further-

more, in comparison to periodic surfaces, 

small metal clusters (or nanoparticles) 

contain a larger variety of adsorption sites 

for CO (terraces, facets) that can potenti-

ally facilitate its dissociation. Therefore, a 

number of mechanisms for CO dissocia-

tion on small metal clusters with 13 and 

57 Rh atoms was included.

By our knowledge, this is one of the 

few articles19 that discusses the Rh parti-

cle size effect for CO dissociation by DFT.

3.2 Model and 
 Computational Methods

All calculations were performed using 

a plane-wave density functional theory 

approach with the projector-augmented 

wave (PAW) method20,21 as implemen-

ted in the Vienna ab initio simulation 

package (VASP).22,23 The Perdew-Bec-

ke-Ernzerhof (PBE) exchange-correlation 

functional was used.24 The kinetic energy 

cutoff for the plane wave basis set was 

500 eV. We applied Monkhorst-Pack 

mesh k-points of (5x5x1) for the Rh(100) 

and (111) surface, (3x3x1) for the Rh(211) 

surface and the g-point for the Rh
13
 

cluster and the Rh
57

 nanoparticle. For the 

surfaces, the dipole-dipole interaction 

between the super cells has been avoided 

3
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by adsorption on both sides of the surface 

retaining a center of inversion. In the 

calculations all the degrees of freedom 

of the system have been optimized using 

the conjugate-gradient technique. The 

reaction paths have been generated by the 

nudged elastic band (NEB) as implemen-

ted in VASP.25 The transition states (TS) 

have been confirmed by the saddle points 

obtained from frequency calculations. 

Frequencies have been calculated using 

the finite displacement technique. The 

bulk Rh-Rh distance from our calculati-

ons corresponds to 2.71 Å with a binding 

energy of -5.91 eV/atom, which is in good 

agreement with the experimental repor-

ted value for the binding energy of -5.75 

eV/atom and the Rh-Rh distance  

of 2.69 Å.26 

Three different models have been 

used to carry out quantum chemical 

calculations of the active B
5
 site: (1) A Rh

13
 

system for the cluster, (2) a Rh
57

 system 

for the nanoparticle and (3) Rh(100) and  

Rh(111) slabs and Rh(211) steps for the 

periodic/extended surface. The optimized 

Rh
13
 cluster is shown in Figure 3.1a. In a 

recent theoretical study it was shown that 

this cluster shows relatively high stability 

among clusters between 3-13 atoms.27 

The cluster was placed in a cubic 

supercell maintaining a vacuum gap of at 

least 10 Å between the neighboring ima-

ges. The binding energy of the Rh atoms 

in the clusters is -4.02 eV/atom and the 

magnetic moment is 0.69 μ/atom. These 

values are very similar to these reported 

by Shetty et al., that is a binding energy 

of -3.66 eV/atom and a magnetic moment 

of 0.7 μ/atom using the PW-91 functional 

in combination with ultra-soft pseudopo-

tentials.27

In the case of the nanoparticle, a 

semi-cuboctahedron consisting of 57 

rhodium atoms was constructed (Figure 

3.1b). The cuboctahedron has six (100) 

facets and eight (111) facets. On one of the 

(100) facets rhodium atoms were adsor-

bed on two adjacent fourfold sites. The 

cluster was placed in a cubic supercell 

maintaining a vacuum gap of at least 15 

Å between the neighboring images. The 

binding energy is -4.70 eV/atom and the 

magnetic moment is 0.47 μ/atom. 

For the (100) open and (111) terrace, 

a 3 x 3 supercell consisting of 5 layered 

slabs was considered, while for the (211) 

stepped surface was constructed a 2 x 3 

supercell consisting of 8 layered slabs. 

The vacuum layer for all three surfaces 

was at least 15 Å. The CO coverages were 

0.11 ML, 0.11 ML and 0.056 ML for the 

(100), (111) and (211) surfaces, respectively.
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Figure 3.1: The optimized Rh
13
 and Rh

57
 systems. The red lines represent the B

5
 site, which 

consists of four atoms in a square formation and one atom in a fourfold coordination on a 

neighboring square site.

3.3 Results

In this section we discuss the ads-

orption and dissociation of CO on Rh(111), 

Rh(100), and Rh(211) surfaces,  the Rh
13
 

cluster and the Rh
57

 nanoparticle.

3.3.1 Rh13 Cluster 

For CO dissociation on the Rh
13
 

cluster, the geometries and the potential 

energy diagrams are presented in Figures 

3.2 and 3.3, respectively. Four different 

pathways for CO dissociation were consi-

dered, i.e. one on the B
5
 site, two on the 

face and one on the side of the particle.

We will briefly elaborate on the CO 

dissociation mechanism for each of these 

sites (Figure 3.2). For the B
5
 site CO pre-

ferentially adsorbs on a threefold site in 

the initial state (IS). In the transition state 

(TS) the C atom stays in the threefold 

site, while the O atom moves to a bridge 

site. The final state (FS) leaves the C and 

O located in threefold and bridge sites, 

respectively. Importantly, the TS does not 

involve sharing of metal atoms between 

C and O. In contrast to the dissociation 

mechanism on the B
5
 site, the other sites 

involve sharing of metal atoms between C 

and O. For the f1 site CO initially adsorbs 

on a bridge site. During the reaction C 

and O move to threefold and bridge sites, 

respectively. In this case, two metal atoms 

are shared in the TS by C and O. In the 

FS, C remains in the threefold site, while 

O moves to another bridge site. On the 

side of the Rh
13
 particle, CO adsorbs in 

3
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a fourfold site. In the TS, C remains in 

the fourfold site and O moves to a bridge 

site. As was the case for the f1 site, also 

here the TS involves two metal atoms 

being shared by C and O. Finally, simi-

lar to the f1 site, CO adsorbs on a bridge 

site for the f2 site. Dissociation proceeds 

by moving C to a threefold site, while O 

moves “upward” to a bridge site. In this 

case, one metal atom is shared between 

C and O in the TS. In the FS, C remains 

in the threefold site, while O moves to a 

bridge site.

From inspection of Figure 3.3 it 

follows that CO adsorbs strongest on 

bridge sites (f1 and f2: 1.93 eV), followed 

by adsorption on a threefold coordinated 

site (B
5
: 1.47 eV) and a fourfold coordina-

ted site (side: 0.92 eV). To investigate the 

influence of the relaxation of the metal 

atoms upon adsorption of CO, deformati-

on energies of the cluster were calculated. 

The deformation energy of the cluster is 

defined as the single point energy of the 

cluster with CO minus the energy of the 

cluster without CO with an optimized 

geometry. The deformation energies were 

found to be very similar for the various 

adsorption sites and were 0.16, 0.29, 

0.29 and 0.23 eV, for B
5
, f1, f2 and sites, 

respectively. 

The coordination numbers of the me-

tal atoms involved in binding of carbon in 

the IS are reported in Table 3.1. It is seen 

that lower coordination numbers result 

in lower adsorption energies. This trend 

contrasts the tendency to have strong ads-

orption associated when CO is bound to 

metal surface atoms with a lower coordi-

nation number as follows from the Bond 

Order Conservation (BOC) principle.28 

We will elaborate on this peculiarity in 

the Discussion section.

The activation barriers for CO dissoci-

ation on the f1, f2, side and B
5
 sites were 

calculated to be 3.56, 3.23, 3.11 and 2.58 

Table 3.1: The preferred adsorption site, coordination numbers (CN) of the metal atoms 

involved in the Rh-C bonding in the IS, energy of adsorption (E
ads

) and C-O bond distances 

for each of the four different pathways studied on the Rh
13
 particle.

Adsorption 

site

CN Eads [eV] C---O Bond distance [Å]

IS TS FS

B
5
 site Threefold 4, 5, 5 1.47 1.20 2.22 3.70

f1 Bridge 4, 5 1.93 1.19 1.94 4.22

f2 Bridge 4, 5 1.93 1.19 2.02 4.72

side Fourfold 3, 3, 4, 5 0.92 1.22 2.11 4.85
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Figure 3.2: The four different CO dissociation pathways on the Rh
13
 cluster. 

eV, respectively. The three highest TS 

energies for f1, f2 and “side” sites involve 

a TS in which one or more metal atoms 

are shared between the C and O atoms. 

The C-O distances are also listed in Table 

3.1. Although there is considerable variati-

on among the TS barriers of the four dif-

ferent pathways, there seems to be little 

correlation between the CO distances and 

these energies. One may furthermore 

note that none of the CO dissociation bar-

riers lies below the gas phase energy. 

3.3.2 Rh57 nanoparticle

Next, we will discuss the dissociation 

pathways of CO on a Rh
57

 semi-cubocta-

hedron nanoparticle. In contrast to the 

Rh
13
 cluster, the Rh

57
 nanoparticle shows 

an electronic band structure more similar 

to that of extended surfaces as follows 

from the density of states (not shown 

here). The considered reaction pathways 

were chosen similar to those investigated 

for the Rh
13
 cluster. Two of these path-

ways proceed on (100) and (111) facets of 

the nanoparticle and the other two on 

the B
5
 site. The geometries and energy 

pathways are shown in Figures 3.4 and 

3.5, respectively. 

CO dissociation on the (100) facet is 

very similar to that of the ‘side’ site for 

3
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the Rh
13
 particle with CO initially adsor-

bed in the fourfold site. In the TS, C and 

O share two metal atoms. In the FS, C 

occupies a fourfold site, while O moves 

to a bridge site. CO is threefold coordina-

ted on the (111) facet. In the TS, C and O 

share one metal atom. The FS has C in 

the initial threefold site with O moving to 

an adjacent threefold site. Two different 

mechanisms were studied for CO dis-

sociation over a B
5
 site. The first one (B

5
 

mechanism 1) starts from CO adsorption 

on a bridge site with the C moving to a 

fourfold site in the TS, whilst O moves 

toward the top metal of the B
5
 site. In the 

TS no metal atoms are shared between C 

and O. In the FS, O moves to the top brid-

ge site with C remaining in the fourfold 

site. The other mechanism involves CO 

initially adsorbed on the threefold site. In 

the TS, O moves to the bridge site below 

the step and C remains in the threefold 

site. The final state involves O in the 

threefold site of the (111) facet and C in 

its initial position. As in the other cases 

considered here the TS does not involve 

Figure 3.3: Potential energy diagram of CO dissociation of four different adsorption sites on 

a Rh
13
 nanoparticle. The values in brackets are the adsorption energies with respect to gas 

phase CO (left), the activation barrier with respect to adsorbed CO adsorbed (middle) and 

the reaction energy (right).
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metal atom sharing between C and O. 

The CO adsorption energy on the 

(111) and (100) facets and B
5
 site with 

mechanism 1 were 2.15, 2.11 and 1.95 eV 

respectively. The CO adsorption energy 

on the B
5
 site with mechanism 2 was 

significantly lower with a value of 1.76 eV. 

Interestingly, the activation barrier for 

CO dissociation for mechanism 2 on the 

B
5
 site was much lower (1.85 eV) than the 

barriers for the (111) and (100) pathway 

and B
5
 site with mechanism 1, which 

amounted to 2.48, 2.14 and 2.51 eV, 

respectively. The coordination numbers 

(CN) of the metal atoms involved in the 

Rh-C bonding are collected in Table 3.2.

The higher the metal-metal CN of 

the metals involved in CO adsorption, 

the lower the CO adsorption energy. For 

example, the two adsorption sites (100) 

and the B
5
 site with mechanism 2 have 

the lowest CO adsorption energies and  

contain one or more metal atoms with 

a CN of 8 or more. On the contrary, the 

two sites with the highest CO adsorption 

energies, (111) and the B
5
 site with mecha-

nism 1, have no metal atoms with such 

a high CN. Similar to the Rh
13
 cluster, 

deformation energies were calculated and 

were found to be 0.07, 0.12 0.12 and 0.20 

eV for the (100), (111) and the B
5
 sites with 

mechanisms 1 and 2, respectively.

In general, the sharing of metal atoms 

results in higher activation energies, as 

Table 3.2: The preferred adsorption site, coordination numbers (CN) of the metal atoms 

involved in the Rh-C bonding in the IS, energy of adsorption (E
ads

) and C-O bond distances 

for each of the four different pathways studied on the Rh
57

 particle.

Adsorption 

site

CN E
ads

 [eV] C---O Bond distance [Å]

IS TS FS

(100) facet Fourfold 5, 7, 7, 8 1.95 1.22 1.92 5.07

(111) facet Threefold 5, 7, 7 2.15 1.21 1.89 3.25

B
5
 

mechanism 1
Bridge 5, 7 2.11 1.19 2.13 4.41

B
5
 

mechanism 2
Threefold 5, 8, 10 1.76 1.21 1.98 4.85

3
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can be derived from Figure 3.5. For exam-

ple, the activation barriers for the CO 

dissociation on the (111) facets (2.48 eV), 

where one metal atom is shared, is signi-

ficantly higher as compared to the B
5
 site 

with mechanism 2 (1.85 eV), which does 

not involve surface metal atom sharing 

of C and O in the TS. Moreover, upon 

comparison of the CO distance in the IS 

and FS between the two mechanism on 

the B
5
 site (no metal atom sharing), it can 

be deduced that when the transition state 

lies further away from the initial state, 

this results in a high activation energy. 

To elaborate: the CO distance in the IS 

for the B
5
 site with mechanism 1 is 1.19 

Å as compared to 2.13 in the TS, giving a 

difference of 0.94 Å. This is significantly 

larger than the difference in CO distance 

between IS and TS for mechanism 2 on 

the B
5
 site which is only 0.77 Å.

The C-O distances for the IS, TS and 

FS for each of the four different pathways 

are presented in Table 3.2. From Table 

3.4 and Figure 3.5 it can be seen that the 

CO distance in the FS on the (100) facet 

is significantly longer with respect to the 

other sites. In contrast, the CO distance 

in the FS of the (111) facet is considerably 

shorter as compared to the other sites. 

Figure 3.4: The four different CO dissociation pathways on the Rh
57

 nanoparticle. 
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This is reflected in the dissociation ener-

gies, which is higher for the (111) facet 

(-0.78 eV) as opposed to the (100) facet 

(-0.56 eV). 

Finally, note that none of the CO dis-

sociation barriers lie below the gas phase 

energy. 

3.3.3 Rh surfaces 

In this section, we discuss the disso-

ciation of CO on the flat (111) surface, the 

open (100) surface and the stepped (211) 

surface. Four different CO dissociation 

mechanisms were studied. The geome-

tries and the energies are presented in 

Figures 3.6 and 3.7, respectively.

 On the (100) flat surface, CO adsorbs 

on a fourfold coordination site. In the TS, 

O and C share two metals atoms. The 

C atom resides in a fourfold site, while 

O occupies the bridge site. In the FS, O 

has moved to another bridge site. CO 

adsorption on the (111) surface is similar 

to the (111) facet on the Rh
57

 nanoparti-

cle and proceeds from a threefold site. 

Figure 3.5: The energies corresponding to the initial, transition and FS of the four different 

CO dissociation pathways on a Rh
57

 nanoparticle. The reported values on the left, middle 

and right of the graph represent the adsorption energy with respect to gas phase CO, the 

activation barrier with respect to CO adsorbed and the reaction energy respectively.

3
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During the reaction the C atom remains 

in the threefold site, while O moves to 

a bridge site. One metal atom is shared 

in the TS. The final geometry has the O 

atom moved to another threefold site. Si-

milar to the B
5
 site on the Rh

57
 nanoparti-

cle, there exist two different mechanisms 

on the (211) surface. In the first mecha-

nism, CO adsorbs on a bridge site. Du-

ring the reaction, C moves to a threefold 

site, while O moves to a bridge site. In the 

FS the C remains in a semi threefold site, 

while the O moves to another threefold 

site. In the TS one metal atom is shared. 

In the second mechanism on the (211) 

surface, CO adsorbs on a threefold site. 

In the TS, C remains in the threefold site, 

while O moves to a bridge site. In the 

TS no metal atoms are shared. In the FS 

both C and O remain at the same site as 

in the TS.

From Figure 3.6 and 3.7 it can be seen 

that CO binds strongest on the bridge 

site of the (211) stepped surface (2.11 eV), 

followed by the fourfold site on the (100) 

surface (1.91 eV), the threefold site of the 

(111) surface (1.81 eV) and finally on a 

threefold site of the (211) surface (1.76) eV. 

Similar to the Rh
57

 nanoparticle, an analy-

sis of the CN of the metal atoms involved 

in the Rh-C bonding is performed. The 

results are collected in Table 3.3.

Similar to the case of the Rh
57

 nano-

particle, the sites with the lowest ads-

Table 3.3: The preferred adsorption site, coordination numbers (CN) of the metal atoms 

involved in the Rh-C bonding in the IS, energy of adsorption (E
ads

) and C-O bond distances 

for each of the four different pathways studied on the Rh surfaces.

Adsorption 

site

CN Eads 

[eV]

C---O Bond distance [Å]

IS TS FS

(100) Fourfold 8, 8, 8, 8 1.91 1.21 1.91 4.23

(111) Threefold 9, 9, 9, 9 1.81 1.19 1.90 3.01

B
5
 

mechanism 1 Bridge 7, 7 2.11 1.18 1.95 4.12

B
5
 

mechanism 2
Threefold 9, 9, 9 1.76 1.26 2.09 3.09
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Figure 3.6: The four different pathways on the Rh surfaces.vation barrier with respect to CO 

adsorbed and the reaction energy respectively.

orption energy correspond to sites where 

the metal atoms have high coordination 

numbers, whereas the adsorption sites 

of the highest adsorption energy contain 

metal atoms with a coordination number 

smaller than 8. Indeed, both the (111) as 

well as the B
5
 (mechanism 2) site contain 

three Rh atoms with CN = 9 and the 

adsorption energies of these sites are very 

similar, that is 1.76 and 1.81 eV, respecti-

vely.

From Figure 3.6 it can be seen that 

for the (100), (111) and B
5
 (mechanism 1) 

site, one or more metal atoms are shared 

between C and O atom in the TS, while 

for the B
5
 (mechanism 2) site, no metal 

atoms are shared. As is the case for the 

Rh
57

 particles also here the absence of the 

sharing of metal atoms among C and O 

atom lowers the activation energies. Mo-

reover, the sharing of metal atoms with 

a higher CN results in higher activation 

energies as compared to the sharing of 

metal atoms with a low(er) CN. On the 

(111) site one metal atom with CN = 9 is 

being shared between C and O, while for 

the (100) site two metals atoms with CN 

= 8 are shared. The activation energy for 

3
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CO dissociation on the (111) site (3.04 eV) 

is significantly higher as compared to the 

activation energy on the (100) site (1.97 

eV).

The C-O distances for the IS, TS and 

FS for each of the four different pathways 

are presented in Table 3.3. Similar to 

the reaction pathways for Rh
13
 and Rh

57
 

particles, the cases involving a final state 

with large d
C---O

 distances represents a 

less endothermic reaction energies. For 

example, the (100) pathway has a dC---O 

distance of 4.23 Å and a reaction energy 

of 0.56 eV, whereas the (111) pathway has 

a d
C---O

 distance of 3.01 Å and a reaction 

energy of 1.63 eV. Finally, note that only 

the CO dissociation barrier of mecha-

nism 2 on the B
5
 site lies below the gas 

phase energy.

 

Figure 3.7: The energies corresponding to the initial, transition and FS of the four different 

CO dissociation pathways on different surfaces. The reported values on the left, middle 

and right of the graph represent the adsorption energy with respect to gas phase CO, the 

activation barrier with respect to CO adsorbed and the reaction energy respectively.
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3.4 Discussion

We have carried out a theoretical 

study to quantify the role of active B
5 

sites for CO dissociation on a Rh cluster, 

a nanoparticle and extended surfaces. 

In this section, we will discuss the three 

different features (adsorption, transition 

state and reaction energy) of CO dissoci-

ation on the different systems that were 

studied.

From the adsorption energies with 

respect to the CN of the Rh atoms in-

volved in the Rh-C bonds, a clear trend 

is visible for the Rh
57

 nanoparticle and 

the Rh surfaces. CO interaction with Rh 

atoms with lower CN result in stronger 

bonds, because these metal surfaces have 

an upward shift of the d-band center, 

resulting in a better overlap with the CO 

5s and 2p* orbitals.4,29-31 This trend does 

not hold for CO adsorption on the Rh13 

cluster. Besides the effect of the CN of the 

surface atoms, which obviously does not 

explain the lower adsorption energy for 

Rh
13

, the effect of the more substantial 

deformation of the small cluster or the 

mode of CO adsorption may explain this 

deviant behavior.

Concerning the former, it is indeed 

noticed that the Rh
13
 cluster deforms 

more substantially upon CO adsorption 

than the Rh
57

 nanoparticle does. Thus, 

one may hypothesize that the CO ads-

orption energies on small clusters are 

lower because of the relaxation of the 

metal-metal bonds that occurs upon 

adsorption of CO or, alternatively, to the 

coordination of the Rh-C bond due to the 

strong delocalization of the electron den-

sity. However, by close inspection of the 

deformation energies, it can be seen that 

the deformation energy for the f1 and f2 

sites on the Rh
13
 cluster are both 0.29 eV, 

whereas these sites have the highest CO 

adsorption energy (1.93 eV, Figure 3.3). 

This indicates that the effect of deforma-

tion is not explaining the different CO 

adsorption energy for the smallest clus-

ter. Thus, although we cannot give a very 

clear explanation to the deviant behavior, 

our results show a preference for CO 

adsorption on the bridge site, followed 

by a threefold and fourfold coordination, 

for very small clusters. This different 

order of stable adsorption geometries is 

analogous for the Rh clusters investigated 

by Shetty et al.27   

Upon comparison of the Rh
13
 cluster 

(Figure 3.3), Rh
57

 nanoparticle (Figure 

3.5) and extended Rh surfaces (Figure 

3.7), it can be concluded that the activati-

on energies decrease with an increasing 

particle size. Our results show that there 

3
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occurs more relaxation of the metal 

atoms to accommodate the CO in the TS 

for smaller system sizes, which could 

explain the higher activation energies of 

these systems. 

In all cases, CO dissociation is most 

favorable on the B
5
 site. The two most im-

portant explanations for the low barrier 

are the absence of metal sharing between 

C and O in the TS and the different 

binding site of CO in the initial state 

and of C in the TS.9 Indeed, in all three 

cases of the B
5
 pathway via mechanism 

2, no metal atoms are shared in the TS, 

whereas CO dissociation on the (100) and 

(111) facets of the Rh
57

 nanoparticle and 

the f1, f2 and “side” pathways on the Rh
13
 

cluster involves one or more metal atoms 

being shared between the C and O atoms. 

Although this explains why the activation 

barrier for the B
5
 pathway via mechanism 

2 is significantly lower as compared to the 

other pathways, it does not explain why 

the activation barrier on the same B
5
 site 

via mechanism 1 on the Rh
57

 nanoparticle 

and the stepped (211) surface is signifi-

cantly higher as compared to mechanism 

2 on the B
5
 site. Indeed, the activation 

barrier for CO dissociation on the (100) 

facet of Rh
57

 is lower than the one of the 

B
5
 site with mechanism 1, despite the 

metal atom sharing in the former case. 

In the case where the CN of the 

Rh atoms involved in the Rh-C bonds 

is lower for the IS as compared to CN 

numbers of the Rh atoms involved in the 

Rh-C bonds in the TS, this increases the 

activation energy for CO dissociation. For 

example, for the Rh atoms involved in the 

Rh-C bonds for the B
5
 site with mecha-

nism 1, the CN are 5 and 7 for the Rh
57

 

particles and 7 and 7 for the (211) surface. 

Their corresponding CNs in the TS are 5, 

7, 8 and 9 for the Rh
57

 particles and 7, 7, 

9 and 9 for the (211) stepped surface. In 

other words, the accommodation of the 

C atom in the TS requires bonding with 

less Rh atoms with higher CN. This phe-

nomenon does not occur for the pathway 

on the B
5
 site via mechanism 2, because 

the C atoms remains in the TS in the 

same threefold coordination as in the IS. 

If we compare the different energy pa-

thways on each of the three system sizes, 

it can be seen that only the B
5
 mechanism 

2 pathway on the (211) surface shows a TS 

below the CO gas phase energy. Therefo-

re, only on this system CO dissociation is 

favored, while in all the other cases, the 

desorption of CO is more likely. 

3.5 Conclusion

The present work describes 12 diffe-

rent CO dissociation pathways on three 

different system sizes (13 atom cluster, 57 

atom nanoparticle and extended surfa-
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ces) using DFT. It was found that for the 

nanoparticle and the extended surfaces 

the CO adsorption energy correlates 

with the CN of the Rh atoms. This trend 

does not hold for the smallest cluster 

and, in this case, the coordination mode 

of the CO adsorption (bridge, threefold 

or fourfold) appears to be of overriding 

importance in determining the adsorpti-

on energy. 

The major factors governing the TS 

energies for CO dissociation are (i) the 

sharing of metal atoms by the C and O 

in the TS and (ii) the coordination of the 

metal atoms involved in the Rh-C bond 

in the TS versus their coordination in 

the IS. Sharing of the C and O fragments 

with surface metal atoms in the TS leads 

to an increase in the dissociation barri-

er. Conversely, a lower CN of the metal 

atoms involved in the Rh-C bond in the 

TS as compared to the CN of the metal 

atoms involved in the Rh-C bond in the 

IS lowers the dissociation barrier.

In all but one case the energy barrier 

for CO dissociation is higher than the 

desorption energy for CO: CO dissocia-

tion is possible over a B
5
 site on the (211) 

surface, where CO is initially adsorbed 

on a threefold site and carbon remains 

in this threefold site, while the oxygen 

moves to a bridge site.

The present data show that CO 

dissociation becomes more likely for 

larger particles. The results suggest that 

the decrease in activation energy for CO 

dissociation is an effect of the site topo-

logy rather than an electronic effect. The 

reported optimum in the particle size in 

experimental data should be due to an 

optimum density of B
5
 sites as a function 

of the particle size. ■
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Abstract

All relevant elementary reaction steps relevant to CO 
hydrogenation into methane, ethylene, formaldehyde, methanol, 
and ethanol on Rh(211) were studied using density functional 
theory. The calculations show that CO dissociation proceeds 
in a direct fashion without hydrogen assistance. For C-C 
bond forming reactions, the most facile CO insertion step 
is C+CO coupling and the most facile CH

x
+CH

y
 reaction is 

C+C coupling. Water formation proceeds by proton migration 
between two hydroxyl species. The kinetic parameters 
from this study form the basis for a microkinetics model 
to compute rates and selectivities of CO hydrogenation.

★ The major difference between a thing that might 

go wrong and a thing that cannot possibly go wrong 

is that when a thing that cannot possibly go wrong 

goes wrong it usually turns out to be impossible to 

get at and repair. ★

Douglas Adams 
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4.1 Introduction

The decline in readily available fossil 

fuel resources has motivated the search 

for alternative sources of fuels and 

chemicals.1 The valorization of abundant 

and cheap natural gas into liquid trans-

portation fuels by the Fischer–Tropsch 

reaction is increasingly practiced at the 

industrial scale as an economically viable 

alternative to crude oil refining. The 

Fischer–Tropsch reaction converts syn-

thesis gas into long-chain hydrocarbons. 

The active phase in industrial Fischer–

Tropsch catalysts is usually composed of 

Fe or Co.2-6 Ruthenium is one of the most 

active Fischer–Tropsch metals, but it is 

too expensive to be used in commercial 

settings. Co, Fe, and Ru can catalyze the 

Fischer–Tropsch reaction, because these 

transition metals can dissociate CO at 

sufficiently high rates.

When less reactive transition metals 

that dissociate CO at lower rates are used 

to hydrogenate carbon monoxide, prod-

ucts other than long-chain hydrocarbons 

are obtained. For instance, Ni mainly pro-

duces methane and Cu methanol, while 

Pd, Ir, and Pt predominantly convert CO 

into methanol.7-10 The use of Rh is nota-

ble because of its high selectivity for the 

production of ethanol.7,10,11 Among other 

uses, ethanol is an attractive intermedi-

ate for the production of light olefins.12 

Many experimental works have focused 

on optimizing the ethanol yield of Rh 

catalysts.13-23 In addition to methanol and 

ethanol, small amounts of olefins (pri-

marily ethylene) and oxygenates such as 

acetaldehyde and acetic acid are obtained 

with these catalysts. The formation of 

C
2
-oxygenates by Rh catalysts is usually 

explained by its intermediate activity in 

CO dissociation.7,24 

Quantum chemical modeling based 

on density functional theory (DFT) can 

predict the kinetic parameters for the  

elementary reaction steps that under-

lie the mechanisms of heterogeneous 

reactions with good accuracy. The use of 

first principles kinetic parameters in mi-

crokinetics simulations provides insight 

into the dependence of catalyst sensitivity 

on the structure of the catalytic surface 

and the composition of the adsorbed 

layer under reaction conditions.25-27 

With advances in computing power, it is 

currently possible to carry out compre-

hensive studies for increasingly complex 

catalytic reactions such as the Fischer–

Tropsch reaction.28,29 In our recent work, 

we resolved important issues related to 

the Fischer–Tropsch reaction involving 

catalytic site requirements, the nature of 

chain propagation, and the effect of the 

reactivity of the transition metal.29 The 

active sites for the Fischer–Tropsch reac-

tion are step-edge sites on the surfaces of 
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sufficiently reactive transition metals that 

catalyze long-chain hydrocarbon forma-

tion.

Pertinent questions concerning CO 

hydrogenation on Rh catalysts relate to 

the optimum site for CO dissociation, the 

mode of CO dissociation and the domi-

nant C-C coupling mechanism. Several 

theoretical studies have been carried out 

to study some of the elementary reaction 

steps relevant to these issues; planar 

Rh(111) and stepped Rh(211) surfaces have 

been the subjects of most of these inves-

tigations.8,25,26,30-36 However, a complete 

mechanistic study of CO hydrogenation 

on Rh that clarifies the abovementioned 

issues for Rh catalysts is lacking. 

The activation energy for CO disso-

ciation on the Rh(111) terrace surface is 

known to be very high (Eact > 250 kJ/

mol).8,25,30,34,35,37 Choi and Liu showed 

that hydrogen-assisted CO dissociation 

via HCO is more favorable on the close-

packed surface than direct CO dissocia-

tion.8 We reported that CO dissociation is 

preferred on stepped surfaces compared 

with the terraced (111) and (100) surfaces 

of Rh.30 In line with these results, Kapur 

and co-workers concluded that hydro-

gen-assisted CO dissociation via CHOH 

is the preferred route on Rh(111), while 

the most favorable path on Rh(211) is di-

rect CO dissociation.24 DFT calculations 

combined with microkinetics simula-

tions of the steam reforming reaction of 

methane showed that CO formation via 

HCO competes with direct CO forma-

tion.26,30-32 C–C coupling reactions on 

Rh surfaces have also been investigated 

by quantum-chemical modeling.8,24,33,38 

Choi and Liu concluded that CH
3
 + CO 

coupling is the main reaction pathway to 

C
2
-oxygenates.8 Alternatively, Kapur et 

al. found that CH
2
 + CO coupling is the 

most feasible route for C
2
-oxygenate for-

mation on Rh(211) surfaces.24 The reverse 

ethanol decomposition reaction has been 

studied more frequently in the past;33,39-42 

for instance, Zhang et al. found that eth-

anol decomposition proceeds via CH
3
CO 

dissociation on Rh(111) and Rh(211) sur-

faces, with the barrier being the lowest on 

the stepped surface.33 

In the present study, we have inves-

tigated the relevant elementary reaction 

steps for the hydrogenation of CO to 

methane, ethylene, formaldehyde, meth-

anol, and ethanol on the stepped Rh(211) 

surface using quantum chemical DFT 

calculations. This choice was motivated 

by the very high barrier for CO dissocia-

tion on terraced surfaces;30 under typical 

reaction conditions, the rate of CO disso-

ciation on these surfaces is extremely low. 

All relevant coupling reactions between 

CH
x
 and CO were taken into account in 

this study, and the oxygen atoms originat-

ing from CO dissociation were removed 

as water. 

4
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The calculated reaction barriers are 

used to construct a microkinetics model 

(see chapter 5) for CO hydrogenation on 

Rh(211).

4.2 Computational method

All DFT calculations were performed 

using the plane-wave approach with the 

projector-augmented wave (PAW) meth-

od43,44 implemented in the Vienna Ab 

Initio Simulation Package (VASP).45,46 

The Perdew–Burke–Ernzerhof (PBE) ex-

change correlation functional was used.47 

The kinetic energy cutoff for the plane-

wave basis set was 400 eV, and a Brillou-

in zone sampling of 5x5x1 k-points was 

used. We modeled the surface using the 

Rh(211) termination of fcc Rh  (Figure 4.1) 

in a 3x2 supercell with periodic boundary 

conditions. In order to avoid spurious 

interactions between system images, a 

vacuum layer of at least 10 Å was added 

perpendicular to the surface. To confirm 

that the vacuum layer was large enough, 

we verified that the electron density 

approached zero at the border of the 

supercell. To avoid dipole-dipole interac-

tions between supercells, we placed the 

adsorbates on both sides of the surface 

to retain an inversion center. Electronic 

convergence was set to 10−5 eV, and ge-

ometries were converged to 10−4 eV using 

a conjugate-gradient algorithm that em-

ploys trial and corrector steps to converge 

both the energy of the structure as well as 

the forces on the ions. To determine tran-

sition states, we employed the nudged 

elastic band (NEB) method developed by 

Jónsson et al.48 All optimized transition 

geometries corresponded to a first-or-

der saddle point on the potential energy 

surface, as determined by frequency 

analysis. The vibrational frequencies of 

local minima and transition states were 

computed using the finite displacement 

method. These frequencies were then 

used to determine the zero-point energy 

(ZPE) correction to the electronic energy. 

The computed Rh–Rh bulk distance of 

2.71 Å and the cohesive energy of -5.91 

eV/atom correspond well to experimental 

values of 2.69 Å and -5.75 eV/atom.49 

4.3 Results and Discussion

DFT calculations were performed for 

all elementary reaction steps relevant to 

the formation of hydrocarbons (methane, 

ethylene, and ethane) and oxygenates 

(formaldehyde, methanol, acetaldehyde, 

and ethanol). These reaction steps were 
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grouped into the following categories: (i) 

direct and hydrogen-assisted CO disso-

ciation reactions; (ii) C hydrogenation 

reactions to CH
x
 intermediates and CH

4
; 

(iii) CO hydrogenation reactions to meth-

anol; (iv) CH
x
 + OH

y
; (v) CH

x
 + CH

y
 and 

(vi) CH
x
 + CO coupling reactions; (vii) 

CH
x
CH

y
 and (viii) CH

x
CH

y
OH

z
 hydroge-

nation reactions; and (ix) O hydrogena-

tion reactions that remove oxygen from 

the surface as water. The activation barri-

er values are given in the form of reaction 

networks that convert CO and H
2
 into C

1
 

products (methane, formaldehyde, and 

methanol; Figure 4.3) and C
2
 products 

(ethylene, ethane, acetaldehyde, and eth-

anol; Figure 4.5). The activation energies 

are given with respect to the most stable 

adsorbed state for each intermediate. 

First, we discuss the different adsorption 

sites and geometries of the intermediates. 

Second, we briefly discuss the individual 

elementary reaction steps and highlight 

the main trends in activation energies 

and transition state structures. 

4.3.1. Adsorption sites

Figure 1 shows the two-, three-, and 

four-fold bridge and top adsorption sites 

on the Rh(211) surface. Table 4.1  lists the 

most stable adsorption sites identified for 

the surface intermediates. It is worth-

while to point out some general trends. 

Rh(211) Legend
fourfold 

sites

fcc threefold
sites

rhodium

step edge upper edgelower edge

hcp threefold
sites

F
T

f 
1

T
h 
1

T
f 
2

T
h 
2

B1
B2

Figure 4.1: Schematic representation of the stepped Rh(211) surface. The coordination 

number (CN) of the surface atoms are CN = 7 for the step-edge, CN = 9 for the upper edge, 

and CN = 10 for the lower edge. Adsorption sites include one four-fold (F), two three-fold fcc 

(Tf), two three-fold hcp sites (Th), and two bridge (B) sites.

4
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Adsorbates that are saturated in terms of 

coordination tend to adsorb on bridge and 

top sites, whereas more reactive adsor-

bates tend to favor three- and four-fold 

coordination sites. For instance, CH
3
 

favors top adsorption on the step-edge 

atom, while atomic C favors four-fold 

coordination on the (100) facet below the 

step. We found that C
2
 and oxygenated C

1
 

and C
2
 adsorbates adsorb on the surface 

in a bidentate and, in some cases, in a 

tridentate manner.

To analyze the relative stabilities of 

the surface intermediates, a stability plot 

was constructed (Figure 4.2). All reported 

energies are given with respect to ad-

sorbed atomic C, O, and H. Lateral inter-

actions between adsorbates are ignored. 

From this plot, it is immediately clear 

that CO is very stable on the surface. The 

dissociation of CO into the C
1
 monomer 

is endothermic, which  is consistent with 

the less reactive nature of Rh compared 

with Ru and Co, on which the CO dissoci-

C

CO

CH

CHO

COH

CH2

CH2O

CHOH

CH3

CH3O
CH2OH

CH4

CH3OH

CCCCO CCH

CCOH
CHCO

CCHO

CCHO

CCH2

CHCH

CH2CO

CHCOHCHCHOCCHOH

CCH2O

CCH3

CHCH2

CH2COH

CH2CHO

CHCHOH

CHCH2O

CCH2OH

CHCH3

CH2CH2

CH3COH
CH3CHOCH2CHOH

CH2CH2O

CHCH2OH

CH2CH3

CH3CHOH

CH3CH2O

CH2CH2OH

CH3CH3

CH3CH2OH

-50

0

50

100

150

200

Figure 4.2: Stability plot of all surface reaction intermediates. Intermediates located closer 

to the center are more stable. The energy of each compound is calculated using atomic 

carbon, oxygen, and/or hydrogen adsorbed on the surface at infinite distance as the reference 

state (all energies are in kJ/mol). 
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Table 4.1: The preferred adsorption site, coordination numbers (CN) of the metal atoms 

involved in the Rh-C bonding in the IS, energy of adsorption (E
ads

) and C-O bond distances 

for each of the four different pathways studied on the Rh surfaces.

Adsorbate Site Geometry
CO T

h
1 Threefold

C F Fourfold
CH F Fourfold
CH

2
B2 Bridged

CH
3

T Top site, step-edge
CH

4
Gas phase Gas phase

CHO B2 Bridged
CH

2
O B2, T Bridged C, Top O

CH
3
O T Top O

CH
3
OH T Top O

COH B2 Bridged C
CHOH B2 Bridged C
CH

2
OH B2 Bridged C

CC F, T
h

1 C1 fourfold, C2 threefold
CCH F, T

h
1 C1 fourfold, C2 threefold

CCH
2

F, T
h

1 C1 fourfold, C2 threefold
CCH

3
F C1 fourfold, methyl towards gas phase

CHCH T
h

1, T
f
1 C1 threefold, C2 threefold

CHCH
2

B2 C1 bridged
CHCH

3
B2 C1 bridged

CH
2
CH

2
T, T C1 top, C2 top

CH
2
CH

3
B2 C1 bridged

CH
3
CH

3
Gas phase Gas phase (eclipsed)

CCO T
f
2, T

h
2 C1 threefold, C2 threefold, O on top

CHCO T
f
1 C1 bridged, C2 top

CH
2
CO T

f
2, T

h
2 C1 threefold, C2 bridged, O top

CCOH T
f
2, T

h
2 C1 threefold, C2 threefold

CHCOH T
f
2, T

h
2 C1 threefold, C2 threefold

CH
2
COH T

f
2, T

h
2 C1 bridged, C2 bridged, O top

CH
3
COH T

f
2 C2 bridged, O top

CCHO T
h

2 C1 threefold
CHCHO T

h
2 C1 threefold

CH
2
CHO T

h
2, T

f
2 C1 bridged, C2 top, O top

CH
3
CHO B2 C2 top, O top

CCHOH T
h

1 C1 threefold
CHCHOH T

h
2, T

f
2 C1 bridged, C2 bridged

CH
2
CHOH T

h
2, T

f
2 C1 top, C2 bridged

CH
3
CHOH T

h
2, T

f
2 C2 bridged

CCH
2
O T

h
2 C1 threefold, O top

CHCH
2
O T

h
2 C1 bridged, O top

CH
2
CH

2
O T

h
2, T

f
2 C1 top, C2 top, O bridged

CH
3
CH

2
O B2 C2-H top, O top

CCH
2
OH T

h
2 C1 bridged

CHCH
2
OH T

h
2, T

f
2 C1 bridged

CH
2
CH

2
OH T

f
2 C2 bridged, O top

CH
3
CH

2
OH Gas phase Gas phase

4
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ation reaction on similar stepped surfaces 

is exothermic. There is a substantial 

difference in energy between C or CH 

and CH
2
 or CH

3
; this implies that C and 

CH species are the dominant CH
x
 surface 

species under reaction conditions. Oxy-

genated species tend to be less stable on 

the surface than their oxygen-free coun-

terparts (e.g., CC is about 50 kJ/mol more 

stable than CCO). This difference relates 

to the relatively strong stability of atomic 

oxygen on the Rh(211) surface.

4.3.2 Direct and hydrogen-
mediated CO dissociation

Direct and hydrogen-assisted CO dis-

sociation on the stepped Rh(211) surface 

have been extensively studied before 

by us26,30,31 and other groups 24,38,50. To 

construct a consistent database of kinetic 

parameters for the complete chemical 

network, we computed these elementary 

reaction steps at the same computational 

accuracy as employed for the other reac-

tion steps. The activation barriers of the 

various CO dissociation reaction steps are 

tabulated in Table 4.2. Direct dissociation 

of CO, which has an activation barrier of 

173 kJ/mol, is preferred over H-assisted 

alternatives. The latter steps involve HCO 

and COH intermediates, whose forma-

tions are highly endothermic (93 and 103 

kJ/mol, respectively). The consecutive 

C–O bond scission step is as difficult as 

direct CO dissociation, with barriers of 

170 and 172 kJ/mol, respectively. Accord-

ingly, H-assisted CO dissociation has a 

much higher overall barrier compared 

with direct CO dissociation. Although di-

rect CO dissociation is the most favorable 

pathway, the forward activation energy of 

173 kJ/mol is substantially higher than 

values computed for the stepped surfaces 

of typical Fischer–Tropsch metals such 

as Ru (65 kJ/mol)28,51,52 and Co (92 kJ/

mol)51,53.

4.3.3 C hydrogenation to 
CH4

The forward and backward activation 

energies for the consecutive hydrogena-

tion steps of adsorbed carbon to gaseous 

methane are given in Figure 4.3 and 

Table 4.3. The results are consistent with 

available data in the literature,26,31,32 

which are reported here for comparison. 

The hydrogenations of C to CH and of 

CH to CH
2
 have relatively high activation 

energies of 80 and 78 kJ/mol, respective-

ly. The hydrogenation of CH to CH
2
 is 

endothermic by 55 kJ/mol. Consecutive 

hydrogenation steps from adsorbed CH
2
 

to CH
3
 and CH

3
 to CH

4
 have activation 

barriers of 33 and 50 kJ/mol, respective-

ly. The former two hydrogenation steps 

occur along the stepped surface, whereas 

the latter two take place at the step-edge. 

The reaction pathway of C hydrogenation 
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Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

1 CO* + *  C* + O* 173 92

2 CO* + H*  COH* 161 68

3 CO* + H*  CHO* 120 17

4 COH* + *  C* + OH* 170 168

5 CHO* + *  CH* + O* 172 140

Table 4.2: Direct and hydrogen-mediated CO dissociation on Rh(211). The reported forward 

and reverse energies are in relation to the most stable states found for the reactants and 

products and include zero-point-energy corrections.

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

6 C* + H *  CH* + * 80 91

7 CH* + H*  CH
2
* + * 78 23

8 CH
2
* + H*  CH

3
* + * 33 15

9 CH
3
* + H*  CH

4
 + 2* 50 36

Table 4.3: Methanation pathway from adsorbed carbon on Rh(211). The reported forward 

and reverse energies are in relation to the most stable states found for the reactants and 

products and include zero-point-energy corrections.

to CH
4
 is different from the pathway 

identified for the stepped Ru(1121) sur-

face, where only the first hydrogenation 

step to CH occurs along the step, and the 

other hydrogenation steps occur at the 

step-edge site.28 

4.3.4 CO hydrogenation 
to formaldehyde and 
methanol

Adsorbed CO can be hydrogenated to 

formaldehyde and methanol by a se-

quence of hydrogenation steps. In total, 

we considered ten different direct CO 

hydrogenation steps. These reactions 

include hydrogenation reactions of the 

carbon or the oxygen atom. The two reac-

4
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tions that lead to the formation of HCO 

and COH have already been discussed in 

section 4.3.2. The barriers for all of these 

elementary reaction steps are given in 

Figure 4.3; all CO hydrogenation steps 

are endothermic. The hydrogenation of 

HCO to methanol proceeds as follows. 

HCO that is initially bound in a bridged 

fashion by its C atom is hydrogenated 

at the step-edge with a relatively low 

barrier of 69 kJ/mol. The resulting H
2
CO 

adsorbate migrates to the bottom of the 

step and is bound to the surface by the 

C and O atoms. The forward barrier for 

hydrogenation to CH
3
O is high (146 kJ/

mol). Compared with the hydrogenation 

of CH
2
O to CH

3
O, CH

2
O desorption is 

more favorable at 99 kJ/mol.

For the CH
3
O intermediate, the octet 

rule is fulfilled for the C atom; thus, the 

binding of CH
3
O occurs only via the O 

atom at the step-edge to take advantage of 
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Figure 4.3: Forward and backward activation energies (kJ/mol) for the conversion of CO to 
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2
O, CH

3
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4
, and H
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the lower coordination number of the Rh 

step-edge atom. The final hydrogenation 

step to form methanol takes place with 

a forward reaction barrier of 60 kJ/mol, 

and the methanol desorption energy is 25 

kJ/mol.

The alternative hydrogenation path-

way to methanol proceeds by the hydro-

genation of COH. The reactions of this 

pathway occur at the step-edge site. COH 

is adsorbed on a fcc site prior to hydro-

genation. The hydrogenation of COH to 

HCOH has a forward barrier of 109 kJ/

mol. The hydrogenation of CHOH to 

CH
2
OH proceeds in a manner compa-

rable to the hydrogenation of HCO to 

H
2
CO; the respective forward barriers 

are 63 kJ/mol and 60 kJ/mol. The final 

hydrogenation step to form methanol is 

very difficult (Eact = 183 kJ/mol). Overall, 

the pathway that proceeds through C 

hydrogenation via CH
3
O is more favor-

able than the hydrogenation of the COH 

intermediate.

4.3.5 CHx + OHy coupling

A total of seven CH
x
 + OH

y
 coupling 

reactions were considered. Three of 

these coupling reactions are the reverse 

reactions of C–O bond cleavage reactions, 

namely those for CO, HCO, and COH 

intermediates. The other coupling reac-

tions are given in Table 4.5. All coupling 

reactions take place at the step-edge with 

the C atom bound to an Rh atom with a 

low coordination number of seven. The 

coupling proceeds via the migration of 

the OH
x
 adsorbate to the adjacent edge 

to form the C–O bond (see Figure 4.4). 

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

10 CHO* + H*  CHOH* + * 159 109

11 CH
2
O* + H*  CH

2
OH* + * 112 69

12 CH
3
O* + H*  CH

3
OH* + * 60 55

13 CHO* + H*  CH
2
O* + * 69 14

14 CH
2
O* + H*  CH

3
O* + * 146 72

15 COH* + H*  CHOH* + * 109 50

16 CHOH* + H*  CH
2
OH* + * 63 15

17 CH
2
OH* + H*  CH

3
OH* + * 183 147

Table 4.4: CH
x
-OH

y
 hydrogenation reactions on Rh(211). The reported forward and reverse 

energies are in relation to the most stable states found for the reactants and products and 

include zero-point-energy corrections.

4
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With the exception of CH + O coupling, 

all of the CH
x
 + OH

y
 coupling reactions 

are endothermic. The most facile cou-

pling reaction is that between CH
2
 and O 

to form formaldehyde 

(Eact = 95 kJ/mol; reaction 21), followed 

by CH
2
 + OH coupling (Eact = 118 kJ/mol; 

reaction 11). The result that CH
2
 + O cou-

pling is the most facile is in agreement 

with the literature.24

4.3.6 CHx + CHy coupling

C
2
 hydrocarbon formation by the cou-

pling of two C
1
 species can proceed in ten 

different ways. We were able to identify 

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

23 C* + C*  CC* + * 91 86

24 C* + CH*  CCH* + * 93 103

25 C* + CH
3
*  CCH

3
* + * 119 144

26 CH* + CH*  CHCH* + * 94 156

27 CH* + CH
3
*  CHCH

3
* 38 20

28 CH
2
* + CH

2
*  CH

2
CH

2
* 136 75

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

18 CH* + OH*  CHOH* + * 170 102

19 CH
2
* + OH*  CH

2
OH* + * 118 57

20 CH
3
* + OH*  CH

3
OH* + * 173 94

21 CH
2
* + O*  CH

2
O* + * 95 63

22 CH
3
* + O*  CH

3
O* + * 112 199

Table 4.5: CH
x
+OH

y
 coupling reactions on Rh(211). The reported forward and reverse 

energies are in relation to the most stable states found for the reactants and products and 

include zero-point-energy corrections.

Table 4.6: CH
x
-CH

y
 coupling reactions on Rh(211). The reported forward and reverse 

energies are in relation to the most stable states found for the reactants and products and 

include zero-point-energy corrections.
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Figure 4.4: (left) schematic representation of CH
x
 + OH

y
 coupling. The CH

x
 moiety resides 

at the step-edge. OH
y
 insertion proceeds by migrating the OH

y
 moiety to the upper-edge, thus 

enabling the formation of an C—O bond. (right) Schematic representation of CH
x
 + CH

y
 

coupling. One of the CH
x
 moieties resides in the step. CH

y
 insertion proceeds by migrating 

the CH
y
 moiety to the lower-edge, thus facilitating the formation of an C—C bond.

the transition states of six of these cou-

pling steps, and they are shown in  

 Table 6. All CH
x
 + CH

y
 coupling reactions 

take place at the step. To form a C–C 

bond, one of the two C
1
 intermediates is 

adsorbed on the step at a four-fold site, 

and the other C
1
 species moves to an 

adjacent site (see Figure 4.4). In the case 

of CH
3
 coupling, the CH

3
 fragment is no 

longer bound to the surface after cou-

pling. The most facile of these coupling 

reactions is CH + CH
3
, which has a barri-

er of only 38 kJ/mol. All the other cou-

pling pathways have substantially higher 

activation barriers. Chen and Liu indicat-

ed that C + CH and CH
2
 + CH

2
 coupling 

reactions are preferred for C–C 

bond formation on the Rh(322) 

surface, that is similar to the Rh(211) 

surface.38 

4.3.7 CHx + CO coupling

CO insertion into CH
x
 surface inter-

mediates was studied in order to identify 

the pathways that lead to C
2
 oxygenate 

formation. Table 4.7 lists the three rel-

evant coupling reactions. CO coupling 

occurs either at the step-edge (C + CO 

coupling and CH2 + CO coupling) or at 

the upper terrace (CO + CH coupling). 

The most facile CO insertion reaction 

is the one between C and CO, with an 

activation barrier of 136 kJ/mol. Coupling 

reactions of CO with CH or CH
2
 proceed 

with higher activation energies of 181 

4
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and 148 kJ/mol, respectively. Kapur et 

al. found that CH
2
 + CO coupling has 

the lowest barrier,24 although it should 

be noted that they did not study C + CO 

coupling. 

4.3.8 CHxCHy hydroge-
nation

The formation of ethylene and ethane 

proceed by a series of hydrogenation 

reactions after the formation of the 

C–C bond. In total, there are 12 unique 

hydrogenation steps (Table 4.8). The 

locations of these hydrogenation reac-
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Figure 4.5: Forward and backward activation energies (kJ/mol) for the formation of C
2
 

intermediates and products from CO. The central black axis shows CH
x
 + CH

y
 coupling 

reactions to generate C
2
 hydrocarbons (branches to the right) and CH

x
 + CO coupling to 

generate C
2
 oxygenates (branches to the left). The diagrams on the left and the right show 

the interconnected hydrogenation reactions for the C
2
 oxygenates and C

2
 hydrocarbons, 

respectively.
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tions depend on the number of hydrogen 

atoms attached to the carbon atoms of 

the reacting intermediates. For instance, 

ethyl hydrogenation takes place at the 

step-edge, whereas earlier hydrogenation 

steps occur on the step. With the excep-

tion of CHCH
2
 hydrogenation to CHCH

3
 

and CH
2
CH

2
 hydrogenation to CH

2
CH

3
, 

all these elementary reaction steps are 

endothermic and proceed with forward 

activation energies below 120 kJ/mol. The 

notable exception is CCH hydrogenation 

to CHCH, which has a  

barrier of 160 kJ/mol. 

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

29 C* + CO*  CCO* 136 38

30 CH* + CO*  CHCO* 181 66

31 CH
2
* + CO*  CH

2
CO* 148 5

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

32 CC* + H*  CCH* + * 106 86

33 CCH* + H*  CCH
2
* + * 75 44

34 CCH
2
* + H*  CCH

3
* + * 80 40

35 CCH* + H* CHCH* + * 160 102

36 CCH
2
* + H*  CHCH

2
* + * 111 18

37 CCH
3
* +H*  CHCH

3
* +* 102 53

38 CHCH* + H*  CHCH
2
* + * 101 35

39 CHCH
2
* + H*  CHCH

3
* + * 89 92

40 CHCH
2
* + H*  CH

2
CH

2
* + * 66 35

41 CHCH
3
* + H*  CH

2
CH

3
* + * 71 30

42 CH
2
CH

2
* + H*  CH

2
CH

3
* + * 58 65

43 CH
2
CH

3
* + H*  CH

3
CH

3
* + * 91 34

Table 4.7: CH
x
-CO coupling reactions on Rh(211). The reported forward and reverse energies 

are in relation to the most stable states found for the reactants and products and include 

zero-point-energy corrections.

Table 4.8: CH
x
CH

y
  hydrogenation reactions on Rh(211). The reported forward and reverse 

energies are in relation to the most stable states found for the reactants and products and 

include zero-point-energy corrections. 4
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Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)
44 CCO* + H*  CHCO* + * 96 104
45 CCO* + H*  CCHO* + * 113 38
46 CCO* + H*  CCOH* + * 210 139
47 CHCO* + H*  CH

2
CO* + * 98 4

48 CHCO* + H*  CHCHO* + * 110 14
49 CHCO* + H*  CHCOH* + * 187 110
50 CCHO* + H*  CHCHO* + * 26 13
51 CCHO* + H*  CCH

2
O* + * 101 61

52 CCHO* + H*  CCHOH* + * 102 106
53 CCOH* + H*  CHCOH* + * 80 81
54 CCOH* + H*  CCHOH* + * 60 58
55 CH

2
CO* + H*  CH

2
CHO* + * 40 20

56 CH
2
CO* + H*  CH

2
COH* + * 119 63

57 CHCHO* + H*  CH
2
CHO* + * 89 71

58 CHCHO* + H*  CHCH
2
O* + * 160 116

59 CHCHO* + H*  CHCHOH* + * 199 165
60 CHCOH* +H*  CH

2
COH* + * 116 43

61 CHCOH* + H*  CHCHOH* + * 85 33
62 CCH

2
O* + H*  CHCH

2
O* + * 81 64

63 CCH
2
O* + H*  CCH

2
OH* + * 93 93

64 CCHOH* + H*  CHCHOH* + * 103 53
65 CCHOH* + H*  CCH

2
OH* 232 188

66 CH
2
CHO* + H*  CH

3
CHO* + * 92 94

67 CH
2
CHO* + H*  CH

2
CH

2
O* + * 93 17

68 CH
2
CHO* + H*  CH

2
CHOH* 93 42

69 CH
2
COH* + H*  CH

3
COH* + * 76 66

70 CH
2
COH* + H*  CH

2
CHOH* + * 67 54

71 CHCH
2
O* + H*  CH

2
CH

2
O* + * 57 7

72 CHCH
2
O* + H*  CHCH

2
OH* + * 83 84

73 CHCHOH* + H*  CH
2
CHOH* + * 77 42

74 CHCHOH* + H*  CHCH
2
OH* + * 85 75

75 CCH
2
OH* + H*  CHCH

2
OH* + * 104 88

76 CH
3
CHO* + H*  CH

3
CH

2
O* + * 113 36

77 CH
3
CHO* + H*  CH

3
CHOH* + * 90 15

78 CH
3
COH* + H*  CH

3
CHOH* + * 92 63

79 CH
2
CH

2
O* + H*  CH

3
CH

2
O* + * 171 171

80 CH
2
CH

2
O* + H*  CH

2
CH

2
OH* + * 147 93

81 CH
2
CHOH* + H*  CH

3
CHOH* + * 147 124

82 CH
2
CHOH* + H*  CH

2
CH

2
OH* + * 465 386

83 CHCH
2
OH* + H*  CH

2
CH

2
OH* + * 152 48

84 CH
3
CH

2
O* + H*  CH

3
CH

2
OH* + * 99 44

85 CH
3
CHOH* + H*  CH

3
CH

2
OH* + * 122 64

86 CH
2
CH

2
OH* + H*  CH

3
CH

2
OH* + * 75 74

Table 4.9: CH
x
CH

y
O

z
  hydrogenation reactions on Rh(211). The reported forward and 

reverse energies are in relation to the most stable states found for the reactants and products 

and include zero-point-energy corrections.
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4.3.9 CHxCHyOz 
hydrogenation

Acetaldehyde and ethanol are formed 

by the hydrogenation of CH
x
CH

y
O

z
 inter-

mediates. There are 43 unique elementa-

ry reaction steps, and the corresponding 

forward and backward activation ener-

gies are listed in Table 4.9. Similar to 

 CH
x
CH

y
 hydrogenation, the majority of 

the CH
x
CH

y
O

z
 hydrogenation steps are 

endothermic. CH
x
CH

y
O

z
 hydrogenation 

occurs either at the upper terrace or at the 

step-edge site depending on the number 

of hydrogen atoms attached to the carbon 

atoms of the reacting intermediate. The 

majority of the hydrogenation reactions 

have activation barriers between 80 and 

120 kJ/mol. It is worth noting that very 

high energy barriers are associated with 

the hydrogenation of 

CCO to CCOH (210 kJ/mol), CHCO 

to CHCOH (187 kJ/mol), CHCHO to 

CHCHOH (199 kJ/mol), CCHOH to 

CCH
2
OH (232 kJ/mol), and CH

2
CHOH to 

CH
2
CH

2
OH (465 kJ/mol).

4.3.10 Water formation

Water formation can proceed via two 

different routes: the direct hydrogena-

tion of O to OH and OH2 or the reaction 

between two hydroxyl species (Table 10). 

The latter pathway, which involves proton 

migration between two hydroxyl groups, 

is preferred. This finding is similar to 

that reported for the stepped Ru(1121) 

surface.28

4.4 Conclusion

All relevant elementary reaction steps 

for the hydrogenation of CO to methane, 

ethylene, formaldehyde, methanol, and 

ethanol on the stepped Rh(211) surface 

were calculated using quantum chemical 

DFT calculations. The most important 

Table 4.10: Water formation reactions on Rh(211). The reported forward and reverse energies 

are in relation to the most stable states found for the reactants and products and include 

zero-point-energy corrections.

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

87 O* + H*  OH* + * 156 142

88 OH* + OH*  H
2
O* + O* 69 53

89 OH* + H*  H
2
O* + * 108 77

4
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findings of this study are:

• H-assisted CO dissociation has 

a much higher overall barrier than direct 

CO dissociation.

• In the methane formation 

pathway, C and CH hydrogenation are 

relatively difficult steps, whereas CH
2
 

and CH
3
 hydrogenation are relatively 

facile steps. Analysis of the stabilty of the 

surface intermediates shows that CO, C 

and CH are the most stable C
1
 reaction 

intermediates. This suggests that C+CO 

coupling is a candidate elementary reac-

tion step for chain growth. The barrier 

of this reaction is favorable compared to 

those of CH+CO and CH
2
+CO coupling.

• Adsorbed CO can be hydroge-

nated to methanol. The pathway with 

the lowest reaction barriers proceeds via 

formaldehyde, followed by its hydrogena-

tion to CH
3
O to CH

3
OH. The final hydro-

genation step to methanol was found to 

be very difficult (Eact = 183 kJ/mol).

• The most facile CH
x
+CH

y
 

coupling reaction was C+C coupling. 

Although the forward barriers for C+CH 

and CH+CH coupling are similar, the 

former reaction wil be more important 

because of the low CH surface coverage 

due to its lower stability than C. 

• Water formation is preferred via 

proton migration between two hydroxyl 

species to form surface oxygen  

and water. ■
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Abstract

Based on kinetic parameters determined by density functional theory for all 

relevant elementary reactions for CO hydrogenation on Rh model surfaces, 

microkinetics simulations were carried out to determine the activity (CO and 

H
2
 conversion rate) and selectivity (methane, ethylene, ethane, formaldehyde, 

methanol, acetaldehyde and ethanol) as a function of temperature. The 

reaction network and the elementary reaction steps that control the CO 

consumption rate and the product selectivities were analyzed. The degree 

of selectivity control concept was introduced to identify elementary reaction 

steps that control product selectivity. The CO conversion rate on Rh(211) 

surface is much higher than on Rh(111) and Rh(100) because of the very 

high barriers for CO dissociation on the terraced surfaces. The microkinetics 

simulations shows that formaldehyde is the dominant product at low 

temperature, ethanol at intermediate temperature, and methane at high 

temperature. The preference for ethanol over long hydrocarbon formation 

on Rh catalysts is due to the lower barrier for C + CO coupling compared to 

CH
x
 + CH

y
 coupling. The CCO intermediate is hydrogenated via a complex 

sequence of hydrogenation and dehydrogenation reactions to form ethanol. 

The simulations show that ethanol formation competes with methane 

formation at intermediate temperatures. The rate controlling steps are O 

hydrogenation to create vacancies for the dehydrogenation steps in the 

reaction sequence leading to ethanol, CH
x
CH

y
O hydrogenation for ethanol 

formation, and CH
2
 and CH

3
 hydrogenation for methane formation. CO 

dissociation does not control the overall reaction rate on Rh. The most 

important reaction steps that control the selectivity for ethanol over methane 

are CH
2
 and CH

3
 hydrogenation as well as CHCH

3
 dehydrogenation. 

★ To most people, solutions mean finding the 

answers. But to chemists, solutions are things that 

are still all mixed up. ★ 
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5.1 Introduction

The dwindling supply of easy fossil 

resources and concerns about climate 

change due to their combustion are dri-

vers for the exploration of alternative en-

ergy sources. The conversion of synthesis 

gas, derived from coal, residual oil, natu-

ral gas, or waste products, to long-chain 

hydrocarbons in the Fischer-Tropsch (FT) 

process provides an economically feasible 

alternative to crude oil refining.1,2 The 

catalysts most commonly studied in FT 

synthesis have been based on Fe, Co, and 

Ru. These metals are known for their 

high activity and selectivity towards lon-

ger hydrocarbons in syngas conversion.3,4 

The study of syngas conversion over Rh 

catalysts is of academic interest, due to 

its propensity to form methanol, higher 

oxygenates, and hydrocarbons.5-7 Under-

standing the unique product selectivity 

in CO hydrogenation over Rh catalysts 

provides a better understanding of the FT 

mechanism.

Many experimental works have fo-

cused on optimizing the ethanol yield of 

Rh catalysts.8-18 In addition to methanol 

and ethanol, small amounts of olefins 

(primarily ethylene) and oxygenates such 

as acetaldehyde and acetic acid are ob-

tained with these catalysts. The formation 

of C2-oxygenates by Rh catalysts is usual-

ly explained by its intermediate activity in 

CO dissociation.5,19 

Pertinent questions concerning CO 

hydrogenation on Rh catalysts relate to 

the manner of CO dissociation, the reac-

tion pathway to ethanol, and how ethanol 

formation competes with other products 

such as methane, higher hydrocarbons, 

and methanol. Several theoretical studies 

have been carried out to study some of 

the elementary reaction steps relevant to 

these issues; planar Rh(111) and stepped 

Rh(211) surfaces have been the subjects of 

most of these investigations.20-29 Howe-

ver, a complete mechanistic study of CO 

hydrogenation on Rh that clarifies the 

abovementioned issues for Rh catalysts is 

lacking. 

The use of first principles kinetic 

parameters in microkinetics simulations 

provides insight into the dependence of 

catalyst sensitivity on the structure of the 

catalytic surface and the composition of 

the adsorbed layer under reaction condi-

tions.22,25,30 With advances in computing 

power, it is currently possible to carry 

out comprehensive studies for increas-

ingly complex catalytic reactions such 

as the Fischer–Tropsch reaction.31,32 In 

our recent work, we resolved important 

issues related to the Fischer–Tropsch 

reaction involving catalytic site require-

ments, the nature of chain propagation, 

and the effect of the reactivity of the 

transition metal.32 The active sites for 
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the    Fischer-Tropsch reaction are step-

edge sites on the surfaces of sufficiently 

reactive transition metals that catalyze 

long-chain hydrocarbon formation.

We constructed a microkinetic model 

using the kinetic parameters derived 

from the DFT calculations shown in the 

previous chapter. This model allows the 

calculation of overall reaction rates and 

kinetic parameters such as apparent 

activation energies and reaction orders. 

We conducted a detailed analysis of the 

reaction network leading to methane and 

ethanol. In order to analyze the most 

important steps that control the CO 

consumption rate, we used the degree 

of rate control (DRC) concept developed 

by Campbell and co-workers.33,34 In 

the pre sent study, we expanded on this 

concept by using the degree of selectivity 

control, which provides insight into the 

key elementary reaction steps that control 

product selectivity. To the best of our 

knowledge, this is the first comprehen-

sive first principles-based microkinetics 

study of CO hydrogenation on Rh.

5.2 Computational method

The activation barriers and corre-

sponding vibrational frequencies of the 

initial, transition, and final states were 

used to compute forward and backward 

rate constants for the elementary reaction 

steps relevant to CO hydrogenation. For 

this purpose, the rate constant of each 

elementary surface reaction step was 

determined using the Eyring equation:

where k is the rate constant in mol/s, 

kb is the Boltzmann constant, T is the 

temperature in K, h is Planck’s con-

stant, Q† is the partition function of 

the transition state complex, Q is the 

partition function of the complex in the 

pre-activated (initial) state, and Ea is 

the electronic activation energy.35,36 The 

partition functions for the activated and 

pre-activated complexes were taken as the 

products of the translational, rotational, 

and vibrational partition functions corre-

sponding to the configurational degrees 

of freedom of the surface complexes.35,36 

It is worthwhile to note that by following 

the definition of the vibrational partition 

function given by Fowler et. al.37, the zero 

point energy (ZPE) correction is included 

in the electronic activation energy.

To account for the entropy of the rotat-

ing methyl groups, the partition function 

of the classical expression for a hindered 

rotor (qHR) was used. For a methyl group, 

the partition function becomes:

†
b act

b

expk T EQk
h Q k T

 −∆
=  

 

( )
3
2

HR b H

2
3

R
q k Tm

h
p

=

(5.1)

(5.2)
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where R is the C–H bond length and 

mH is the mass of a hydrogen atom.

For non-activated molecular adsorp-

tion, it was assumed that the complex 

loses one translational degree of freedom 

with respect to the gas phase in the tran-

sition state. The changes in the rotation-

al degrees of freedom were neglected. 

Accordingly, the following expression 

was employed for the rate of molecular 

adsorption:

where P is the partial pressure of 

the adsorbate in the gas phase, A is the 

surface area of the adsorption site, m is 

the mass of the adsorbate, and S is the 

sticking coefficient.38-41

For desorption, it was assumed that 

the complex has three rotational degrees 

of freedom and two translational degrees 

of freedom in the activated state, while it 

has only vibrational degrees of freedom 

in the adsorbed state. Accordingly, the 

rate of desorption is given by: 

where s is the 

symmetry number, qrot is the character-

istic temperature for rotation, and Edes is 

the desorption energy.38-41

The approach for the microkinetics 

simulations was as follows. Differential 

equations for all surface reaction inter-

mediates were constructed using the rate 

constants of the elementary steps. Given 

a system of N elementary reaction steps, 

2N rate expressions (i.e., both forward 

and backward reactions) were obtained 

with the form: 

where ci is the concentration of spe-

cies i in the elementary reaction step j on 

the surface, and ni is the stoichiometric 

coefficient of species i in elementary 

reaction step j. These rate expressions 

were used to derive an ordinary differen-

tial equation for each component on the 

surface with the form:

where ci is the 

concentration of species i on the surface, 

and ni,j is the stoichiometric coefficient of 

species i in elementary reaction step j. 
The in-house developed C++ program 

MKMCXX was employed to determine 

the steady-state coverages by integrating 

this set of ordinary differential equations 

with respect to time using the backward 

differentiation formula method.42-45 The 

steady-state surface coverage values were 

used to compute the rates of the indivi-

dual elementary reaction steps and the 

ads
b2
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overall rate per surface atom.

5.3 Results

5.3.1 Overall kinetics

Microkinetics simulations were 

performed to predict the CO consump-

tion rate and selectivity as a function of 

temperature. The kinetic parameters are 

based on the DFT-computed values of 

activation energies and pre-exponential 

factors. The pressure in our simulations 

was 20 atm, and the H
2
 to CO ratio was 2. 

Figure 5.1 shows the normalized turnover 

frequencies for CO and H
2
 consumption 

and product (hydrocarbons and water) 

formation as a function of temperature. 

The optimum CO consumption rate is 

observed around 1050 K. The decrease in 

the CO consumption rate at high tem-

peratures is caused by the rapid decrease 

in the surface CO coverage with tempera-

ture. The selectivity trends as functions 

of temperature are given in Figure 5.1, as 

well. At relatively low temperatures (T < 

600 K), the dominant product is for-

maldehyde. This is expected because the 

rates of CO dissociation at these tem-

peratures are very low, and only CO can 

be hydrogenated. The hydrogenation of 

formaldehyde to methanol on this surface 

is difficult. With increasing temperature, 

the selectivity for ethanol is strongly 

increased, and small amounts of acet-

aldehyde are simultaneously present in 

the product mixture. Consistent with the 

overall exothermicity of the hydrogena-

tion reactions, the ratio of acetaldehyde to 

ethanol increases slightly with tempera-

ture. The optimum ethanol yield occurs 

at 700 K; at this temperature, the com-

bined yield of C
2
-oxygenates (ethanol and 

acetaldehyde) is also the highest. When 

the temperature is further increased, the 

selectivity for methane increases at the 

expense of C
2
-oxygenates. Ethylene is 

also formed in small amounts at inter-

mediate temperatures. Our simulations 

show that ethane is not formed under the 

given reaction conditions. Above 900 K, 

methane is the dominant product, and 

ethylene and formaldehyde appear as side 

products. 

The formation of longer olefins was 

not included in the current microkinetic 

model. To determine if this assump-

tion introduced significant error, we 

carried out additional simulations of 

chain-growth reactions for hydrocarbons 

containing up to 10 carbon atoms. The 

activation barriers for the carbon-car-

bon forming steps leading to C
n
 surface 

intermediates with n >2 were similar to 

those for C
2
 formation from C

1
 surface 

intermediates. The results of these simu-

5
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lations demonstrated that the selectivity 

for olefins with more than two carbon 

atoms was negligible. The chain-growth 

probability for C
2+

-hydrocarbons was 

around 10-7. These results are in line with 

experimental data showing that selectiv-

ity for hydrocarbons with more than two 

carbon atoms is very low on Rh nanopar-

ticle catalysts.

The analysis of the steady-state 

surface coverages in these microkinetics 

simulations (Figure 5.2) shows that the 

surface is fully covered with CO at low 

temperatures. At intermediate tempera-

tures, the appearance of surface vacancies 

leads to an increase in the rate of CO 

dissociation. In addition, the surface 

contains H and O atoms along with small 

amounts of CH
x
 fragments. The tempera-

ture dependence of kinetic parameters 

(reaction orders with respect to CO and 

H
2
 and the apparent activation energies) 

are also given (Figure 5.2). At low tem-

peratures, the reaction order in CO is 

strongly negative, because adsorbed CO 

self-poisons its dissociation. As vacancies 

become available with increasing tem-

perature, the CO reaction order increases. 

At high temperature, the CO reaction or-

der is close to 0.5, and the reaction order 

with respect to H
2
 is always above unity. 

These data suggest that CH
x
 hydrogena-

tion steps are the rate-controlling steps 

for methane formation. We also verified 

that the CO consumption rate on Rh(111) 

is negligible compared with the rate on 

Rh(211) due to the very high barrier for 

CO dissociation on the Rh(111) surface. 

Figure 5.1: Figure 1: (left) Production (positive) and uptake (negative) of C
1
 and C

2
 

components as well as H2 and CO in the microkinetics simulations of the Fischer–Tropsch 

reaction on Rh(211) (p = 20 atm, H
2
/CO ratio = 2); and (right) product selectivity as a 

function of temperature (right).



84CHAPTER 5 ■  

5.3.2 Reaction network 
analysis: rate and 
selectivity control

In the following section, we discuss in 

detail the reaction network that leads to 

the formation of the various hydrocarbon 

and oxygenate products. In particular, 

we identify elementary steps that control 

the overall CO consumption rate and the 

product selectivity and study how these 

steps change with reaction tempera-

ture. The elementary reaction steps that 

control the rate of CO consumption and 

the formation of the various products 

are identified by determining the degree 

of rate control (DRC) for all elementary 

reaction steps.33,34 The DRC of a chemical 

reaction is defined as the relative change 

in the rate as a result of the relative 

change in the rate constant of a particular 

elementary reaction step while keeping 

the equilibrium constant the same:

In Eq. 7, cc,i is the DRC parameter of 

the elementary reaction step i for the key 

component c, rc is the overall reaction rate 

for key component c, and ki and Ki are the 

rate and equilibrium constants for the el-

ementary reaction step i, respectively. The 

condition that the equilibrium constant 

does not change implies that only the 

location of the transition state of a par-

ticular step is changed on the potential 

energy surface, affecting the forward and 

backward rate constants. The sum of all 

DRC values is unity.22,23 It is customary 

to determine DRC values for the reactant 

as the key component. A positive DRC 

value for a particular elementary reaction 

Figure 5.2: (left) : Surface coverage as a function of temperature. Only species with a surface 

coverage higher than 1% have been depicted.; and (right) reaction order (left axis) and 

apparent activation energy (right axis) as a function of temperature for the microkinetics 

simulation on Rh(211).

( )
( )

,

,

c

c
c,i

ln
ln

j i Ki

j i Ki

c

i i k
i k

r
rr

k k
k

c
≠

≠

∂ 
 ∂ 

= =     ∂ ∂  
 

(5.7)

5



85 ■ FIRST-PRINCIPLES-BASED MICROKINETICS SIMULATIONS OF CO 

HYDROGENATION ON RHODIUM

step then indicates that this step limits 

the reaction rate. A decrease in the activa-

tion energy for the transition state of this 

elementary reaction step would increase 

the overall rate. Negative values, on the 

other hand, point to rate-inhibiting ele-

mentary reaction steps; that is, lowering 

the barrier to the transition state of such 

a step decreases the overall reaction rate. 

As we are mainly interested in selec-

tivity issues for CO hydrogenation on Rh 

nanoparticle catalysts, we employ here 

the degree of selectivity control (DSC). 

The DSC quantifies the extent to which 

a particular elementary reaction step 

influences the selectivity for certain prod-

ucts. We determine the sensitivity of the 

absolute change in selectivity as a result 

of the relative change in the rate constant 

of a particular elementary reaction step. 

We use the absolute instead of the relative 

change, because we are interested in 

understanding selectivity issues when 

competition exists between two or more 

products. Thus, the degree of selectivity 

control for a particular key component is 

defined in the following manner:

where ec,i is the DSC of product c due 

to a change in the kinetics of elementary 

reaction step i, and hc is the selectivi-

ty towards a key product component. 

We again impose that the equilibrium 

constant of the elementary considered 

reaction step does not change. The 

products considered in the present study 

are formaldehyde, ethanol, acetaldehyde, 

ethylene, and methane. We can simply 

Equation 8 to a form that depends only 

on the DRC value of the reactant and the 

product whose DSC value is to be deter-

mined:

In the present study, the reactant is 

CO.

DRC values based on CO as the key 

reactant as a function of temperature are 

shown in Figure 5.3, and the DSC values 

for the products are listed in Figure 5.4. 

For clarity, Figure 5.4 also contains the 

selectivity for each product as a function 

of temperature. It should be noted that 

in Figures 5.3 and 5.4, the elementary re-

action steps are only given for steps with 

DRC and DSC values greater than 0.01. 

Thus, only 37 elementary reaction steps 

are relevant to the discussion of rate and 

selectivity control.

We first illustrate the use of these pa-

rameters for the low temperature regime 

(500-700 K), in which there is a change 

in the selectivity from exclusive formalde-

hyde formation to predominant ethanol 

formation. It follows that it is useful to 

introduce another parameter correlating 

( )
,

,

c,i ln
j i Ki
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c c
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H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*
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Figure 5.3: Degree of rate control analysis with CO as the key component as a function of 

temperature. Only elementary reaction steps with an absolute degree of rate control value 

larger than 0.01 have been included.

the DSC parameters of two products. Fig-

ure 5.4 shows that at temperatures below 

600 K, formaldehyde desorption controls 

the overall CO consumption rate. Our 

simulations predict that methanol cannot 

be formed due to the high barrier for the 

hydrogenation of adsorbed CH
2
O. The 

desorption of CH
2
O is preferred over its 

hydrogenation. Experimentally, methanol 

is observed as the dominant C
1
-oxygenate 

5
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H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*

H2O + * => H2O*
CH2O + * => CH2O*

CH2CH2 + * => CH2CH2*
CH3CHO + * => CH3CHO*

CH2* + H* => CH3* + *
CH3* + H* => CH4 + 2*

CHO* + H* => CH2O* + *
CH2* + O* => CH2O* + *

C* + C* => CC* + *
CH2* + CH2* => CH2CH2* + *

CCH3* + H* => CHCH3* + *
CHCH2* + H* => CH2CH2* + *

CH2CH2* + H* => CH2CH3* + *
CH* + CO* => CHCO* + *

CH2* + CO* => CH2CO* + *
CCO* + H* => CHCO* + *
CCO* + H* => CCHO* + *
CCO* + H* => CCOH* + *

CHCO* + H* => CHCHO* + *
CCHO* + H* => CHCHO* + *
CCHO* + H* => CCHOH* + *
CCOH* + H* => CHCOH* + *

CH2CO* + H* => CH2CHO* + *
CH2CO* + H* => CH2COH* + *

CHCHO* + H* => CH2CHO* + *
CHCOH* + H* => CH2COH* + *

CHCOH* + H* => CHCHOH* + *
CCH2O* + H* => CHCH2O* + *

CH2CHO* + H* => CH3CHO* + *
CH2CHO* + H* => CH2CHOH* + *

CH2COH* + H* => CH3COH* + *
CH3CHO* + H* => CH3CH2O* + *

CH3COH* + H* => CH3CHOH* + *
CH2CH2O* + H* => CH3CH2O* + *

CH3CHOH* + H* => CH3CH2OH* + *
O* + H* => OH* + *

2OH* => H2O* + O*
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Figure 5.4: Degree of rate control analysis with CO as the key component as a function of 

temperature. Only elementary reaction steps with an absolute degree of rate control value 

larger than 0.01 have been included.

product.46 We expect that formaldehyde 

can re-adsorb on other surface planes that 

are able to hydrogenate formaldehyde. 

Figure 5.4 shows that as long as the selec-

tivity for formaldehyde is high, all DSC 

values are close to zero. Also note that the 

sum of the DSC values of all elementary 

reaction steps for a single product equals 

zero. 

When the temperature is raised from 

575 K to 675 K, the selectivity shifts from 

formaldehyde to ethanol. In this regime, 

the DSC values of CH
2
O for the CH

2
O de-

sorption step are positive, while those of 

CH
3
CH

2
OH are negative. The DSC values 

for these two products are strongly and 

inversely correlated in this temperature 

regime. This can be understood in the 
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following way. When the CH
2
O desorp-

tion energy is decreased (i.e., when form-

aldehyde desorbs more easily),  ethanol 

selectivity decreases because CH
2
O 

formation consumes CO from the sur-

face, which is needed for the formation 

of the C–CO bond that leads to ethanol 

(see below). Two examples of elementary 

reaction steps that decrease formaldehyde 

selectivity and increase ethanol selectivity 

when their activation barriers are lowered 

are: (i) the hydrogenation of CH
2
CHO to 

CH
2
CHOH; and (ii) the hydrogenation 

of O to OH. These two reactions control 

the overall rate of CO consumption to a 

significant extent once ethanol selecti-

vity becomes dominant. The importance 

of the first hydrogenation reaction to 

ethanol formation is evident. The second 

O hydrogenation step removes O from 

the surface. In the reaction sequence that 

leads to water, the O hydrogenation step 

is the most difficult step. The influence of 

this step on ethanol selectivity is dis-

cussed below in more detail.

The above discussion shows that it 

is useful to determine the elementary 

reaction steps for which the DSC pa-

rameters of two particular products are 

correlated. For the purpose of identifying 

such correlations, we define a correlation 

coefficient rc1,c2,i that is based on the DSC 

parameters of two products c1 and c2 for a 

particular reaction step i in the following 

manner:

Based on the five products considered 

in the present study, we need to compute 

ten different correlation coefficients for 

every elementary reaction step. Again, 

we limit ourselves to those reactions that 

have correlation coefficients larger than 

0.01. As we correlate DSC values that 

are smaller than unity, only few steps 

have correlation coefficients larger than 

0.01. The resulting data are presented 

in Figure 5.5. For the case of CH
2
O vs. 

CH
3
CH

2
OH formation, we see that the 

three reaction steps discussed above lead 

to negative correlation coefficients. The 

influence of formaldehyde desorption is 

greater than those of the other two steps 

(indicated in red in Figure 5.5). For all of 

these three reaction steps, the correla-

tions are negative. A negative correlation 

coefficient implies that the elementary 

reaction step under consideration controls 

the formation of the two products in a 

competitive manner. This competition is 

controlled by the concentration of a com-

mon reaction intermediate. As we show 

below, there are two further cases to be 

considered. In both cases, the correlation 

is positive, indicating that the changes in 

selectivity for the two considered pro-

ducts caused by a change in the kinetics 

of a particular elementary reaction step 

are in the same direction. There are two 

1 2 1 2, , , ,c c i c i c ir e e= ⋅ (5.10)

5
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Figure 5.5: Cross-correlation graph of the degree of selectivity control for all possible 

combinations of products. Red indicates that the elementary reaction step results in an 

opposite effect between the two products, green indicates that the products have a common 

competing reaction, and blue indicates that the two products have a common precursor that 

is rate-limiting. For example, the green elements in the CH
3
CH

2
OH-CH

2
CH

2
 section above 

T=800K indicate that CH
2
 + H to CH

3
 is a common competing reaction for ethanol and 

ethylene formation, as this reaction leads to a higher yield of methane and a lower yield of 

both ethane and ethylene.
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possibilities: lowering the barrier of a 

particular reaction step may either cause 

a decrease in the selectivity for the two 

products (indicated in green in Figure 5.5) 

or an increase in the selectivity for both 

products (indicated in blue in Figure 5.5). 

We now use these DRC and DSC 

values along with the DSC correlations to 

discuss three regimes characterized by: 

(I) selective ethanol formation (675–725 

K); (II) the transition from selective 

ethanol formation to selective methane 

formation (725–900 K); and (III) selective 

methane formation (900 K and higher).

Regime I: Selective ethanol formation 

(675–725 K)

Figure 5.6 shows the reaction net-

work relevant to ethanol formation from 

CO and H
2
. The molar rate data are for 

a reaction temperature of 700 K, the 

optimum temperature of C
2
-oxygenates 

selectivity. Adsorbed CO is dissociated to 

C and O adatoms. The rates of indirect 

CO dissociation pathways involving CHO 

or COH surface intermediates are negli-

gible. The preferred CH
x
 + CO coupling 

reaction is the one between C and CO, 

which yields a strongly adsorbed CCO 

intermediate. Ethanol formation involves 

a complex series of surface reactions. 

First, CCO is hydrogenated to CH
2
CHOH 

in four steps via CHCO, CHCHO, and 

CH
2
CHO. Some of the CHCO surface 

intermediates dissociate to form CH and 

CO. The CH
2
CHOH surface fragment is 

dehydrogenated to CHCHOH, CCHOH, 

and then to CCOH. Ethanol is then ob-

tained by the sequential hydrogenation of 

CCOH to CHCOH, CH
2
COH, CH

3
COH, 

 CH
3
CHOH, and finally CH

3
CH

2
OH. The 

preference for this particular reaction se-

quence can be explained as follows. The 

O atom of adsorbed CCO is very strongly 

bound; the activation energy for its hy-

drogenation to CCOH is over 200   kJ/mol . 

When the two carbon atoms in CCO are 

partially hydrogenated, the O atom is 

less strongly bound and is more easily 

hydrogenated. The activation barrier for 

O hydrogenation in adsorbed CH
2
CHO 

is less than 100 kJ/mol. When CCOH 

is obtained, the terminal C atom is first 

hydrogenated. The resulting CH
3
COH 

intermediate binds to the surface only via 

the carbonyl C atom and is then hydro-

genated to adsorbed ethanol, which can 

desorb with an energy of 15 kJ/mol.

Figure 5.3 shows that the following 

elementary reaction steps control the 

rate of CO consumption (in decreasing 

order of DRC values): O hydrogenation > 

CH
2
CHO hydrogenation to CH

2
CHOH > 

CCO hydrogenation to CHCO > CH
3
COH 

hydrogenation to CH
3
CHOH. O hydroge-

nation is slow because of the strong bind-

ing of the O adatom to the stepped sur-

face. As the surface is still mainly co vered 

with CO in this temperature regime, the 

5



91 ■ FIRST-PRINCIPLES-BASED MICROKINETICS SIMULATIONS OF CO 

HYDROGENATION ON RHODIUM

1.0

1.
61

E4

1.
94

E3

5.
94

E-
2

9.
83

E-
7

1.80E4 1.28E4

4.24E1

2.97E-1

4.68E-1

1.1
8E

-1

1.
61

E2

1.
12

E-
1

1.
62

E2

1.62E2

1.62E2

4.75E-1

5.34E-1

1.12E-1

3.54E-7

C
O

C

CCO
CHCO

CHCHO
CH

2CHO

CH
3CH

2OH

CCOH
CHCOH

CHCHOH

CH
2COH

CH
2CHOH

CH
3COH

C
H

3C
H

O
H

CHCHO -1.
0

-0.
50

0.0

0.5
0

1.0

C
2 h

yd
ro

ca
rb

on
 h

yd
ro

g
en

at
io

n

2.04E5

1.2
E-32.

04
E5

3.5
3E

2

1.1
7E

2 3.6
E0

1.0 1.89E5 1.16E2 4.12E-3

1.
61

E4

3.
29

E3

1.
28

E4

1.
16

E2

-3
.7

3E
-5

5.
50

E-
1

1.
90

E3

1.
94

E3

4.
20

E1

5.
94

E-
2

3.
86

E-
3

5.
11

E-
2

9.
83

E-
7

1.
24

E-
2

2.
37

E-
4

2.
29

E-
10

9.
83

E-
7

1.80E4 1.28E4

1.90E3 4.24E1 1.21E-2

4.70E-2 5.11E-2 1.71E-13

1.24E-2 978E-9 1.09E-8

1.16E2 5.50E-1 2.03E-5

3.16E2 4.15E0

4.13E1

4.
32

E2

3.
12

E2

2.
04

E5

7.2
4E-3

2.91E-2
2.97E-1

3.4
6E-2

1.18
E-6

4.68E-1
6.46E-3

2.
50

E-
7

1.2
2E

-2

3.
20

E-
13

1.1
8E

-1

1.
61

E2

6.
65

E-
2

1.
12

E-
1

1.
62

E2

1.62E2

1.62E2

4.75E-1

5.34E-1

1.12E-1

3.54E-7

C
O

C CH
CH

2

CH
3

C
C

C
C

H

C
C

H
2

C
C

H
3

C
H

C
H

C
H

C
H

2

C
H

C
H

3

C
H

2C
H

2

C
H

2C
H

3

C
H

3C
H

3
CCO

CHCO
CH

2CO

CCHO

CHCHO

CH
2CHO

CH
3CHO

CCH
2O

CHCH
2O

CH
2CH

2O

CH
3CH

2O

CCH
2OH

CHCH
2OH

CH
2CH

2OH

CH
3CH

2OH

CC

CCH
CHCH

CCH
2

CHCH
2

CH
2CH

2

CCH
3

CHCH
3

CH
2CH

3

CH
3CH

3

CCOH

CCHOH

CHCOH

CHCHOH

CH
2COH

CH
2CHOH

CH
3COH

C
H

3C
H

O
H

CH
4

Fi
gu

re
 5

.6
: R

ea
ct

io
n 

pa
th

w
ay

s 
fo

r 
C

O
 h

yd
ro

ge
na

ti
on

 to
 C

2 p
ro

du
ct

se
th

an
ol

 o
n 

R
h(

21
1)

 (
p 

= 
20

 a
tm

, T
 =

 7
00

 K
, H

2/
C

O
 r

at
io

 =
 2

).
 O

nl
y 

th
e 

re
le

va
nt

 e
le

m
en

ta
ry

 r
ea

ct
io

n 
st

ep
s 

le
ad

in
g 

to
 fo

rm
at

io
n 

of
 e

th
an

ol
 a

re
 s

ho
w

n.
 T

he
 c

ol
or

 o
f t

he
 li

ne
s 

co
rr

es
po

nd
s 

to
 th

e 
de

gr
ee

 o
f r

at
e 

co
nt

ro
l 

(D
R

C
) 

va
lu

e.
 T

he
 e

le
m

en
ta

ry
 r

ea
ct

io
n 

st
ep

s 
fo

r 
th

e 
hy

dr
og

en
at

io
n 

of
 C

C
O

, C
H

2C
H

O
 a

nd
 C

H
3C

O
H

 h
av

e 
an

 a
pp

re
ci

ab
le

 D
R

C
 v

al
ue

. (
ri

gh
t)

 
R

ea
ct

io
n 

pa
th

w
ay

s 
fo

r 
C

O
 h

yd
ro

ge
na

ti
on

 to
 C

2 p
ro

du
ct

s 
on

 R
h(

21
1)

 (
p 

= 
20

 a
tm

, T
 =

 7
00

 K
, H

2/
C

O
 r

at
io

 =
 2

).
 T

he
 C

2 h
yd

ro
ca

rb
on

 n
od

es
 

(b
la

ck
 li

ne
s)

 a
re

 p
ar

t o
f t

he
 C

2 h
yd

ro
ge

na
ti

on
 n

et
w

or
k.

 T
he

 g
re

y 
lin

es
 in

di
ca

te
 C

–
C

 c
ou

pl
in

g 
re

ac
ti

on
s 

w
he

re
 n

o 
tr

an
si

ti
on

 s
ta

te
 c

ou
ld

 b
e 

id
en

ti
fie

d;
 (

ri
gh

t)
 o

ve
rv

ie
w

 o
f t

he
 m

ai
n 

re
ac

ti
on

 p
at

hw
ay

 le
ad

in
g 

to
 th

e 
fo

rm
at

io
n 

of
 e

th
an

ol
 fr

om
 C

O
 a

nd
 H

2. 



92CHAPTER 5 ■  

C
O

C C
H

C
H

2

C
H

3

C
H

4

O O
H

H
2O

1.00 5.33E6 1.97E1 1.47E2 9.25E-1

9.31E-1

9.31
E-1

9.31
E-1

1.
00

-1.
0

-0.
50

0.0

0.5
0

1.0

W
at

er
R

em
ov

al

C
O

C C
H

C
H

2

C
H

3

C
H

4COH

CHOH

CH 2
OH

CH 3
OH

CHO

CH
2O

CH
3O

O O
H

H
2O

1.00 5.33E6 1.97E1 1.47E2 9.25E-1

5.
53

E-
2

5.
54

E-
2

2.
53

E-
6

3.
50

E-
5

2.
33

E-
5

1.4
0E

-7
1.6

0E
-19

9.31E-1 2.89E-6

1.4
3E-4

6.94E-2

2.55
E-6

1.
95

E-
6

1.
64

E-
10

2.
38

E-
8

1.1
6E-5

2.15
E-5

1.4
0E-7

1.4
8E-12

9.31
E-1

9.31
E-1

Fi
gu

re
 5

.7
: (

le
ft)

 R
ea

ct
io

n 
pa

th
w

ay
s 

fo
r 

C
O

 h
yd

ro
ge

na
ti

on
 to

 m
et

ha
ne

 o
n 

R
h(

21
1)

 (
p 

= 
20

 a
tm

, T
 =

 1
00

0 
K

, H
2/

C
O

 r
at

io
 =

 2
).

 O
nl

y 
th

e 
re

le
va

nt
 e

le
m

en
ta

ry
 r

ea
ct

io
n 

st
ep

s 
le

ad
in

g 
to

 fo
rm

at
io

n 
of

 m
et

ha
ne

 a
re

 s
ho

w
n.

 T
he

 c
ol

or
 o

f t
he

 li
ne

s 
co

rr
es

po
nd

s 
to

 th
e 

de
gr

ee
 o

f r
at

e 
co

nt
ro

l 
(D

R
C

) 
va

lu
e.

 (
ri

gh
t)

 R
ea

ct
io

n 
pa

th
w

ay
s 

fo
r 

C
O

 h
yd

ro
ge

na
ti

on
 to

 C
1 

pr
od

uc
ts

 o
n 

R
h(

21
1)

.

5



93 ■ FIRST-PRINCIPLES-BASED MICROKINETICS SIMULATIONS OF CO 

HYDROGENATION ON RHODIUM

removal of O by lowering its barrier will 

lead to more vacancies. The overall CO 

consumption rate increases, because the 

increased number of vacancies facilitates 

the dehydrogenation reactions in the reac-

tion sequence of CCO to ethanol. Rate-in-

hibiting reactions also occur; for example, 

CH
2
 + CO  CH

2
CO inhibits the reaction 

rate because lowering the barrier of this 

step leads to the decomposition of the 

CH
2
CO intermediate. This shifts the 

CHCO + H  CH
2
CO equilibrium to the 

right hand side, resulting in a decrease in 

CHCO coverage. CHCO is an important 

reaction intermediate in the formation of 

ethanol; therefore, CH
2
CO formation is a 

rate-inhibiting step. 

The detailed inspection of the molar 

fluxes in the reaction network shown in 

Figure 5.6 reveals that there are many 

surface reactions that occur at much 

higher rates than the overall CO con-

sumption rate. For example, the rate of 

CH
2
CO dissociation to CH

2
 and CO is 

four orders of magnitude higher than 

the rate of CO consumption. Likewise, 

adsorbed C reacts with CCH at a very 

high rate followed by its dehydrogenation 

to CC and the dissociation of CC back 

to two C adatoms. The DRC values for 

these surface reactions are negligible. 

As such reactions are not relevant to the 

formation of the product (ethanol in this 

temperature regime), we refer to these 

reactions as spectator reactions. It should 

also be stressed that the surface coverages 

of CCH and CC adsorbates are very low 

compared with the coverages of adsorbed 

C and CH. 

Regime II: Transition from selective 

ethanol to selective methane formation 

(725–900 K)

When the temperature is increased 

from 725 K to 900 K, the selectivity 

for methane increases strongly at the 

expense of ethanol. At the same time, the 

selectivities for ethylene and acetaldehyde 

also increase. The competition between 

ethanol and methane formation is of par-

ticular interest, because experimentally, 

methane is the main competing product 

in ethanol production from CO hydroge-

nation by Rh-based catalysts.46 The shift 

in product selectivity occurs together 

with a shift in the rate-controlling steps 

of regime I to those of regime III (mainly 

CH
2
 and CH

3
 hydrogenation). Figure 5.4 

shows that in the temperature range of 

750–850 K, the following steps contribute 

most significantly to the negative correla-

tion between these two products:  

CH
2
 + H  CH

3
, CH

3
 + H  CH

4
 and 

CCH
3
 + H  CHCH

3
. The importance of 

the first two steps for methane formation 

is evident. The latter step also contrib-

utes to methane formation, because the 

dehydrogenation of the CHCH
3
 interme-

diate formed upon CH + CH
3
 coupling 
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results in CCH
3
 that can decompose to C 

+ CH
3
. The CCH

3
 + H  CHCH

3
 reaction 

step also exhibits a negative DSC correla-

tion for ethylene and methane, because 

CHCH
3
 is an intermediate in ethylene 

formation (vide infra). To a lesser extent, 

a negative correlation also exists for the 

O hydrogenation step because vacancies 

are needed to facilitate the dehydrogena-

tion steps for ethanol formation, while 

these vacancies are not relevant for CH
4
 

formation. 

Ethanol formation also competes with 

ethylene and acetaldehyde formation. 

Our analysis reveals that the only elemen-

tary reaction controlling the selectivity 

of ethanol versus that of ethylene is the 

hydrogenation of CH
3
CHO to CH

3
CHOH. 

This step is important in the reaction 

sequence that leads to ethanol. Likewise, 

there are only two reactions that control 

the selectivity of ethanol versus that of 

acetaldehyde. The ethanol selectivity 

increases when the energy of the transi-

tion state for CH
3
CHOH hydrogenation 

to CH
3
CH

2
OH is lowered. This hydro-

genation step precedes ethanol desorp-

tion, and if it is made more difficult, the 

selectivity for acetaldehyde increases. The 

acetaldehyde selectivity also increases 

when the desorption energy for acetalde-

hyde decreases, which negatively affects 

ethanol selectivity.

There is no competition between acet-

aldehyde and ethylene formation in the 

current mechanism. Our analysis shows 

that a decrease in the barriers for CH
2
 

and CH
3
 hydrogenation decreases the se-

lectivity for acetaldehyde and ethylene. In 

addition, both selectivities increase when 

the barrier of O or CCH
3
 hydrogenation to 

CHCH
3
 is lowered.

We note that ethylene can be obtained 

in two different manners: via CH
2
 + CH

2
 

coupling and via CH + CH
3
 coupling. 

For the latter route, the resulting CHCH
3
 

intermediate is hydrogenated to CH
2
CH

3
 

and then dehydrogenated to CH
2
CH

2
. 

The former pathway is more important 

than the latter. This chain-growth reac-

tion is different from the preferred cou-

pling step on a stepped Ru surface (CH 

+ CH  CHCH).29 The predominance 

of CH
2
 + CH

2
 coupling over CH + CH 

coupling explains why the chain-growth 

probability for hydrocarbons on Rh(211) is 

very low.

Regime III: Selective methane formation 

(900 K and above)

At temperatures above 900 K, me-

thane is the dominant reaction prod-

uct. Ethylene and acetaldehyde are 

also produced in small amounts. The 

rate-controlling steps are CH
2
 and CH

3
 

hydrogenation. The hydrogenation reac-

tion of CCH
3
 to CHCH

3
 is rate-inhibiting, 

because this elementary reaction step 

facilitates the production of ethylene at 

5
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the expense of CH
4
 formation. The reac-

tion network is analyzed in more detail in 

Figures 5.7 and 5.8. Methane is formed 

by direct CO dissociation followed by 

sequential hydrogenation of the C inter-

mediate. Figure 5.7 shows that none of 

the C
1
-oxygenate pathways are relevant 

for methane formation. Figure 5.8 shows 

that under conditions of predominant 

methane formation, the rate of C + CO 

coupling remains very high compared 

with the overall CO consumption rate. 

These reactions do not lead to ethanol 

formation because of the high rates of 

CHCO and CH
2
CO dissociation to CH

x
 

and CO as well as the endothermicity of 

the hydrogenation reactions of CH
x
CO 

intermediates that lead to ethanol. 
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5.3.3 General discussion

A key finding of these microkinetics 

simulations is that CO dissociation is not 

rate-limiting in the CO hydrogenation 

reaction on Rh(211). In many studies, 

slow CO dissociation has been suggested 

as the main cause for ethanol formation 

on Rh catalysts.12,13,46,47 At temperatures 

below 600 K, the dominant product is 

formaldehyde, because the rate of CO dis-

sociation is very low. Desorption of form-

aldehyde is preferred over hydrogenation 

to methanol. We expect that the hydroge-

nation of formaldehyde to methanol oc-

curs on the less reactive planar surfaces. 

Ethanol can be obtained at intermediate 

temperatures with reasonable selectivity 

on the stepped Rh surface because of the 

intermediate Rh-carbon bond strength. 

On a terraced Rh surface, the Rh–C bond 

is weak and the CO dissociation barrier 

is consequently very high, leading to high 

methanol selectivity. High methanol se-

lectivity has been observed when the Rh 

nanoparticle size is decreased,68 which is 

related to the absence of step-edge sites 

on very small particles. On the step-edge 

site of Rh(211), the barrier for C + CO 

coupling of 136 kJ/mol competes favorably 

with the value of 156 kJ/mol for the CH + 

CH coupling reaction. In comparison, the 

CH + CH coupling reaction is strongly fa-

vored kinetically over the C + CO reaction 

on the step-edge site of Ru(1121). Thus, 

the step-edge sites of Ru and Co catalyze 

CH + CH (and CH + CR, with R being an 

alkyl group) coupling reactions towards 

long-chain hydrocarbons,31,32 and Rh(211) 

catalyzes the formation of ethanol via the 

formation of CCO and its hydrogenation. 

The barriers for the cleavage of the C–O 

bonds in CHxCO intermediates are very 

high (Eact > 180 kJ/mol); thus, the forma-

tion of ethylene or higher hydrocarbons 

via this Pichler–Schulz-type pathway is 

kinetically hindered. As discussed above, 

the chain-growth probability via CH
x
 

insertion reactions (carbide mechanism) 

is also very low. 

 The formation of ethanol from the 

CCO intermediate involves a complex se-

quence of hydrogenation and dehydroge-

nation steps. In addition to some of these 

hydrogenation steps, O hydrogenation 

controls the formation rate of ethanol due 

to the need for vacancies for the dehydro-

genation reactions relevant to hydrogena-

tion of the terminal C and O atoms in the 

CCO intermediate. 

At higher temperatures, the CO 

consumption rate increases as the 

surface becomes empty, and methane 

formation starts to compete with etha-

nol production. Ethylene, formaldehyde, 

and acetaldehyde are produced as side 

products. The rate of formation of higher 

hydrocarbons remains negligible. This is 

the regime that is relevant to many exper-

imental studies.32,48 Our kinetic analysis 

5
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shows that CH
2
 and CH

3
 hydrogenation 

reactions are the main steps that control 

the selectivity for ethanol. This provides 

a guiding principle for the design of Rh 

catalysts with improved ethanol selectiv-

ity. An increase in the C bond strength 

will lower the rate of C hydrogenation, 

resulting in increased ethanol selectivity. 

5.4 Conclusions

The first principles microkinetics 

model for CO hydrogenation presented 

herein shows how ethanol can be formed 

on a stepped Rh surface. In addition to 

ethanol, methane, ethylene, ethane, form-

aldehyde, methanol, and acetaldehyde 

are also formed. The reaction network 

and the elementary reaction steps that 

control the rate and the selectivities were 

analyzed as a function of temperature. 

This work provides detailed insights into 

the complex nature of the surface reac-

tions that lead to the formation of the 

various products and into the competition 

between these products. We introduced 

a novel concept (the degree of selectivity 

control) that helps identify the elementa-

ry reaction steps that most significantly 

control product selectivities. 

The reaction takes place on the 

Rh(211) surface, because the CO dissoci-

ation barriers on the terraced surfaces of 

Rh are too high. The model predicts the 

formation of formaldehyde at low tem-

perature, ethanol at intermediate tem-

perature, and methane at high tempera-

ture. At low temperature, for maldehyde 

is the main product because the rate of 

CO dissociation is low. At intermediate 

temperatures, ethanol is formed by C + 

CO coupling followed by its hydrogena-

tion to acetaldehyde and ethanol. C + CO 

coupling is preferred over CH
x
 + CH

x
 

coupling on Rh, which explains the high 

ethanol selectivity. A small amount of 

ethylene is formed by CH
2
+CH

2
 coupling. 

Longer hydrocarbon chains with three 

or more C atoms are not formed because 

of the preference for C+CO coupling and 

the high barrier for C–O bond cleavage 

in CH
x
CO surface intermediates. At high 

temperature, C is rapidly hydrogenated to 

methane.

The  microkinetics simulations show 

that at intermediate temperatures, eth-

anol formation competes with methane 

formation. The rate controlling steps are 

O hydrogenation, which is required to 

create vacancies for the dehydrogenation 

steps in the reaction sequence leading to 

ethanol, CH
x
CH

y
O hydrogenation steps 

for ethanol formation, and CH
2
 and CH

3
 

hydrogenation steps for methane forma-

tion. The most important reaction steps 

that control the selectivity for ethanol 

versus methane are CH
2
 and CH

3
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hydrogenation and CHCH
3
 dehydrogena-

tion. ■
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Abstract

Density functional theory calculations were conducted to study N
2
 

adsorption on various Rh surfaces and clusters with the aim to establish 

whether IR spectroscopy of N
2
 adsorbed on Rh nanoparticles can help 

to identify step-edge sites. Catalytic performance studies on zirconia-

supported Rh nanoparticles and IR spectroscopy of N
2
 adsorbed on these 

nanoparticles were used to determine the active site for CO dissociation. 

The computational results show that the experimentally observed IR 

absorption band can be correlated to the presence of low-coordinated 

surfaces such as occur on step-edge sites. Steady-state isotopic transient 

kinetic analysis (SSITKA) data is combined with microkinetics simulations of 

CO hydrogenation on the stepped Rh(211) surface to rationalize the observed 

trends in catalytic activity and selectivity. Based on the SSITKA results, the 

microkinetics simulations point out that only the Rh(211) surface is able to 

catalyze the product formation as found in experiment. The barrier for CO 

dissociation on the terraced Rh(111) is too high to form higher oxygenates.

★ « These are the dark matter engines I invented. 

They allow my starship to travel between galaxies in 

mere hours. » 

« That's impossible. You can't go faster than the 

speed of light. » 

« Of course not. That's why scientists increased the 

speed of light in 2208. » ★

From Futurama, A Clone of My Own
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6.1 Introduction

Fischer-Tropsch synthesis is an attrac-

tive route for the valorization of natural 

gas into synthetic fuels and chemicals.1,2 

The exact nature of the reaction mecha-

nism and especially the identification of 

the rate-limiting step(s) and the active site 

remain a topic of considerable debate.3-13 

From experiment, it is well known that 

catalytic activity strongly depends on the 

particle size.14-18 This kind of structure 

sensitivity is usually understood in terms 

of the sensitive dependence of the rate of 

elementary reaction steps on the sur-

face termination. Nanoparticles expose 

terraces, edges, corners and step-edges. 

The coordinative unsaturation of the 

surface atoms in these sites varies, which 

leads to different chemical reactivity. For 

the cleavage of s-bonds (e.g., C-H bonds 

in alkanes), low-coordinated metal atoms 

(typically edge or corner atoms) are neces-

sary. For the dissociation or formation of 

a π-bond such as in CO, a step-edge site 

is necessary that facilitates the overlap of 

the transition metal d-orbitals with the 

molecular π-bonds.9,19-21 One predicts 

strong dependence of CO conversion on 

the particle size. Below a critical size, 

nanoparticles cannot stabilize step-edges 

anymore and, accordingly, such particles 

will only expose edge and corner atoms. 

Particles of intermediate size expose, in 

addition to edge and corner atoms, the 

highest density of step-edge sites. The 

surfaces of very large particles will be 

dominated by terraces.9,12,17 

Experimentally, the particle size 

dependence of the FT reaction has 

been well established. The group of De 

Jong16,17 has shown that the optimal 

Co particle size for the FT reaction lies 

around 6 nm. Below this size, the activity 

of CO dissociation strongly decreases. 

Fierro and co-workers showed that Ru 

nanoparticles displayed a similar size 

dependence in the FT reaction.22 Others 

have also explored the FT reaction in the 

aqueous phase. Xiao et al. showed a very 

pronounced particle size dependency for 

unsupported Ru nanoparticles.23 On the 

contrary, Quek et al. showed that the par-

ticle size dependence for unsupported Ru 

nanoparticles is quite similar24 to trends 

observed in conventional FT synthesis 

 us  ing supported Ru nanoparticles.22 

These data also pointed out the critical 

dependence of the chain-growth pro-

bability and the product (oxygenates vs. 

hydrocarbons) selectivity on the nanopar-

ticle size.15 A recent study points to the 

considerable disorder and corrugation of 

Ru nanoparticles as a function of their 

particle size.14

The importance of step-edge sites 

in heterogeneous reactions catalyzed by 

transition metals has been well esta-
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blished in the work of Ertl.25 Nørskov 

and co-workers have provided strong 

support for the importance of step- 

edges for N
2
 activation on Ru surfaces.26 

Suggestions that such step-edges may 

be relevant to the activation of diatomic 

molecules such as N
2
 have been made 

by Van Hardeveld and Van Montfoort.27 

These authors proposed that the surface 

of nanoparticles will contain so-called B
5
 

sites, that are ensembles of surface atoms 

arranged in a fashion that a step-edge is 

obtained. Based on geometric consider-

ations, they argued that such sites occur 

most frequently on the surface of ~ 2 nm 

particles.20 

Despite the apparent relevance of step-

edge sites to metal catalysis, no experi-

mental technique exists that can titrate 

these sites. The group of Chorkendorff 

has used isotopic scrambling between 
12C16O and 13C18O on Ru nanoparticles 

to probe CO dissociation sites.28 Van 

Hardeveld and Van Montfoort employed 

infrared spectroscopy of adsorbed N
2
 on 

Ni, Pd and Pt.27,29 The strong shift of the 

N-N absorption band compared to the 

gas-phase value was interpreted as a sig-

nature for the relatively strong adsorption 

of N
2
 in the step-edge.

In the present work, we carried out a 

computational study of N
2
 adsorption on 

various Rh surfaces and clusters with the 

aim to establish whether IR spectroscopy 

of N
2
 adsorbed on Rh nanoparticles can 

help to identify step-edge sites. The work 

is complementary to existing catalytic 

performance data of zirconia-supported 

Rh nanoparticle catalysts that display 

structure sensitive behavior in CO 

hydrogenation. IR spectroscopy of N
2
 

adsorbed on reduced Rh catalysts shows a 

distinct band at 2205 cm-1, whose intensi-

ty correlates with catalytic performance. 

The computational data show that this 

IR band can be correlated to the presence 

of low-coordinated surface atoms. It will 

be argued that the strong correlation 

with the catalytic performance points to 

the presence of step-edge sites. Finally, 

steady-state isotopic transient kinetic 

analysis (SSITKA) data is combined with 

microkinetics simulations of the CO 

hydrogenation on the stepped Rh(211) 

surface to explain trends in the catalytic 

activity and product selectivity.

6.2 Computational Method

In order to investigate the frequen-

cy and intensity of N
2
 adsorption on 

different surface sites and in different 

adsorption modes, plane-wave density 

functional theory calculations were per-

formed. All calculations were performed 

using the Perdew-Burke-Ernzerhof (PBE) 

exchange-correlation functional30 as 

6
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implemented in VASP.31,32 To describe 

the interaction between the nuclei and 

the core electrons, the projector-aug-

mented wave (PAW) method33 was used. 

For the valence electrons, a plane-wave 

basis set with an energy cut-off of 500 

eV was used. For the nanoparticles, the 

Brillouin zone sampling was restricted 

to the g point. For the stepped surfaces, a 

Brillouin zone sampling of 5x5x1 k-points 

was used. To include the Van der Waals 

(vdW) corrections, we have employed 

the semi-emperical DFT-D2 method of 

Grimme.34,35 The electronic convergence 

criterion was set to 10−5 eV, and geome-

tries were converged to 10−4 eV/Å using 

a conjugate-gradient algorithm that uses 

trial and corrector steps to converge the 

energy and the forces. In order to avoid 

spurious interactions between the images 

of the system, a vacuum layer of at least 

10 Å was added in each direction for 

the nanoparticles, and along the z-axis 

perpendicular to the directions of the 

periodicity for the stepped surface. All 

frequencies were calculated using the 

finite-difference approach. The calculated 

N
2
 stretching frequency differed from the 

experimental N
2
 stretching frequency by 

2.8%. Because we are mainly interested 

in trends, we did not scale the calculated 

frequencies.

The infrared intensities of the vibra-

tional modes were calculated using the 

method previously employed by Preuss 

and coworkers.36 The intensity |I| of a 

normal mode is linearly correlated to the 

change in the dipole moment as function 

of a perturbation in the direction of the 

normal mode as given by equation 1.

where m is the dipole moment vector 

and qi is the normal mode. It should be 

noted that for the slab calculations, the 

absolute values of the calculated in-plane 

dipole moment components are less use-

ful due to the periodic boundary condi-

tions and, therefore, we have only taken 

the change in the dipole moment in the 

direction perpendicular to the surface of 

the slab (i.e., the z-direction) for the calcu-

lation of the intensities.

6.3 Results

We will first discuss the experimental 

results for CO conversion and IR mea-

surements of N
2
 adsorption on the Rh 

nanoparticles that served as the starting 

point to this computational modeling 

study. Then, we will discuss the DFT cal-

culations to determine the N
2
 frequency 

and intensity as a function of surface to-

2

i

I
qυ
m∂

∝
∂
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pology. Finally, the results are combined 

in an attempt to link the computational 

understanding about IR absorption by N
2
 

molecules to the catalytic data. 

6.3.1 Fischer-Tropsch 
catalysis over 
zirconia-supported Rh 
nanoparticles

A series of zirconia-supported Rh 

catalysts were prepared by pore volume 

impregnation of aqueous solutions of 

Rh-nitrate. The Rh particle size was 

varied by changing the Rh loading and 

the calcination/ageing procedure of the 

final catalyst, in an anologous manner as 

done in previous work.9 The phase of the 

zirconia support was monoclinic in all 

cases. The average Rh particle size was 

determined from TEM images as well as 

H
2
-chemisorption.9 Prior to activity mea-

surements, the catalysts were reduced 

in H
2
 at 723 K. The catalytic activity was 

measured at 548 K at a H
2
/CO ratio of 2. 

The turnover frequencies (TOFs) of CO 

dissociation were calculated on a carbon 

basis from products formed by CO disso-

ciation. 

The TOF of CO dissocation for this 

set of catalysts shows a strong particle 

size dependence (Figure 6.1). Optimum 

performance is observed for particles of 

about 4.7 nm. Catalytic performance data 

including hydrocarbon selectivities for a 

limited set of catalysts are given in Table 

6.1. The main product of CO hydrogena-

tion for these catalysts under the given 

reaction conditions is methane. The 

methanol selectivity is much lower than 

the ethanol selectivity. Optimum ethanol 

selectivity occurs at approxima tely the 

same particle size as the optimum parti-

cle size for CO dissociation. 

SSITKA experiments were carried 

out in a setup described elsewhere.37 The 

plug-flow microreactor was loaded with 

the catalyst diluted with SiC, and then 

pretreated in H
2
 at 723 K. After cooling 

to 548 K, the catalyst was exposed to the 

feed mixture of 12CO/H
2
 = ½ at a total 

pressure of 5 bar. At steady-state condi-

tions, the feed composition was switched 

to a feed with 13CO/H
2
 = ½. From the 

Figure 6.1: Turn over frequency (TOF) 

for CO as a function of the particle size. 

Intensity of the 2205 cm-1 IR absorption 

band as a functional of particle size.
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mass spectrometry signals during the fol-

lowing backswitch, the surface residence 

times were calculated according to esta-

blished procedures.37 The residence times 

were corrected for the gas phase hold-up 

with the use of the Ne inert tracer; these 

values were then used as input to calcu-

late the number of reversibly adsorbed 

CO and CH
x
 species and the CO and CH

x
 

surface coverages. Table 6.2 reports the 

results from SSITKA measurements car-

ried out at a lower total pressure of 5 bar. 

It was verified in separate experiments 

that the particle size dependence of the 

Catalyst dav TOF nCO nCHX qCO qCHx

nm s-1 s s % %

Rh(2, 600)/ZrO
2
(600) 2.7 0.014 1.1 1.2 45 1.3

Rh(2, a750)/ZrO
2
(600) 4.7 0.024 1.5 1.8 62 3.0

Rh(2, a1000)/ZrO
2
(600) 7.8 0.011 2.2 2.5 52 2.3

Table 6.1: Turn-over-frequency (TOF), CO and CH
x
 coverage as a function of particle 

diameter for CO hydrogenation over Rh/ZrO
2
1 Catalysts are denoted by Rh(x, aT) with x the 

metal loading (wt.%), a optionally indicating an ageing treatment and T the final catalyst 

treatment temperature (°C) followed by the support reference.

1 reaction conditions: 275 °C , 5 bar

Selectivity (%)

Catalyst

d av
 [n

m
]

C
H

4

M
eO

H

Et
O

H

To
ta

l C
2+

 O
xy

 

Rh(2, 600)/ZrO
2
(600) 2.7 69 3.4 13 15

Rh(2, a750)/ZrO
2
(600) 4.7 67 2.8 17 21

Rh(2, a1000)/ZrO
2
(600) 7.8 76 3.4 9 10

1 reaction conditions: 275 °C , 5 bar

Table 6.2: Effect of Rh particle size on CO hydrogenation over Rh/ZrO
2
1 Catalysts are 

denoted by Rh(x, aT) with x themetal loading (wt.%), a optionally indicating an ageing 

treatment and T the final catalyst treatment temperature (°C) followed by the support 

reference.
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reaction rate and product selectivity was 

similar as in the experiments carried out 

at 20 bar. At 5 bar, optimum activity in 

CO dissociation also occurs for the cat-

alyst containing on average 4.7 nm par-

ticles. The surface coverages of CO and 

CH
x
  are seen to depend on the particle 

size. The CO coverage is highest for the 

most active catalyst. The relatively strong 

variation of the CO coverage may point to 

differences in the CO adsorption strength 

as a function of the particle size. The 

CH
x
 surface coverage as measured by the 

CH
4
 transient is very low, consistent with 

SSITKA data for methanation on Co and 

Ru nanoparticle catalysts.22,39 Also, the 

CH
x
 surface coverage display a maximum 

at the intermediate particle size for which 

optimum performance is observed. 

Infrared experiments of adsorbed 

N
2
 were recorded on a Bruker IFS113v 

Fourier transform IR spectrometer. The 

sample was pressed into a self-suppor-

ting wafer and placed in a controlled 

environment transmission IR cell with 

CaF
2
 windows. After reduction in hydro-

gen, the sample was cooled in vacuum 

to 90 K. Increasing amounts of N
2
 were 

admitted to the cell until saturation of the 

bands. In addition to a band due to weak-

ly adsorbed N
2
 on the zirconia support, 

a distinct band at 2205 cm-1 is visible for 

the reduced Rh/ZrO
2
 catalysts. This band 

was absent when N
2
 was adsorbed on a 

zirconia support without Rh metal.  The 

intensity of this perturbed N
2
 adsorption 

band  was determined and normalized 

to the Rh dispersion. The resulting 

values are shown as a function of the 

particle size in Figure 6.1. The intensity 

of the N-N stretching band at 2205 cm-1 

is seen to correlate with the TOF for CO 

dissociation. Accordingly, we speculated 

that the sites probed by IR spectroscopy 

top bridge terrace

Figure 6.2: Geometries of top, bridge and terrace adsorption of N
2
 on a tetrahedral Rh10 

cluster.

6
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of adsorbed N
2
 are the same as the sites 

involved in CO dissociation. 

 

6.3.2 DFT calculations

DFT calculations will be presented for 

three different Rh systems: tetrahedral 

Rh
10

 and Rh
20

 clusters and the stepped 

Rh(211) surface. These three systems 

were chosen as they contain a variety of 

low-coordinated corner and edge sites 

(Rh
10

 and Rh
20

 clusters) as well as step, 

step-edge and terrace sites (Rh(211) sur-

face). For each system, N
2
 was adsorbed 

on different adsorption sites in a variety 

of adsorption modes. The N-N stretching 

frequencies and intensities were calcula-

ted for all of these adsorption modes.
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Rh
10

 Top 80 2216 1.13 17

Rh
10 

Bridge 83 2019 1.15 4.5

Rh
10 

Terrace 45 1928 1.18 1.8

Rh
20

 Top (CN=3) 101 2195 1.13 26

Rh
20

 Top (CN=9) 68 2212 1.13 3.2

Rh
20

 Bridge 78 2014 1.15 12

Rh
20

 Terrace Migrates to top

Rh(211) Top 89 2205 1.13 5.1

Rh(211) Bridge 47 2065 1.14 1.0

Rh(211) Bidentate 58 1730 1.18 1.4

Rh(211) Terrace Migrates to top

Table 6.3: Frequency and intensity of the different adsorption sites and modes of N
2
 on Rh

10
 

clusters, Rh
20

 clusters and Rh(211) surfaces.
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Three different adsorption sites were 

studied for the Rh
10

 cluster. These sites 

are shown in Figure 6.2. The computed 

frequencies and intensities are collected 

in Table 6.3. Top adsorption was studied 

on a Rh atom with a coordination num-

ber (CN) of 3, bridge adsorption between 

two Rh atoms with CNs of 3 and 6 and 

threefold adsorption between three Rh 

atoms with CNs of 3, 6 and 6. For top 

and bridge adsorption, the adsorption 

energies were around 80 kJ/mol. The ad-

sorption energy on the threefold site was 

significantly lower (45 kJ/mol). The N-N 

stretching frequency decreases when N
2
 

is adsorbed in increasingly higher coordi-

nation sites. The increased coordination 

with the surface results in an increase of 

the N-N bond distance. Together these 

changes point to weakening of the N-N 

bond. The calculated IR intensities de-

creased going from top (I
v
 = 17) to bridge 

(4.5) and threefold (1.8) adsorption.

The three different adsorption sites 

for the Rh
20

 cluster are shown in Figure 

3. When N
2
 was adsorbed on a threefold 

site, the adsorbate migrated to one of 

the top positions. The surface atoms of 

the threefold site on the Rh
20

 tetrahedral 

nanoparticle have a higher coordination 

number than those on the Rh
10

 tetrahe-

dral nanoparticle. This finding shows 

that N
2
 adsorption on high-coordination 

sites involving Rh atoms with high metal 

coordination number is unlikely. It is con-

sistent with the preference for N
2
 adsorp-

tion in top and bridge sites over threefold 

one on the Rh10 tetrahedral cluster.

Two different top adsorption modes 

were identified, involving Rh surface 

atoms with CN = 3 and CN = 9. One 

bridged adsorption geometry was found 

involving two Rh atoms with CN = 3 and 

6.  Top adsorption of N
2
 on the more 

top (CN=3) top (CN=9) bridge

Figure 6.3: Geometries of top (CN=3), top (CN=9) and bridge adsorption of N
2
 on a 

tetrahedral Rh
20

 cluster.

6
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coordinatively saturated Rh atom (CN=9) 

was weaker (68 kJ/mol) than top adsorp-

tion on the Rh atom with CN = 3 (101    kJ/

mol). The N-N stretching frequencies 

for the two top adsorptions were very 

similar (2195 cm-1 and 2212 cm-1 for CN 

= 3 and CN = 9, respectively). The N-N 

bond distances were 1.13 Å for both these 

adsorption geometries. The adsorption 

energy for the bridge configuration of N
2
 

was 78 kJ/mol. The N-N frequency and 

the N-N bond distance in this case were 

2014 cm-1and 1.15 Å. These results are in 

qualitative agreement with those for the 

Rh
10

 cluster. Similar to the trend seen for 

the Rh
10

 tetrahedral cluster, top adsorp-

tion on the Rh atom with CN = 3 had 

the highest intensity followed by bridge 

adsorption and top adsorption on a Rh 

atom with CN = 9. 

Four different adsorption sites were 

investigated for the stepped Rh(211) 

surface (Figure 6.4). Among the systems 

studied, this surface is the only one that 

can bind N
2
 in a bidentate fashion. The 

other adsorption modes are top, bridge 

and threefold adsorption. The threefold 

adsorption site is on the terrace adjacent 

to the step-edge site. In line with the 

results above, threefold coordination of 

N
2
 to Rh atoms with CN = 9 led to its 

migration to the step-edge atom with 

CN = 7. In this adsorption mode, the N
2
 

adsorption energy was 89 kJ/mol. This 

adsorption energy is intermediate to the 

values for top adsorption on Rh  surface 

atoms with CN = 6 (101 kJ/mol) and with 

CN = 9 (68 kJ/mol). The adsorption ener-

gies for bridge and bidentate adsorption 

were 47 kJ/mol and 58 kJ/mol, respective-

ly. The calculated N
2
 stretching frequen-

cies are comparable to values for similar 

adsorption geometries computed for the 

Rh
10

 and Rh
20

 clusters. 

Figure 6.4: Geometries of top, bridge, bidentate and threefold adsorption of N
2
 on a stepped 

Rh(211) surface. 

top bridge bidentate
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6.4 Discussion

The computational modeling results 

show the following trends for N
2
 adsorp-

tion on different surface sites. The N-N 

stretching lies around 2200 cm-1 when N
2
 

is adsorbed on top sites. When N
2
 adsorbs 

in higher coordination sites, the frequen-

cy shifts to lower values, i.e. 2050 cm-1 for 

bridge adsorption, 1950 cm-1 for terrace 

adsorption and 1730 cm-1 for bidentate 

adsorption. The differences in the N-N 

stretching frequencies can be rationa-

lized with the Dewar-Chatt-Duncanson 

model.39,40 Adsorption in high coordina-

tion sites result in larger overlap between 

the d-orbitals of the metal atoms and the 

p-orbitals of the N
2
 adsorbate than on 

top adsorption. The stronger donation 

of electron density from the metal to the 

anti-bonding orbitals of N
2
 weakens the 

N-N bond and, accordingly, lowers the 

N-N stretching frequency. 

The computed intensities of the 

adsorption geometries strongly correlate 

with the coordination number of the 

me tal atom to which N
2
 adsorbs. For 

 example, the intensity of the N-N stret-

ching band in top adsorption increases 

with a decrease of the coordination 

number of the Rh atom to which N
2
 

binds. This trend in the intensity can be 

explained as follows. Whereas N
2
 in the 

gas phase is not infrared-active due to 

its center of inversion, N
2
 adsorbed on a 

metal surface will become infrared-active 

because the two N atoms are chemical-

ly different for the adsorption modes 

considered in this study. The interaction 

of the Rh atom with N increases when 

the metal-metal coordination number of 

Rh decreases. This will lead to a stron-

ger difference between the two N atoms 

in adsorbed N
2
. The resulting greater 

change in the dipole moment results in 

higher intensity of the corresponding IR 

band. The stronger interaction of N
2
 with 

lower coordinated metal atoms can also 

be seen from the adsorption energies 

that tend to be higher for more reactive 

surface atoms.

Comparing these computational data 

to the experimental IR spectra, we can 

conclude that the experimentally ob-

served band at 2205 cm-1 can be assigned 

to N
2
 molecules adsorbed on top sites. 

The intensity of the IR band depends on 

the nature of the Rh surface atoms. The 

computational results predict that the 

intensity will be higher for Rh atoms with 

a lower coordination number. Therefore, 

one expects that a decrease of the size of 

nanoparticles will increase the intensity 

of the 2205 cm-1, because smaller par-

ticles contain an increasing fraction of 

corner atoms. Our calculations, however, 

show that top adsorption on a Rh atom 

with CN = 3 in a Rh
10

 cluster results in a 

6



113 ■ PROBING THE ACTIVE SITES FOR CO DISSOCIATION BY N
2
 IR SPECTROSCOPY

less intense IR band than top adsorption 

on a Rh atom in a Rh
20

 cluster. The dif-

ferent trend observed in Fig. 6.1 indicates 

that particles of intermediate size contain 

much more low-coordinated surface 

atoms than very small nanoparticles. 

We attribute this particular trend to the 

presence of step-edge sites. Firstly, top ad-

sorption on the step-edge atom with CN 

= 7 contributes more to the intensity than 

top adsorption on terrace surface sites. 

Secondly, we argue that with increasing 

Rh particle size the surface will be able 

to accommodate Rh metal overlayers. As 

exemplified in Fig. 5, these overlayers will 

contain corner atoms with a CN lower 

than 7. N
2
 adsorption on these sites will 

significantly contribute to the intensity of 

the N
2
 stretching band. 

Thus, the trend in the N
2
 IR inten-

sity with particle size can be explained 

as follows. Very small particles contain 

low-coordinated Rh atoms that will ad-

sorb N
2
, however, contributing little to the 

overall intensity. With increasing particle 

size, step-edge sites can be stabilized. 

This will lead to a rapid increase of the 

number of low-coordinated Rh atoms, 

namely the step-edge sites themselves 

with CN = 7 and atoms at the corners of 

the metal overlayers that develop on the 

terraces of the nanoparticles with a lower 

coordination number. The decrease of 

the IR intensity for particles larger than 

4.7 nm suggests that these particles 

contain less step-edge sites, presumably 

because they contain less metal overlay-

ers. Although we cannot provide a solid 

explanation for the disappearance of the 

metal overlayers on particles larger than 5 

nm, we speculate that this might have to 

do with metal-support interactions. The 

corrugated shape of the relatively small 

nanoparticles may relate to the Rh-zir-

conia support interactions. When the 

particles become very large, the influence 

of these interactions with the support will 

be much smaller and the particles can at-

tain shapes enclosed by surfaces with low 

surface free energies. Qualitatively, TEM 

images support this reasoning as the very 

large particles are clearly more facetted 

than the smaller ones. 

Following this reasoning, we may 

then argue that the optimum in CO 

dissociation turnover frequency occurs 

Figure 6.5: Cartoon  representation of a 

stepped surface. The yellow atoms are the 

step-edge atoms. Rows of these step-edge 

atoms are terminated by low-coordinated 

corner atoms, depicted in red.
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for the 4.7 nm Rh nanoparticles, because 

these particles contain the highest densi-

ty of metal overlayers and, consequently, 

the highest density of step-edge sites. The 

strong correlation between the CO disso-

ciation rate and the density of step-edge 

sites is supported by the preference for 

CO dissociation on step-edge sites (E
act

 = 

167 kJ/mol for Rh(211)) as opposed to pla-

nar surfaces (e.g. 300 kJ/mol for Rh(111) 

and 205 kJ/mol for Rh(100)).41

Earlier in this thesis, the kinetics 

and mechanism of CO hydrogenation 

on the stepped Rh(211) surface has 

been explored by a combination of DFT 

calculations (chapter 4) and microkine-

tics simulations (chapter 5). A key step 

in the mechanism is the dissociation of 

adsorbed CO. Based on DFT-computed 

values, it was assumed that the rate of CO 

dissociation on the close-packed surface 

would be negligible. To confirm this, 

we replaced the relatively low barrier for 

CO dissociation on Rh(211) of 167 kJ/

mol by the one computed for the Rh(111) 

surface, using the DFT values for all 

other reactions for the stepped surface. 

The model also included H-assisted CO 

dissociation on the Rh(111) surface, whose 

barrier of 266 kJ/mol41 is slightly more 

favorable than the value of 300 kJ/mol 

without H-assistance. The resulting rates 

were four orders of magnitude lower than 

those predicted for the stepped surface. 

Table 6.4 reports the product selec-

tivities for 4.7 nm Rh nanoparticles on 

zirconia and results of microkinetics 

simulations carried out for the Rh(211) 

and Rh(111) surfaces at a temperature of 

800 K. This particular temperature was 

chosen, because the CO surface coverage 

was close to the CO coverage determined 

by SSITKA measurements. For the 

simulated Rh(111) data, formaldehyde 

Selectivity (%) Surface 

Coverage

Catalyst
C

H
4

C
2+

 H
C

C
H

3O
H

C
H

2O

C
H

3C
H

2O
H

C
H

3C
H

O

O
th

er
 O

xy

To
ta

l C
2+

 O
xy

C
O

C
H

x

Rh(2, a750)/ZrO
2
(600) 67 2.8 17 21 62 3.1

Microkinetics Rh(211) 51.4 8.7 0.0 10.3 16.2 13.2 10.3 29.4 58.0 2.5

Microkinetics Rh(111) 0.0 0.0 0.0 100 0.0 0.0 100 0.0 98.0 0.0

Table 6.3: Comparison of product selectivity between theory and experiment. The 

microkinetics simulations were conducted at T=800K and p=20 atm.

6
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was the only product of CO conversion 

independent of the temperature.  This 

is the consequence of the very high CO 

dissociation barrier. Qualitatively, the 

product distribution predicted by our 

Rh(211) microkinetics simulations agrees 

with the experimental data. In the simu-

lations, formaldehyde is the main product 

because its hydrogenation on the stepped 

surface is difficult. In experiment, for-

maldehyde is rapidly hydrogenated, which 

is likely due to hydrogenation on terrace 

sites that more weakly interact with 

formaldehyde. Consistent with this, the 

simulated data also predict a higher acet-

aldehyde/ethanol ration than observed in 

experiment. The predicted selectivities 

for methane and higher hydrocarbons (in 

the simulations exclusively ethylene) are 

in very good agreement with the experi-

mental data.

The microkinetics simulations 

described in chapter 5 showed that CO 

dissociation is not the rate-controlling 

step in CO hydrogenation for the stepped 

Rh(211) surface. This conclusion is not 

contradicted by the experimental obser-

vation that the TOF for CO dissociation 

scales with the number of step-edge 

sites. As the barrier for CO dissociation 

on other surfaces is very high, these sites 

will not contribute to the CO dissociation. 

Therefore, the rate of CO dissociation is 

proportional to the number of step-edge 

sites. 

Experimentally, it is observed that 

optimum C
2
-oxygenates selectivity 

occurs for 4.7 nm Rh nanoparticles. 

The SSITKA measurements show that 

these particles contain a higher surface 

coverage of CO and CH
x
 surface inter-

mediates. That the highest CO surface 

coverage is found for the particles with 

the highest density of step-edge sites is 

in line with the higher adsorption energy 

of CO on such sites than on terrace sites. 

The difference is about 30 kJ/mol. As CO 

dissociation is not controlling the overall 

rate of formation of methane nor ethanol, 

we predict that a change of the ratio of 

step-edge over planar surface sites will 

lead to changes in the CH
x
 and CO cover-

age. The microkinetics simulations show 

that, under conditions that methane and 

ethanol are the main products, the most 

stable CH
x
 surface intermediates are C 

and CH. As particles of intermediate size 

have relatively high CH
x
 surface coverage, 

and also the highest CO surface cover-

age, we can understand that the relative 

rate of C+CO coupling, the elementary 

reaction steps that leads to C
2
-oxygenate), 

over that of CH
x
 hydrogenation is highest. 

This will shift the product distribution 

to C
2
-oxygenates over that of methane, in 

line with the experimental data. 

 



116CHAPTER 6 ■  

6.5. Conclusion

DFT calculations were carried out to 

predict N
2
 IR absorption spectra on Rh 

surfaces and clusters. On the basis of 

these calculations, the surface topology 

of zirconia-supported Rh nanoparticles 

could be predicted. It was shown that 

the smallest Rh nanoparticles mainly 

contain kink and edge sites. Particles 

of intermediate size expose steps and 

step-edges and large Rh nanoparticles 

predominantly contain low-index facets. 

The strong correlation between the cata-

lytic performance at intermediate particle 

size and the high number of step-edge 

sites at this particle size then points out 

that step-edge sites are necessary for CO 

dissociation. 

This reasoning is in line with the 

results from the SSITKA measurements 

as well as the microkinetics simulations. 

The highest CO surface coverage found at 

maximum CO turnover rates is ratio-

nalized by the higher adsorption energy 

of CO on the Rh(211) surface than on 

Rh(111) terraces. As the CH
x
 coverage is 

relatively high as well, we reason that this 

leads to efficient C+CO coupling, that is 

a relevant step in the formation of higher 

oxygenates. From microkinetics simu-

lations it is found that Rh(111) terraces 

cannot catalyze the formation of higher 

oxygenates due to the very high barrier 

for CO dissociation. These surfaces main-

ly produce the hydrogenated products of 

nondissociated CO. As only the step-edge 

sites are able to dissociate CO, the rate 

of CO dissociation has to scale with the 

number of these step-edge sites. ■
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Abstract

A comprehensive Density Functional Theory study of the Fischer-Tropsch 

mechanism on the corrugated Ru(1121)  surface has been carried out. 

Elementary reaction steps relevant to the carbide mechanism and the 

CO insertion mechanism are considered. Activation barriers and reaction 

energies were determined for CO dissociation, C hydrogenation, CH
x
+CH

y
 

and CH
x
+CO coupling, CH

x
CH

y
-O bond scission and hydrogenation 

reactions, which lead to formation of methane and higher hydrocarbons. 

Water formation that removes O from the surface was studied as well. The 

overall barrier for chain growth in the carbide mechanism (preferred path 

CH+CH coupling) is lower than that for chain growth in the CO insertion 

mechanism (preferred path C+CO coupling). Kinetic analysis predicts that 

the chain-growth probability for the carbide mechanism is close to unity, 

whereas within the CO insertion mechanism methane will be the main 

hydrocarbon product. The main chain propagating surface intermediate is 

CH via CH+CH and CH+CR coupling (R = alkyl). A more detailed electronic 

analysis shows that CH+CH coupling is more difficult than coupling reactions 

of the type CH+CR because of the p-donating effect of the alkyl substituent. 

These chain growth reaction steps are more facile on step-edge sites than 

on terrace sites. The carbide mechanism explains the formation of long 

hydrocarbon chains for stepped Ru surfaces in the Fischer-Tropsch reaction.

This chapter has been published as:

Filot, I. A. W., van Santen, R. A., Hensen, E. J. M.,

Catal. Sci. Technol. 2014, 4, 3129-3140.

★ Doing is a quantum leap from imagining. ★

Barbera Sher 
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7.1 Introduction 

 The limited supply of readily available 

petroleum stimulates the search for alter-

native energy sources.1 Due to its abun-

dance, natural gas is increasingly consid-

ered as a valuable alternative feedstock 

for the synthesis of fuels and chemicals. 

Synthesis gas (a mixture of CO and H
2
), 

which can be obtained from natural gas 

by autothermal or steam reforming, can 

be used to produce long-chain hydrocar-

bons in the Fischer-Tropsch (FT) reac-

tion.2-4 Several mechanistic proposals 

for this chain-growth reaction have been 

reviewed elsewhere.5 They can be distin-

guished by the assumption of the inser-

ting species in the growing chain. The 

inserting species is either a CH
x
 mono-

mer derived from surface CO dissociation 

in the carbide mechanism or an interme-

diate with the C-O bond intact in the CO 

insertion mechanism. The carbide me-

chanism involves dissociation of adsorbed 

CO, hydrogenation of the carbon adatom 

to a CH
x
 building block and its insertion 

into the growing hydrocarbon chains on 

the surface. The chain reaction is termi-

nated by desorption of the hydrocarbon 

chain from the surface as an alkene or 

alkane. An alternative termination path-

way involves CO insertion, that results in 

aldehyde and alcohol products. In the CO 

insertion mechanism, chain propagation 

proceeds via insertion of a CO moiety and 

the C-O bond scission therefore occurs 

after C-C coupling. This is in contrast to 

the carbide mechanism, where C-O bond 

scission occurs prior to C-C coupling. 

Oxygen is predominantly removed from 

the surface as water.5-8 The competing 

reaction is complete hydrogenation of the 

CH
x
 surface intermediate to methane, 

which is an undesired by-product.

Good FT catalysts should exhibit 

high selectivity towards long-chain 

hydrocarbons4,9 which requires facile 

CO dissociation and slow chain-growth 

termination.10,11 Formation of methane, 

the undesired by-product of the FT reac-

tion, should be minimized. The self-or-

ganization of monomeric C
1
 species into 

growing chains can be seen as a simple 

polymerization process and the molecu-

lar weights of the hydrocarbon products 

tend to follow the Anderson-Schulz-Flory 

(ASF) distribution.12,13 Experimentally, 

it is usually found that the C
1
 and C

2
 

product selectivities deviate from the ASF 

distribution.12,14-20

Two important schools of thought 

exist about the nature of the catalytically 

active surface. On the one hand, it is as-

sumed that the close-packed surfaces (ter-

races) are the active sites.21,22 Although 

metal atoms with low coordination 

numbers are in principle more reactive, it 

has been argued that these more reactive 
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low-coordinated sites become blocked 

due to their strong interaction with the 

adsorbed species and, in particular, with 

carbon adatoms. On the other hand, the 

high reactivity of low-coordinated sites, 

especially for CO bond dissociation over 

stepped sites, is considered to be crucial 

to provide sufficient monomer building 

blocks to maintain a high rate of chain 

growth.11,23-26 

The mechanism of CO dissociation 

on metallic surfaces has recently been 

elucidated. Experimental observations27,28 

and theoretical calculations24,29,30 agree 

on the importance of ensembles of 

surface metal atoms arranged in such 

a way that a stepped site is obtained 

for facile CO dissociation. These sites 

are usually called B
5
 sites. On such 

stepped sites of Co and Ru surfaces, the 

direct disso ciation of CO is favoured 

over the hydrogen-assisted alternative 

involving the formyl (CHO) intermedi-

ate.23,24,31,32 Although the discovery of the 

 Fischer-Tropsch reaction is almost a cen-

tury ago, many open questions remain 

about the reactions that lead to chain 

growth  and chain-growth termination.

A large number of candidate reac-

tion steps have been proposed for chain 

growth relevant to carbide and CO in-

sertion mechanisms. Originally, Fischer 

and Tropsch proposed that surface CH
2
 

couples with surface CH
3
.2,33 Modern 

insights about surface reactivity and 

theoretical chemistry advances now learn 

us that this proposal is incorrect, because 

the predicted barrier for this coupling 

step is very high30 and, also, because the 

surface coverage of CH
2
 and CH

3
 is pre-

dicted to be low.34-36 Hu and coworkers37 

have explored various coupling reactions 

for a range of transition metal surfaces 

using Density Functional Theory (DFT). 

Their analysis stresses the importance 

of the surface abundance of particular 

CH
x
 species and, also, indicates that 

stepped sites are preferred for C-C bond 

formation reactions for Ru surfaces, 

with C+CH and CH+CH coupling being 

the most favourable pathways. On Co 

surfaces, however, CH
2
+CH

2
 coupling 

and C+CH
3
 coupling are more likely 

candidates for chain growth. Saeys and 

co-workers have studied the CO insertion 

pathway on flat Co(0001) surfaces.38,39 

CH
2
+CO coupling was found to be the 

most favourable pathway.38 The group of 

Maitlis has performed extensive studies 

on the mechanistic aspects employing 

a model system composed using a Co 

homogeneous catalyst.40-42 They found 

that the CH
2
 insertion into a surface 

alkyl is the dominant mechanism. Water 

formation, which is required to remove 

O originating from CO dissociation, was 

also studied recently by DFT.43-46 It is 

generally proposed that, following OH 

formation, formation of adsorbed water 

occurs more favourably through proton 

7
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migration between two hydroxyl adsor-

bates than via direct hydrogenation of the 

hydroxyl intermediate.

In the present theoretical study, 

we employed DFT to investigate all 

elementary reaction steps from syngas 

following the carbide as well as the CO 

insertion mechanism that lead to forma-

tion of ethylene and ethane on a stepped 

Ru(1121) surface. These reactions include 

the already well-studied CO dissociation 

and CH
4
 formation, because our aim is 

to build a database of kinetic parameters 

for all reaction steps relevant to the FT 

reaction at the same computational accu-

racy. We also study the hydrogenation of 

the surface intermediates towards olefinic 

and paraffin products and include for-

mation of water, which removes O atoms 

from the surface. We rationalize the ex-

perimentally observed lower C
2
 selectivity 

in the ASF distribution by considering 

how the reactivity of C
3
 surface intermedi-

ates will differ from that of C
2
 intermedi-

ates. We explain the different kinetics of 

coupling reactions occurring on terraces 

and step-edge sites. Finally, we elaborate 

on the most likely FT pathway by com-

paring the different FT reaction routes 

comprising both the carbide and the CO 

insertion mechanism.

7.2 Method

Density Functional Theory (DFT) 

calculations were performed using the 

Vienna Ab Initio simulation package 

(VASP).47,48 The Perdew-Burke-Ernzerhof 

(PBE) exchange-correlation functional 

was employed for all calculations.49 To de-

scribe the interaction between nuclei and 

core electrons, the projector-augmented 

wave (PAW) method was used.50,51  For 

the valence electrons a plane-wave basis 

set with an energy cut-off of 400 eV and a 

Brillouin zone sampling of 5x5x1 k-points 

were used. All elementary reactions 

were investigated on a stepped Ru(1121) 

surface model (Figure 7.1). The model for 

the stepped site consists of a slab with a 

thickness of at least 5 atomic layers and 

using a p(2x2) unit cell. To confirm that 

the thickness of the slab was sufficient, it 

was verified that the energy with respect 

to the number of layers in the slab was 

converged. The Ru(1121) surface contains 

terrace and step-edge sites and is accord-

ingly representative for a dual reaction 

centre mechanism as explored earlier.10 

In order to avoid spurious interactions 

between the images of the system, a vacu-

um layer of at least 10 Å was added along 

the z-axis. To confirm that the vacuum 

layer was large enough, it was verified 

that the electron density approached zero 

at the border of the unit cell. To avoid 
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dipole–dipole interactions between the 

super cells, adsorbates were placed on 

both sides of the surface retaining an 

inversion centre.

Ionic relaxation was carried out by 

the conjugate gradient method. During 

geometry optimization, all the degrees of 

freedom of the atoms in the slab as well 

as the adsorbed species were relaxed. To 

determine transition states, the nudged 

elastic band (NEB) method as developed 

by Jónsson et al. was employed.52 The 

initial images between the optimized 

initial and final states were obtained via 

linear interpolation. The transition state 

was confirmed to be a saddle point on 

the electronic energy surface by means 

of frequency analysis. Within VASP, 

this frequency analysis is performed by 

constructing a Hessian matrix using 

the finite difference approach. We only 

considered the frequencies of the ad-

sorbed species within this analysis as 

the contribution of the metal atoms can 

be neglected. Prior to investigating the 

location and properties of the transition 

states, the structure and energetics of a 

large number of adsorption models of 

reactants, intermediates and products 

were determined. Based on these results, 

the initial guesses for the transition states 

were constructed. 

Ru(1121) Ru(0001) Legend

terrace
sites

step-edge
sites

ruthenium

carbon

hydrogen

Figure 7.1: Schematic representation of (left) the corrugated Ru(1121) surface and (right) the 

close-packed Ru(0001) terrace surface.

7
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7.3 Results and Discussion

7.3.1 DFT calculations

DFT calculations will be presented 

for the elementary reaction steps relevant 

to the carbide as well as the CO inser-

tion mechanism of the Fischer-Tropsch 

reaction. The main groups of reactions 

studied are (i) CO dissociation, (ii) C 

hydrogenation to CH
x
 intermediate and 

CH
4
, (iii) CH

x
-CH

x
 coupling, (iv) CH

x
-

CH
x
 hydrogenation, (v) CH

x
-CO coupling, 

(vi) CHxCH
y
-O hydrogenation, (vii) CH

x-

CH
y
-O scission and (viii) O hydrogenation 

to H
2
O. For the carbide mechanism, reac-

tions of groups (i), (ii), (iii), (iv) and (viii) 

are relevant. The CO insertion mecha-

nism is covered by reaction of groups (i), 

(v), (vi), (vii) and (viii). We did not explore 

oxygen removal via CO
2
 formation, be-

cause the CO
2
 selectivity for Ru catalysts 

in the FT reaction is low.13,53,54

7.3.1.1 CO dissociation

The energy barriers for CO dissoci-

ation are given in Table 7.1 and corre-

spond well with values reported before 

for the stepped Ru(1121) surface.23 Direct 

dissociation of CO is the preferred route, 

because the hydrogen-assisted route 

involves the thermodynamically unfa-

vourable formyl intermediate, resulting 

in a much higher overall barrier for CH 

formation. 

7.3.1.2 C hydrogenation to CH4

Hydrogenation of adsorbed C to CH
4
 

has been investigated for the Ru(1121) 

surface before.36 Here, we carried out 

these calculations at the same computa-

tional accuracy as for the other elemen-

tary reaction steps. The forward and 

backward activation energies for the con-

Table 7.1: Methanation pathway of synthesis gas on Ru(1121). The reported forward and 

reverse energies are in relation to the most stable states found for the reactants and products.

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

1 CO* + *   C* + O* 65 90

2 C* + H*  CH* + * 40 39

3 CH* + H*  CH
2
* + * 75 37

4 CH
2
* + H*  CH

3
* + * 57 47

5 CH
3
* + H*  CH

4
 + 2* 94 57
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secutive hydrogenation steps of CH
x
 (x = 

0-3) to CH
y
 (y = 1-4) are listed in Table 7.1. 

The activation energies are with 

respect to the most stable adsorption 

site of the reacting surface adsorbates. 

In analogy with results for other transi-

tion metals, C hydrogenation to CH is 

relatively facile. For Ru(1121), it is slightly 

endothermic. Further hydrogenation to 

CH
2
 (methylidene) is more difficult (Eact 

= 75  kJ/mol) and endothermic by 38 kJ/

mol. This implies that at reasonable 

reaction temperatures surface CH
2
 and 

its hydrogenation products are much less 

abundant than C and CH surface inter-

mediates. The barrier for the endother-

mic CH
3
 (methyl) formation is 57 kJ/mol. 

The barrier for CH
4
 formation, which 

involves a single elementary reaction step 

recombining CH
3
 and H over a single Ru 

atom, has the highest barrier among the 

CH
x
 hydrogenation steps (94 kJ/mol). 

7.3.1.3 CHx+CHy coupling 
reactions

A total of 10 reactions between CH
x
 

species were considered for carbon-car-

bon bond formation to describe chain 

growth in the carbide mechanism of the 

Fischer-Tropsch reaction (Table 7.2). 

Reactions between CH
2
 and CH

3
 and 

between two CH
3
 (reactions 14 and 15) 

were not investigated, because it is well 

known that the interaction of the spatially 

extended C-H bonds in CH
3
 adsorbates 

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

6 C*+C*  CC* + * 138 144

7 C* + CH*  CCH* + * 129 75

8 C* + CH
2
*  CCH

2
* + * not found

9 C* + CH
3
*  CCH

3
* + * 92 116

10a CH* + CH*  CHCH* + * (terrace) 149 117

10b CH* + CH*  CHCH* + * (step) 86 55

11 CH* + CH
2
*  CHCH

2
* + * not found

12 CH* + CH
3
*  CHCH

3
* + * not found

13 CH
2
* + CH

2
*  CH

2
CH

2
* + * 54 60

14 CH
2
* + CH

3
*  CH

2
CH

3
* + * not investigated

15 CH
3
* + CH

3
*  CH

3
CH

3
* + * not investigated

Table 7.2: Methanation pathway of synthesis gas on Ru(1121). The reported forward and 

reverse energies are in relation to the most stable states found for the reactants and products.

7
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results in repulsion, precluding C-C bond 

formation.55 Despite considerable efforts, 

we could not identify transition states for 

the following reactions: C+CH
2
, CH+CH

2
 

and CH+CH
3
 coupling. We assume that 

these reaction will not occur on the 

Ru(1121) surface. It should be noted that 

these reactions have been reported to be 

feasible on terrace surfaces.56 For the re-

maining five coupling steps C+C, C+CH, 

CH+CH, CH
2
+CH

2
 and C+CH

3
 coupling, 

we identified six unique transition states. 

For the CH+CH coupling step, two differ-

ent pathways were found (see Figure 7.2).

The analogous coupling reaction 

involving longer chains adsorbed on 

the surface are of the CH+CR type with 

R being an alkyl group. Therefore, we 

investigated this latter reaction step for 

R = CH
3
 in more detail in Section 7.3.2. 

Table 7.2 shows that the barrier for 

CH+CH coupling is substantially lower 

on the step-edge site than on the terrace 

surface. This preference for coupling on 

Figure 7.2: Schematic representation of the two CH+CH coupling pathways on the Ru(1121) 

surface. The coupling of two CH moieties on (top) a terrace site and (bottom) a step-edge 

site. The black and white spheres represent carbon and hydrogen atoms, respectively.
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the step-edge site is in accordance with 

several other works.37,57,58 Based on this 

insight, we investigated the other cou-

pling reactions (reactions 6, 7, 9 and 13) 

on the stepped surface as well. The most 

facile coupling reaction occurs between 

two methylidene species with a barrier of 

54 kJ/mol (reaction 6). The barrier for the 

other coupling reactions are higher: 86 

kJ/mol for CH+CH, 92 kJ/mol for C+CH
3
, 

129 kJ/mol for C+CH and 138 kJ/mol for 

coupling of two carbon adatoms (C+C).

7.3.1.4 CHxCHy hydrogenation 
reactions 

After formation of carbon-carbon 

bonds, higher hydrocarbons may leave 

the surface as olefins or paraffins (see 

Figure 7.3). We investigated such chain-

growth termination steps for CH
x
-CH

y
 

species. From CCH, a large number of 

hydrogenation routes to ethylene and 

ethane needs to be considered. These 

possibilities and the results of a reaction 

energy analysis are given in Table 7.3. 

Hydrogenation of CCH to CCH
2
 (reac-

tion 17) and CHCH to CHCH
2
 (reaction 

19) have very similar forward activation 

Figure 7.3: Schematic representation of hydrogenation of adsorbed acetylene to ethane.

7
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barriers around 82 kJ/mol. While CCH
2
 

formation is exothermic, CHCH
2
 forma-

tion is endothermic. Subsequent hydroge-

nation to CCH
3
 (reaction 18) and CHCH

3
 

(reaction 20) proceeds with barriers of 19 

and 62 kJ/mol, respectively.

Comparatively, hydrogenation of CCH 

to CHCH and the reverse dehydrogena-

tion of CHCH to CCH (reaction 21) are 

kinetically hindered with barriers of 140 

and 162 kJ/mol, respectively. Hydroge-

nation of CCH
2
 to CHCH

2
 (reaction 22) 

and of CCH
3
 to CHCH

3
 (reaction 23) have 

barriers of 82 kJ/mol. The reverse dehy-

drogenation reactions are very facile with 

barriers of 21 and 8 kJ/mol, respectively. 

This implies that CCH
x
 intermediates 

are significantly more stable than the 

corresponding CHCH
x
 intermediates. 

This difference draws similarity to the 

higher stability of adsorbed CH over CH
2
. 

Finally, we consider reactions that lead to 

formation of ethylene (reaction 24) and 

ethane (reactions 25, 26 and 27). Where-

as ethylene formation proceeds with an 

activation energy of 45 kJ/mol and is 

almost thermodynamically neutral, the 

hydrogenation of CHCH
3
 to CH

2
CH

3
 and, 

finally, CH
3
CH

3
 is endothermic. Although 

the first hydrogenation step to CH
2
CH

3
 is 

facile and slightly exothermic, the second 

hydrogenation step toward ethane has to 

overcome a relatively high barrier of 112 

kJ/mol. It is endothermic by 41 kJ/mol. 

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

16 CC* + H*  CCH* + * 104 72

17 CCH* + H*  CCH
2
* + * 82 129

18 CCH
2
* + H*  CCH

3
* + * 19 4

19 CHCH* + H*  CHCH
2
* + * 83 46

20 CHCH
2
* + H*  CHCH

3
* + * 62 34

21 CCH* + H*  CHCH* + * 140 162

22 CCH
2
* + H*  CHCH

2
* + * 82 21

23 CCH
3
* + H*  CHCH

3
* + * 82 8

24 CHCH
2
* + H*  CH

2
CH

2
* + * 45 42

25 CHCH
3
* + H*  CH

2
CH

3
* + * 19 23

26 CH
2
CH

2
* + H*  CH

2
CH

3
* + * 58 34

27 CH
2
CH

3
* + H*  CH

3
CH

3
 + 2* 112 71

Table 7.3: Hydrogenation reactions of C
2
 surface intermediates and their forward and 

backward activation energies for Ru(1121).
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Alternatively, adsorbed ethylene can be 

further hydrogenated to CH
2
CH

3
 (reac-

tion 26). Although this reaction is facile 

with an activation barrier of 58 kJ/mol, 

the reverse reaction is more favourable 

with an activation energy of 34 kJ/mol. 

7.3.1.5 CHx+CO coupling

Three different reactions between 

CH
x
 species and CO were considered for 

chain propagation in the CO insertion 

mechanism (Table 7.4). These reactions 

all involve the migration of adsorbed CO 

to a site adjacent to the CH
x
 adsorption 

site followed by C-C bond formation. 

Both carbon atoms in the final coupled 

CH
x
-CO species coordinate to surface Ru 

atoms. This strongly differs from mecha-

nisms proposed based on homogeneous 

mononuclear coordination complexes for 

CO insertion or migration.59

The reaction between CH
3
 and CO (re-

action 30) was not considered due to the 

expected steric repulsion. The most facile 

CO insertion reaction is the C+CO cou-

pling reaction (reaction 28) with a barrier 

of 138 kJ/mol. The barrier for CH+CO 

coupling (reaction 29) and CH
2
+CO cou-

pling (reaction 30) are somewhat higher 

at 148 kJ/mol and 155 kJ/mol, respective-

ly. From comparison with the data in 

Table 7.2, it is immediately clear that the 

barriers for CO insertion are significantly 

higher than those for CH
x
+CH

y
 coupling 

(Table 7.2). Moreover, all CO insertion 

reactions are strongly endothermic by 

at least 77 kJ/mol, implying that the rate 

constants for the reverse reactions are 

substantially higher.

7.3.1.6 CHx-CO hydrogenation

After CO insertion, the resulting CH
x-

CO moiety can be hydrogenated to form 

a CH
x
CH

y
O species. We did not consider 

formation of oxygenated products that 

can leave the surface, because their yield 

is usually very low under practical FT 

conditions. For each CH
x
CO* interme-

diate, the hydrogenation of either carbon 

atom was considered. This results in five 

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

28 C* + CO*  CCO* + * 138 61

29 CH* + CO*  CHCO* + * 148 44

30 CH2* + CO*  CH2CO* + * 155 36

31 CH3* + CO*  CH3CO* + * not investigated

Table 7.4: CH
x
+CO coupling reactions and  their forward and backward activation energy.

7
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Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

37 CCO* + *  CC* + O* 52 127

38 CHCO* + *  CCH* + O* 92 163

39 CH
2
CO* + *  CCH

2
* + O* 77 248

40 CHCHO* + *  CHCH* + O* 72 225

41 CH
2
CHO* + *  CHCH

2
* + O* 65 234

Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

32 CCO* + H*  CHCO* + * 104 77

33 CCO* + H*  CCHO* + * not found

34 CHCO* + H*  CH
2
CO* + * 95 41

35 CHCO* + H*  CHCHO* + * 68 7

36 CH
2
CO* + H*  CH

2
CHO* + * 63 4

different hydrogenation reactions (Table 

7.5).

We could not identify a transition 

state for CCO* hydrogenation (reaction 

33). The orientation of the CCO* moiety 

in the step-edge site prevents hydrogena-

tion of the carbon atom of the CO group. 

The most difficult hydrogenation step is 

that of CCO* to CHCO* (reaction 32), 

which involves an activation energy of 

104 kJ/mol. The other reactions, i.e. the 

hydrogenation of CHCO* to CH
2
CO, that 

of CHCO* to CHCHO* and finally the 

hydrogenation of CH2CO* to CH
2
CHO* 

proceed with lower activation energies 

of 95, 68 and 63 kJ/mol, respectively. 

All CH
x
CO hydrogenation reactions are 

endothermic.

7.3.1.7 CHxCHy-O bond scission

For chain growth to proceed, the C-O 

bond in the CH
X
CH

Y
O surface interme-

diate must first cleave. Five such elemen-

tary reaction steps were considered for 

which results are listed in Table 7.6.

Among these reactions, it is most easy 

to cleave the C-O bond in CCO* with 

Table 7.5: Hydrogenation reactions of CH
x
CO surface intermediates and their forward and 

backward activation energies for Ru(1121).

Table 7.6: CH
x
CH

y
-O bond scission and their forward and backward activation energies.
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Index Elementary reaction Forward E
act

(kJ/mol)

Backward E
act

(kJ/mol)

42 O* + H*  OH* + * 97 49

43 OH* + H*  H
2
O* + * 89 15

44 OH* + OH*  H
2
O* + O* + * 54 11

an activation energy of 52 kJ/mol. The 

C-O bond cleavage barriers for the other 

reactions are higher. All reactions are 

strongly exothermic, especially those for 

the partially hydrogenated fragments. 

7.3.1.8 Water formation

In the FT reaction, the surface oxygen 

atoms deriving from CO dissociation are 

predominantly removed as water. Water 

formation can proceed via two mecha-

nisms, both involving intermediate OH 

formation from O and H (reaction 42) 

followed by either direct hydrogenation 

of OH to H
2
O (reaction 43) or via proton 

migration between two OH species to 

form H
2
O and O (reaction 44). The first 

hydrogenation step to produce adsorbed 

OH has a relatively high barrier of 97 kJ/

mol. The barrier for water formation via 

OH hydrogenation is 89 kJ/mol. Compar-

atively, the reaction between two hydroxyl 

groups is much more facile with a barrier 

of 54 kJ/mol. This suggests that water 

formation by reaction of two OH groups 

to H
2
O and adsorbed O is preferred.

7.3.2 Electron density 
difference analysis

To understand the differences in acti-

vation energies of the various elementary 

reaction steps, we investigated electron 

density differences of selected reactions. 

Since the use of atomic charges is not pre-

ferred as it is difficult to assign electrons 

to a specific atom and chemical bonding 

typically involves contributions of several 

molecular orbitals, it is more instructive 

to map electron density differences in 

space. We focus here on three important 

issues relevant for the FT reaction. Firstly, 

we address the different reactivities of 

terrace and stepped sites. In particular, 

we focus on the coupling step with the 

lowest activation barrier, i.e. CH+CH 

coupling. Secondly, we will compare CH 

coupling with CH and CCH
3
 on stepped 

sites, because the latter reaction is rele-

vant for formation of C
3
 products. Finally, 

we will highlight the different adsorption 

Table 7.7: Elementary reaction steps leading to removal of water including their forward and 

backward activation energies.

7
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Figure 7.4a: Electron density difference plots of the transition state for CH+CH coupling on 

the terrace (left), step-edge (middle) and of CH+CCH
3
 coupling on the step-edge (right) of 

the Ru(1121) surface. These plots were generated by subtracting the electron density of the 

individual CH moieties on the surface from the electron density of the complex. Note that the 

electron density difference for the step-edge site is larger than for the terrace site.

Figure 7.4b: Schematic representation of CH-CH and CH-CCH
3
 coupling on a step-edge 

site of the Ru(1121) surface. The initial and final state of reaction are displayed.
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strengths of ethylene and propylene on 

stepped sites, which explains the lower 

than expected C
2
 selectivity observed 

during the FT reaction.

7.3.2.1 CH+CH coupling

The barriers for CH+CH coupling 

on stepped and terrace sites of the 

Ru(1121) (Figure 7.2) are 86 and 149 kJ/

mol, respectively. Figure 7.4a shows the 

electron density shifts that result from 

the formation of C-C bonds between two 

CH surface species in the corresponding 

transition state complexes. To determine 

these, the electron density distributions 

of the two separate CH fragments and 

the empty surface were subtracted from 

the electron density distribution of the 

transition state complex. It is seen that 

in the transition state for the stepped site 

the electron density between the two C 

atoms is lowered and shifts to the metal 

atom. The corresponding shift in electron 

density for the transition state formation 

on the terrace site is smaller. There are 

two reasons for this difference. Firstly, 

it relates to the specific geometry of the 

transition state complex on the stepped 

site, which results in increased overlap 

between the bonding C-C orbitals and the 

metal d-band. Secondly, the coordinative 

unsaturation of the surface metal atoms 

is higher for the stepped than for the 

terrace surface. The decrease in electron 

density between the two CH fragments 

by electron donation to the metal center 

results in decreased Pauli repulsion and, 

accordingly, in lower activation energy for 

coupling.

7.3.2.2 CH+CH vs. CH+CCH3 
coupling

We found that methylidyne (CH) 

coupling to the CCH
3
 surface interme-

diate (Figure 7.4b) proceeds with lower 

barrier than CH coupling to another 

CH species (65 vs. 86 kJ/mol). In Figure 

7.4a, the electron density shifts for C-C 

bond formation are shown. It can be seen 

that in the transition state for CH+CCH
3
 

coupling more electron density is shift-

ed from between the CH and CCH
3
 

species to the metal atom relative to the 

CH-CH case. This difference is caused 

by the s-donating effect of the methyl 

group. Consequently, the Pauli repulsion 

between CH and CCH
3
 is lower than be-

tween two CH fragments, explaining why 

the barrier for coupling of the former two 

fragments is lower. 

7.3.2.4 Ethylene vs. propylene 
desorption

Ethylene and propylene adsorb 

‘side-on’ on a single Ru atom through 

interaction with their C=C double bonds. 

The adsorption energies of ethylene and 

7
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propylene are 120 and 100 kJ/mol, respec-

tively. The electron density shifts upon 

olefin adsorption are shown in Figure 7.5. 

Here, the electron density difference is 

determined by subtracting the electron 

density of the adsorbate in the geometry 

it has in the adsorbed state and the empty 

surface from the electron density of the 

surface-adsorbate complex. The differ-

ence in electron density for ethylene is 

larger than for propylene. The reason for 

the decreased electron density shift of the 

double bond in adsorbed propylene is the 

π-accepting nature of the CH
3
 substitu-

ent. This results in weaker adsorption of 

propylene as compared to ethylene. We 

expect that the stronger interaction of 

ethylene will result in increased surface 

residence time of this fragment, which 

increases the probability of its chain 

growth relative to desorption and hydro-

genation as compared with that of its 

higher carbon number analogues.

7.3.3 Reaction energy 
diagrams

We constructed reaction energy dia-

grams based on the elementary reaction 

steps explored in the DFT study (Tables 

7.2-7.6). Figure 7.6 shows the reaction 

energy diagram for formation of ethylene 

Figure 7.5: Electron density difference plots of the adsorbed states of ethylene (left) and 

propylene (right) on the Ru(1121) surface. These plots were generated by subtracting the 

electron density of the individual complexes in vacuum and empty surface from the electron 

density of the complex. Note that the electron density difference for ethylene is larger than for 

propylene.
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Figure 7.6: Reaction energy diagram for ethane, ethylene and methane formation from 

carbon monoxide and hydrogen. A straight line indicates an adsorption/desorption reaction, 

whereas the parabolic lines denote a surface elementary reaction step. The adsorption/

desorption energies as well as the forward and backward activation energies are given. The 

detailed pathways for the reactions from adsorbed C* and CH* to CH
2
CH

3
* and CHCH

2
* 

are given in Fig. 7.

Figure 7.7: Enlarged part of the reaction energy diagram showing various routes to ethane 

and ethylene formation. All data refer to the Ru(1121) surface are given in Fig. 7.6.

7
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and water from CO and H
2
 in the carbide 

mechanism. For comparison, this dia-

gram also contains the reaction pathway 

that leads to methane and water from 

synthesis gas. The ZPE (zero-point ener-

gy)-corrected overall reaction energies for 

ethylene and methane formation are -212 

and -217 kJ/mol, respectively, which are 

close to thermodynamic data. 

Figure 7.7 shows that the preferred 

pathway for formation of adsorbed 

CH2CH2 involves CH+CH coupling fol-

lowed by hydrogenation to CH
2
CH

2
. The 

C+CH coupling reaction is very unfavour-

able with a forward barrier of 129 kJ/mol. 

The overall barrier for C+CH
3
 coupling is 

also unfavourable, because CH
3
 forma-

tion is endothermic and the barrier for 

its coupling to C is also relatively high. 

Further reaction of CCH
3
 to CH

2
CH

2
 

would involve the endothermic dehydro-

genation to CCH
2
, followed by the endo-

thermic hydrogenation to CHCH
2
 (Eact = 

61 kJ/mol) and the nearly thermoneutral 

hydrogenation step to adsorbed CH
2
CH

2
 

with a barrier of 45 kJ/mol. Although 

coupling of two CH
2
 fragments is facile, 

their formation is strongly endothermic. 

As C and CH are the most stable surface 

intermediates yet coupling reactions 

between C adsorbates are unfavourable, 

CH is predicted to be the dominant chain 

propagation surface intermediate. The 

desorption energy of adsorbed ethylene is 

120 kJ/mol. The further hydrogenation of 

ethylene to ethane is included in Fig-

ure 7.6. The most difficult step towards 

ethane formation is the hydrogenative 

desorption of CH
2
CH

3
 to CH

3
CH

3
 with an 

activation energy of 112 kJ/mol.

Figure 7.8 summarizes the pathways 

relevant to the CO insertion mechanism 

leading towards CHCH* formation in 

a reaction energy diagram. Similar to 

the carbide mechanism, the growing 

chain is initiated from adsorbed C*, 

which requires CO dissociation. The 

most favourable path involves C+CO 

coupling followed by CC formation and 

its hydrogenation to CHCH. As CH 

together with C are the most stable CH
x
 

surface intermediates, we also considered 

CH+CO coupling. The overall barrier to 

CCH* formation via this route is higher 

because of the relatively low stability of 

the CHCO intermediate. This pathway is 

nevertheless relevant to the CO insertion 

mechanism, because only the first cou-

pling (i.e., C2 formation) can proceed via 

C+CO. Growth beyond C
2
 surface species 

will proceed via CR+CO with R being an 

alkyl group, for which the barrier of the 

CH+CO coupling is a reasonable esti-

mate. Although the barrier for CH
2
+CO 

coupling is only slightly higher than for 

the other considered coupling reactions, 

the lower surface stability of CH
2
 vs. C 

and CH results in a substantially high-

er overall barrier towards the product 

without the O atom, namely CH
2
C. The 
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Figure 7.8: Reaction energy diagram for CHCH* formation from CO and H
2
. The various 

routes in the CO insertion mechanism are compared to the CH-CH route in the carbide 

mechanism.

Figure 7.9: Reaction energy diagram for propylene from carbon monoxide and hydrogen. 

All data are for the Ru(1121) surface.

7
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alternative pathway via CH
2
CHO is even 

less favourable. 

Comparison of these paths with that 

of chain growth via CH+CH coupling 

(Figure 7.8) clearly shows that the overall 

barrier for CHCH formation via the car-

bide mechanism (63 kJ/mol) is substan-

tially lower than the preferred pathway 

via CO insertion (138 kJ/mol). The CO 

insertion route is unfavourable because 

of the endothermicity of the CH
x
+CO 

coupling (Table 7.4) as well as of subse-

quent CH
x
CO hydrogenation reactions 

(Table 7.5). 

Figure 7.9 shows the reaction energy 

diagram for propylene formation within 

the carbide mechanism. This diagram in-

volves CH as the main inserting species 

in view of the low barrier for CH inser-

tion into CCH
3
 species as compared to 

the most favourable CH+CH pathway for 

C
2
 formation. Figure 7.9 also shows that 

further growth of the CHCH
2
 surface 

intermediate is favoured over formation 

and desorption of ethylene. This already 

indicates that the computed kinetics are 

conducive to formation of long chain 

hydrocarbon products on this surface. 

Compared to the C
2
 case, there will be 

less competition between chain growth of 

a C
3
 intermediate and desorption of pro-

pylene, because the desorption energy of 

propylene is lower than that of ethylene. 

We expect that the adsorption energy of 

longer olefins will be very similar to that 

of propylene. Qualitatively, the different 

balances between chain growth and prod-

uct desorption for C
2
 and higher carbon 

number surface intermediates explains 

the  experimentally observed C
2
 selectiv-

ity below that of the ASF distribution for 

the higher hydrocarbon products.12 

7.3.4 Carbide vs. CO 
insertion mechanism

An important prerequisite for ob-

taining long hydrocarbon chains in the 

Fischer-Tropsch reaction is fast chain 

growth rate vs. chain-growth termina-

tion rate. This condition will lead to high 

values for the chain-growth probability a, 

defined as 

 

   

where qi is the concentration of grow-

ing hydrocarbon chains with length i.
We have earlier deduced explicit ex-

pressions for the chain-growth probability 

within the framework of lumped-sum 

kinetics for both the carbide and the CO 

insertion mechanism.25,26,60 For the car-

bide mechanism, the expression is 

    

where a
C
 is the chain-growth probabil-

ity in the carbide mechanism, k
p
 the rate 

(7.1)
1

i

i

qa
q −

=

1

1

p C
C

p C t

k
k k

q
a

q
=

+
(7.2)
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Route Mechanism chain propagation 

[mol/s]

 chain-growth 

termination [mol/s]

CHCH Carbide 6.79  · 102 5.88  · 10-4

CCH
3

Carbide 4.51  · 10-1 5.88  · 10-4

CH
2
CH

2
Carbide 3.94  · 10-2 5.88  · 10-4

CHCO CO insertion 1.74  · 10-8 5.88  · 10-4

CHCHO CO insertion 1.00  · 10-12 5.88  · 10-4

CH
2
CO CO insertion 3.80  · 10-13 5.88  · 10-4

CH
2
CHO CO insertion 5.84  · 10-17 5.88  · 10-4

Figure 7.10: Computed chain-growth probability (a) as a function of the surface coverage of 

the chain propagating surface intermediate (CH in the carbide mechanism and CO in the 

CO insertion mechanism). The black and red dotted lines indicate typical respective C
1
 and 

CO coverage encountered under typical FT reaction conditions.

Table 7.8: Rate constants computed at T = 220 C̊ for chain-propagation and –chain-growth 

termination for the most favourable routes in carbide and CO insertion mechanisms.

7
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constant for CH
x
+CH

y
 coupling, qC1  the 

surface concentration of C1 monomers 

and k
t
 the rate for chain-growth termina-

tion. For the CO insertion mechanism, 

we have deduced the expression

    

where a
CO

 is the chain-growth prob-

ability in the CO insertion mechanism 

and qCO the surface concentration of CO. 

These formulas imply that a high a-value 

is obtained when the rate constant for 

chain propagation (k
p
) is significantly 

higher than the rate constant for chain-

growth termination (k
t
).

To determine the reaction rate con-

stants for the chain growth steps in Eqs. 

7.2 and 7.3, we determined the highest 

overall barrier along the reaction pathway 

with respect to the energy of the mono-

meric building block. These building 

blocks are surface CH and CO adsorbates, 

respectively, for the carbide and CO inser-

tion mechanisms.  The rate constants are 

listed in Table 7.8. Equations 7.2 and 7.3 

show that the chain-growth probability 

will also depend on the surface coverage 

of the chain propagating intermediate. To 

understand whether the proposed mecha-

nisms can lead to desired  Fischer-Tropsch 

products, we simply determined the 

chain-growth probability as a function of 

these surface coverages. The C
1
 coverage 

is reported to be below 10% under FTS 

conditions, whereas the CO surface cover-

age may be assumed to be 90% or high-

er.11,26,60 Figure 7.10 shows that the chain-

growth probability for the CO insertion 

mechanism is negligible irrespective of 

the CO coverage. This analysis implies 

that CH
x
 hydrogenation to methane is 

strongly preferred over chain propagation 

with CO as the building block. On the 

contrary, all three pathways with reason-

able overall barrier for chain growth in 

the carbide mechanism, that is CH+CH 

coupling (96 kJ/mol), CH
2
+CH

2
 coupling 

(126 kJ/mol) and C+CH
3
 coupling (136 

kJ/mol) give greater than zero values for 

the chain-growth probability. At typical 

C
1
 coverage below 10%, the chain-growth 

probability is highest for the CH+CH 

coupling pathway.

7.4 Conclusions

DFT calculations were carried out for 

elementary reaction steps of carbide and 

CO insertion mechanisms relevant to the 

Fischer-Tropsch reaction on the stepped 

Ru(1121) surface. Activation barriers and 

reaction energies were determined for CO 

dissociation, C hydrogenation, CH
x
+CH

y
 

and CH
x
+CO coupling,  hydrogenation 

p CO
CO

p CO t

k
k k

q
a

q
=

+
(7.3)



142CHAPTER 7 ■  

reactions of the surface intermediates, 

CH
x
CH

y
-O bond scission and O hydro-

genation, which lead to formation of 

methane, higher hydrocarbons including 

olefins and alkanes and water. The pre-

ferred path for propagation in the carbide 

mechanism is CH+CH coupling. Higher 

hydrocarbons are formed by CH insertion 

into a CCH
3
 (or C(CH

2
)

n
CH

3
 equivalents) 

intermediate, which is formed via a 

sequence of hydrogenation-dehydrogena-

tion steps of adsorbed CHCH. Coupling 

reactions of the type CH+CCH
3
 are more 

favorable than CH+CH coupling, which 

is attributed to the s-donating effect of 

the alkyl substituent. CH+CH coupling 

is much more favorable on the stepped 

site of the Ru(1121) surface than on the 

terrace site. The difference originates 

from the stronger overlap of the forming 

p-bonds between the CH fragments with 

the partially empty d-orbitals of the more 

reactive metal surface atoms, resulting in 

decreased Pauli repulsion. The preferred 

coupling pathway in the CO insertion 

mechanism involves the reaction between 

C and CO followed by facile C-O bond 

cleavage in CCO. All the CH
x
CO inter-

mediates are relatively unstable on the 

surface as compared to CH
x
 and CO, so 

that the overall barriers for chain-growth 

via CO-insertion are much higher than 

those via CH+CH coupling. The kinetic 

consequence of this difference is that 

high chain-growth rate constants are 

predicted for the carbide mechanism, 

whereas these are very low for the CO in-

sertion mechanism. This kinetic analysis 

predicts methane to be the main product 

during CO hydrogenation within the 

CO insertion mechanism. With kinetic 

parameters computed for the carbide 

mechanism, high chain-growth probabil-

ity is predicted. The carbide mechanism 

explains the formation of long hydrocar-

bon chains on the stepped Ru surface. ■
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Abstract

Microkinetics simulations are presented based on DFT-determined 

elementary reaction steps of the Fischer-Tropsch (FT) reaction. Long-

chain hydrocarbon formation occurs on stepped Ru surfaces with 

CH as the inserting monomer, whereas planar Ru only produces 

methane due to slow CO activation. By varying surface reactivity 

descriptors three reactivity regimes are identified with rates being 

controlled by CO dissociation, chain-growth termination or water 

removal. Predicted surface coverages are dominated by CO, C or O, 

respectively. Optimum FT performance occurs at the interphase of CO 

dissociation and chain-growth termination limited regimes. Current FT 

catalysts are suboptimal limited by CO activation and/or O removal.

This chapter has been published as:

Filot, I.A.W., van Santen, R.A., Hensen, E.J.M., 2014,  

Angew. Chem. Int. Ed., 53, (47), 12746-12750

★ For the record: Quantum mechanics does not 

deny the existence of objective reality. Nor does 

it imply that mere thoughts can change external 

events. Effects still require causes, so if you want to 

change the universe, you need to act on it.★

Lawrence M. Krauss 
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8.1 Introduction

The Fischer-Tropsch (FT) process 

that converts synthesis gas into longer 

hydrocarbons has become the subject of 

an intensive research effort driven by the 

increasing value of liquid energy carriers 

compared to the ample supply of natural 

gas.1,2 The heterogeneous Fischer-Tropsch 

reaction is mechanistically complex. Un-

ravelling the relation between the surface 

chemical reactions and the composi-

tion of the adsorbed layer poses a great 

challenge. The mechanism essentially 

combines a polymerization type surface 

reaction, that produces mainly linear 

hydrocarbons  with the in-situ generation 

of monomers containing a single C atom. 

Many uncertainties exist on the nature of 

the reaction intermediates and hence also 

on the relative rates of the elementary 

reaction steps. 

Advances in computational catalysis 

enable detailed studies of surface reac-

tions at the molecular level, generating 

important new and comprehensive in-

formation about the relation between the 

relative stability of surface intermediates 

and their rate of formation and conver-

sion as function of catalyst composition 

and structure. 

With respect to the important ques-

tion of selectivity of the FT reaction, 

according to one school of thought small 

particles are not reactive since strongly 

adsorbed CO inhibits chain growth3-6, 

according to others step-edge sites are re-

quired that are not stable on small parti-

cles.7-9 This explains the observation that 

selectivity to methane strongly increases 

and CO consumption rate decreases 

for smaller transition metal nanoparti-

cles.8,10 Microkinetics simulations based 

on computed molecular reactivity data 

provide a unique opportunity to resolve 

such debates. Rate controlling steps can 

be deduced11,12 and hence one can identify 

the nature of particular relevant surface 

intermediates at reaction conditions.

The present microkinetics simulation 

make use of DFT quantum-chemical data 

of the elementary reaction rates of the 

many reaction intermediates proposed in 

FT-catalysis.1,2,13-24 Few of such complete 

studies exist that not only consider me-

thane formation25,26 but also include 

formation of longer hydrocarbon chains. 

Earlier microkinetics studies using 

approximate molecular reactivity data are 

available.9,27-32 Data for the Ru(1121) sur-

face will be compared with predictions for 

the Ru(0001) surface. The DFT results 

have been discussed elsewhere.33

The stepped Ru(1121) surface is cho-

sen because its reactive centers have a low 

barrier for CO activation and bind reac-

tion intermediates strongly.34-36 Because 

the metal-carbon interaction energy is 
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relatively strong, we expect it to have a 

low rate of methane formation compared 

to production of longer hydrocarbons. 

Comparison with the dense Ru(0001) 

surface is made, because this surface 

has a high barrier for CO activation and 

therefore can be expected to have high se-

lectivity to methane. These expectations 

are amongst others based on our previous 

work with approximate and sometimes 

estimated values of reaction intermediate 

data.9,27-29

The microkinetics simulation data on 

the Ru(1121) surface will show that under 

the condition of optimum C
20+

 yield, the 

reaction rate is controlled by the rate of 

water formation. This causes the CO con-

sumption rate to be slow with the surface 

predominantly covered by O atoms. We 

have extended these results to other cata-

lyst material reactivity regimes by varying 

the computed  reaction intermediate reac-

tivity parameters using scaling rules37 re-

lating the stability of surface species with  

adsorption energies of atomic C and O 

as reactivity performance para meters. By 

 using in addition Brønsted- Evans-Polanyi 

(BEP) relations38-43 we have constructed a 

two-dimensional volcano plot22,44 of CO 

consumption rate, selecti vity and other 

relevant kinetic parameters. Three diffe-

rent reactivity regimes can be identified, 

i.e. previously proposed27-29 monomer 

formation and chain-growth termination 

limited regimes as well as a regime where 

oxygen removal is limiting. The CO 

consumption rate maximum is located in 

between these regimes.

8.2 Method 

Our model, which takes into account 

both the carbide as well as the CO inser-

tion mechanism45, is defined in detail in 

chapter 7. All elementary reactions steps, 

i.e. direct and hydrogen activated CO 

dissociation, CH
x
 hydrogenation, CH

x
-

CH
y
 coupling, CH

x
-CO coupling, CH

x
C-O 

bond scission as well as hydrocarbon 

chain desorption as olefins and paraf-

fins are taken into account. To partially 

account also for the lateral interactions, 

the CO adsorption energy is taken as a 

function of the surface coverage. Microki-

netics simulations have been conducted 

as well. Details about the microkinetics 

implementation can be found in chapter 

2 and chapter 5.

8
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8.3 Results and Discussion

Figure 8.1 shows the predicted FT 

catalytic performance as a function of re-

action temperature at a H
2
/CO ratio of 2 

and a total pressure of 20 atm. Consump-

tion rates of CO and H
2
 and production 

rates of methane, higher hydrocarbons 

and water are given in Figure 8.1 (left). 

The chain-growth probability a and the 

methane selectivity as a function of the 

reaction temperature are shown in Figure 

8.1 (right). The CO consumption rate (r
CO

) 

goes through a maximum with tem-

perature. At relatively low temperatures, 

predominantly higher hydrocarbons are 

formed with very little methane. With 

increasing temperature the yield of me-

thane increases and it becomes the domi-

nant product at higher temperatures. The 

maximum in C
2+

 production rate around 

600 K is below that of maximum me-

thane product rate (~675 K). The chain-

growth probability in Figure 8.1b also 

goes through a maximum around 475 K. 

At lower temperatures, the chain-growth 

probability decreases because of the low 

rate of CO dissociation, resulting in low 

surface coverage with C
1
 building blocks 

(surface coverages as function of tempera-

ture are shown in Figure 8.2 (right)). The 

decrease of the chain-growth probability 

goes together with a strong increase of 

the methane selectivity. The decreasing 

chain-growth probability at higher tem-

peratures is the consequence of the low 

coverage with C
1
 building blocks on the 

surface. 

Predicted C
1
 and C

2
 selectivities 

deviate from the Anderson-Schulz-Flory 

Figure 8.1: Microkinetics simulations for the Ru(1121) surface (p = 20 atm; H
2
/CO = 2): 

(left panel) FT CO consumption rate (green), chain-growth probability (blue) and methane 

selectivity (red); (right panel) CO (red) and H
2
 (dark blue) consumption rates (negative) and 

CH
4
 (yellow), H

2
O (light blue) and C

2+
 (green) production rates (positive) as a function of 

temperature.
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(ASF) distribution in line with expe-

riment (Figure 2 (left)). The lower C
2
 

selectivity is due to stronger binding and 

easier chain growth of ethylene compared 

to higher olefins.33 The low CH
4
 selecti-

vity on this surface is consistent with the 

lower overall barrier for chain growth 

compared to the overall barrier for me-

thane formation. Only at high tempera-

ture CH
4
 formation is preferred.

To elucidate the salient details of 

the FT reaction for the Ru(1121) surface, 

the reaction path from CO and H
2
 to 

hydrocarbons and water products was 

analyzed in detail in a calculated reaction 

intermediate flow scheme at the level of 

the elementary reaction steps (Figure 

8.3). This analysis was performed at T = 

500 K, as we found that at this particular 

temperature the selectivity toward C
20+

 

hydrocarbons was maximum (see Figure 

8.4). In industrial practice, formation of 

long-chain hydrocarbons with minimum 

CH
4
 formation is the preferred condi-

tion. Figure 8.4 indicates the relative 

participation of intermediates in partic-

ular reaction steps. As CO conversion to 

longer hydrocarbons proceeds exclusively 

by insertion of CH
x
 intermediates, we 

omitted CO insertion pathways. The rate 

of CO insertion is very low because of the 

high barrier of CO insertion as previously 

discussed.33 The reaction path analysis 

shows the importance of CH as the main 

inserting surface intermediate. The main 

chain-growth pathway involves insertion 

of CH into adsorbed CR (R = H or alkyl) 

growing chains. The resulting surface 

intermediate CHCR is then hydrogenated 

to CHCHR. It turns out to be preferred to 

first dehydrogenate the a-C atom of this 

fragment before hydrogenating the b-CH 

Figure 8.2: (left) Hydrocarbon product selectivity at a temperature of 500K . The chain 

growth probability for hydrocarbons with more than two carbon atoms under these conditions 

is 0.83. Note the deviations of the C1 and C2 from the Anderson-Schulz-Flory distribution. 

(right) : Steady-state surface coverage as a function of the reaction temperature for the 

Ru(1121) surface (p = 20 bar; H2/CO = 2).

8
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group, so that the reaction sequence 

is CHCHR* + *  CCHR* + H* and 

CCHR* + H*  CCH2R* + *. The latter 

species is represented in Figure 8.3 by 

CR. This sequence represents the main 

chain-growth mechanism. The predo-

minance of chain growth according to the 

carbide mechanism45 with CH is in line 

with predictions of Cheng et al.24

The resulting CR species can undergo 

two hydrogenation reactions of the a-C 

atom and one dehydrogenation reaction 

of the b-CH
2
R group to produce the ad-

sorbed olefin CH
2
CHR*. This CH

2
CHR* 

intermediate can either desorb from the 

surface as the 1-olefin or undergo another 

dehydrogenation of the a-C atom to form 

CHCHR*, which is an intermediate in 

the chain propagation route. The high 

chain-growth probability at intermediate 

temperature stems from the higher rate 

of dehydrogenation compared to desorp-

tion. Oxygen removal through water 

formation predominantly proceeds via 

proton migration between two hydroxyl 

groups.

To underpin the importance of the 

stepped surface for facile CO dissociation, 

we carried out additional calculations for 

the less reactive dense Ru(0001) surface. 

We used data from literature for CO 

dissociation on this surface.46,47 Because 

of the high direct CO dissociation barrier 

(>200 kJ/mol)36,47 the route via formyl 

(overall barrier 146 kJ/mol)47 dominates. 

To model the FT reaction for Ru(0001) 

we employed for all other elementary 

reactions kinetic data determined for 

the Ru(1121) surface. Under conditions 

that predict good FT performance for 

Ru(1121) the planar Ru(0001) surface 

only produces methane. Besides difficult 

CO dissociation, this is also due to more 

facile methane formation from adsorbed 

C on Ru(0001) (21 kJ/mol) compared with 

Ru(1121) (86 kJ/mol). The CO consump-

tion rate is much lower than for the 

stepped surface.

Optimal catalytic performance con-

ditions were then analyzed by evaluating 

the consequences of variations in the acti-

vation energies of the elementary reaction 

steps. These can be related to the inter-

action energies of the transition metal 

surface with C and O adatoms using BEP 

and scaling law principles.37,38 Relevant to 

the discussion below, we exemplify this 

by the dependence of the activation bar-

rier for CO dissociation on the metal-C 

(∆E
C
) and -O (∆E

O
) bond strength via 

Figure 8.5 shows the CO consump-

tion rate as function of these interaction 

energies. Microkinetics simulations were 

performed at T = 500 K, p = 20 atm and 

H
2
/CO = 2, because it represents the 

important case that wax production is 

maximized. The CO consumption rate 

( ) ( )CO
a C OE E Ea∆ ∆ = ∆ + ∆ (8.1)
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Figure 8.4: Fraction of C
x+

 hydrocarbons as a function of temperature. At T = 500K the 

optimum selectivity toward C
20+

 chains is found.

Figure 8.3: Reaction path analysis for the FT reaction on Ru(1121) (T = 500 K; p = 20 bar; 

H
2
/CO = 2). The nodes represent reactants, surface intermediates and products, the lines 

between them the elementary reaction steps and the numbers molar rates.

8
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strongly depends on the adatom bond 

strengths and exhibits a Volcano-type be-

havior. The predicted rate for the Ru(1121) 

surface is close to the optimum.

Three distinct regimes can be dis-

tinguished in Figure 8.5 on the basis of 

differences in the rate-controlling step for 

the overall FT reaction. These regimes 

will be discussed below. To facilitate the 

discussion, Figure 8.5 also contains con-

tour plots for the most important kinetic 

parameters for the FT reaction as func-

tion of ∆E
C
 and ∆E

O
.

In regime I, the CO consumption rate 

is controlled by the rate of CO dissoci-

ation. The reaction order with respect 

to CO is positive in this regime. The 

H
2
 reaction order is slightly negative, 

because increasing H coverage lowers 

the CO dissociation rate. The apparent 

activation energy is close to the activa-

tion energy for CO dissociation. It can 

be seen that decreasing reactivity of the 

metal surface (going to the top right hand 

corner of the contour plots) will result in 

lower chain-growth probability a. A low 

reactive metal such as Ni combines low 

rate of CO dissociation with facile CH
4
 

formation.48-50 With increasing metal 

reactivity the chain-growth probability 

strongly increases. In regime I, the FT 

reaction proceeds in the monomer-forma-

tion limit, as earlier discussed by us in a 

lumped kinetics analysis.28 

In regime II, the rate is limited by the 

rates of chain growth and chain-growth 

termination (chain-growth termination 

limit)28. Under these conditions the sur-

face is nearly fully covered with C and CH 

intermediates. Consistent with this, a de-

gree of rate control (c
DRC

) analysis (Figure 

8.6) reveals that the two reaction steps 

with the greatest c
DRC

 are hydrogenation 

of CHCR (c
DRC

 = 0.7) and desorption of 

olefins (c
DRC

 = 0.3). The most difficult 

step is CHCR hydrogenation to CHCHR, 

which is an essential step in the chain-

growth mechanism, i.e. in the formation 

of CCH
2
R, the intermediate into which 

the next CH building block can insert. 

The slightly positive CO reaction order 

in this regime stems from the inhibi-

ting effect of the C-CR decoupling step 

(c
DRC

 = -0.5), which requires free sites. 

With increasing CO partial pressure, 

the fraction of free sites decreases and, 

accordingly, also the rate of decoupling 

decreases. This increases the overall CO 

consumption rate. The H
2
 reaction order 

is strongly positive, because chain growth 

requires several hydrogenation steps. 

Typically, the apparent activation energies 

in this regime are small or can even take 

negative values. The apparent activation 

energy is negative when with increasing 

temperature vacancies are created due 

to product desorption. The increased 

vacancy concentration increases the C-CR 

decoupling rate, which lowers the overall 

CO consumption rate. Figure 8.5 shows 
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that chain-growth probability strongly 

decreases with increasing ∆E
C
, which 

leads to high activation barriers for the 

hydrogenation reactions. Whereas me-

thane formation requires hydrogenation 

of one C atom, chain growth also involves 

hydrogenation of the growing chain next 

to C hydrogenation to CH for insertion. 

Consequently, methane formation will 

become preferred over chain growth at 

high metal-C interaction energy.

Regime III is representative for surfa-

ces to which oxygen binds strongly. Then 

water removal can become the rate-con-

trolling step. Candidate rate-controlling 

elementary reaction steps are OH hydro-

genation to H
2
O and proton migration 

between two OH species to form O and 

H
2
O. This is consistent with O being the 

most abundant surface intermediate. 

High ∆E
O
 implies that the barrier for CO 

dissociation is low. Consequently, the CO 

reaction order is negative. For relatively 

low ∆E
C
 the apparent activation energy 

is very high because the O atom needs to 

be removed from the surface. When the 

metal-C interaction energy increases the 

surface adsorbed layer will contain an 

increasing amount of C and CH interme-

diates as well as growing chains instead 

of O. This results in an increase of the 

CO consumption rate, the chain-growth 

probability and a decrease of the apparent 

activation energy. For high ∆E
C
 the CO 

consumption rate and the chain-growth 

probability decrease again, because C 

hydrogenation becomes difficult. 

The maximum CO consumption rate 

at T = 500 K and p = 20 atm is obtained 

for ∆E
C
  = 2.1 and ∆E

O
  = 20.2 kJ/mol. 

Consistent with the Sabatier principle,38,45 

this maximum is the result of the com-

petition of several competing elementary 

reaction steps. In this case, OH hydro-

genation (c
DRC

 = 0.47), CO dissociation 

(c
DRC

 = 0.19), CH
2
+CHR coupling (c

DRC
 

= 0.12), C+CR coupling (c
DRC

 = 0.078) 

and CHCHR hydrogenation (c
DRC

 = 

0.045) determine the The maximum CO 

consumption rate at T = 500 K and p = 20 

atm is obtained for ∆E
C
  = 2.1 and ∆E

O
  = 

20.2 kJ/mol. Consistent with the Sabatier 

principle,38,45 this maximum is the result 

of the competition of several competing 

elementary reaction steps. In this case, 

OH hydrogenation (c
DRC

 = 0.47), CO 

dissociation (c
DRC

 = 0.19), CH
2
+CHR cou-

pling (c
DRC

 = 0.12), C+CR coupling (c
DRC

 = 

0.078) and CHCHR hydrogenation (c
DRC

 

= 0.045) determine the CO consumption 

rate maximum. The surface coverages at 

this optimum are q
CO

 ≈ 0.11, q
O
 ≈ 0.12, q

H
 

≈ 0.33, q
C
 ≈ 0.05, q

CH
 ≈ 0.02, q

C2+
 ≈ 0.01 

and q* ≈ 0.37. The CO and H
2
 reaction 

orders are 0.30 and 0.66, respectively, 

and the apparent activation energy is 37 

kJ/mol. The chain-growth probability is 

high at 0.92. The reaction order in CO 

is higher than typically found in expe-

riment, whereas the apparent activation 
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Figure 8.6: Sensitivity analysis of the three kinetic regimes as well as for optimum CO 

consumption rate (T = 500 K; p = 20 bar; H
2
/CO = 2

8
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energy is lower.17,51-53 This indicates that 

FT synthesis using Ru or Co catalysts is 

not conducted at optimum performance 

potential. Although the simulated catalyst 

optimum depends on the chosen pa-

rameters for the CO adsorption energy, 

increasing or decreasing the adsorption 

energy of CO to simulate different CO 

coverages does not alter this finding (see 

Figure 8.7).

8.4 Conclusion

By comparing the simulated reac-

tion orders and activation energies with 

expe rimental data17,51-55, we deduce 

that current FT catalysts operate some-

where between regimes I and II. The 

FT reaction on Ru metal proceeds in 

the chain-growth limit with a surface 

partially poisoned by O adatoms, whereas 

on Co surfaces the reaction occurs in the 

monomer-formation limit. In this case,  

CO dissociation is controlling the rate, 

consistent with the general assumption 

in kinetic studies for the Co-catalyzed 

FT reaction.15,17,18,52 Another important 

aspect of our findings is that in these 

regimes the coordinative unsaturated 

surface metal atoms in the step-edge site 

are not poisoned by C adatoms3,5 that are 

formed upon CO dissociation. Our analy-

sis shows that this is because of rapid CH 

intermediate formation, the key chain-

growth monomer. The present work 

also shows that production of long-chain 

hydrocarbons is consistent with high 

CO coverage, as even at relatively high 

CO coverage a high rate of chain growth 

can be maintained. Increasing the CO 

adsorption energy does not change this 

result, but leads to a shift of the reaction 

maximum to higher temperatures. Third-

ly, this study identifies sites with a low 

barrier for CO dissociation as the locus of 

the FT reaction. This implies that the FT 

reaction with low methane selectivity will 

take place on a relatively small part of the 

surface of the catalytic nanoparticles.56 

Low-reactive dense surface are the locus 

of CO hydrogenation to methane.
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Abstract

Fischer−Tropsch synthesis is an attractive process to convert alternative 

carbon sources, such as biomass, natural gas, or coal, to fuels and 

chemicals. Deactivation of the catalyst is obviously undesirable, and for 

a commercial plant it is of high importance to keep the catalyst active as 

long as possible during operating conditions. In this study, the reactivity of 

CO on carbon-covered cobalt surfaces has been investigated by means of 

density functional theory (DFT). An attempt is made to provide insight into 

the role of carbon deposition on the deactivation of two cobalt surfaces: 

the closed packed Co(0001) surface and the corrugated Co(1121) surface. 

We also analyzed the adsorption and diffusion of carbon atoms on both 

surfaces and compared the mobility. Finally, the results for Co(0001) and 

Co(1121) are compared, and the influence of the surface topology is assessed.

This chapter has been published as:

Joos, L., Filot, I.A.W., Cottenier, S., Hensen, E.J.M.,  

Waroquier, M., van Speybroeck, V., van Santen, R.A.,  

J. Phys. Chem. C, 2014, 118, 10, 5317-5327

★ The fundamental laws necessary for the 

mathematical treatment of a large part of physics 

and the whole of chemistry are thus completely 

known, and the difficulty lies only in the fact that 

application of these laws leads to equations that are 

too complex to be solved. ★

Paul Dirac 

http://dx.doi.org/10.1021/jp4109706
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9.1 Introduction

High petroleum prices, geopolitical 

conflicts, oil spills, energy dependence... 

there are a myriad of reasons for compa-

nies and countries to look for alternative 

carbon sources, such as natural gas, bio-

mass, or coal. Fischer−Tropsch synthesis 

(FTS) is an attractive process that can 

convert syngas, derived from these alter-

native feedstock, to diesel fuels and basic 

chemicals. Cobalt is commonly used as 

a catalyst, due to its high selectivity, high 

activity, and relatively low cost. However, 

a lot of research has also focused on other 

metals, such as iron or ruthenium.1 As 

the number of commercial FTS plants 

increases, the need for a full mechanistic 

understanding of the elementary reac-

tions is now bigger than ever.2,3 

The FTS process was patented in 

19234 and has been investigated exten-

sively ever since. The reactions in FTS are 

highly complex, and a fundamental un-

derstanding of the different phenomena 

is desired, both to optimize the industrial 

process and to gain information on sur-

face chemistry in general. Computational 

methods may contribute to this funda-

mental understanding by elucidating the 

reactions on an atomic scale.

It is remarkable that to date, decades 

after the discovery of the reaction, there 

is still no agreement on the underlying 

mechanism of FTS.5 Fischer and Tropsch 

first proposed the carbene mechanism, 

which starts with direct dissociation of 

CO in atomic carbon and oxygen. Carbon 

atoms are subsequently hydrogenated to 

CH
X
 species that then couple to hydro-

carbon chains. In order to produce long 

chains, it is crucial that dissociation of 

CO proceeds faster than the coupling and 

hydrogenation reactions.6,7 On the closed-

packed Co(0001) surface however, the 

barrier for direct CO dissociation is very 

high (218 kJ/mol at a CO coverage of 1/9 

of a monolayer (ML)).8 

This high CO dissociation barrier led 

to the rise of alternative mechanisms. In 

the hydroxycarbene mechanism, CO is 

first hydrogenated to CHO, after which 

the HC−O bond is broken.9-11 Then 

C/C coupling and CH
X
 hydrogenation 

take place. At a 1/4 ML CO coverage on 

Co(0001), both the CO hydrogenation 

barrier (126 kJ/mol) and the HC−O cleav-

age barrier (96 kJ/mol) are lower than 

that of direct CO dissociation (272 kJ/mol 

at 1/4 ML of CO) but are still rather high. 

Moreover, the CHO species is extremely 

unstable on cobalt surfaces.12 In the CO 

insertion mechanism, CO is first inserted 

in the growing hydrocarbon chain and 

only then the C−O bond is cleaved.13,14 

In search of lower CO dissociation 

barriers, Ge and Neurock performed peri-

odic DFT calculations to find out to what 
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extent defect sites could affect the barri-

er.8 The presence of a zigzag channel on 

Co(1120) enhances the reactivity by reduc-

ing the barrier for CO dissociation to 195 

kJ/mol for a CO coverage of 1/8 ML. More 

stepped surfaces Co(1012) and Co(1124) 

succeed in decreasing the barrier more 

significantly to 123 and 89 kJ/mol, respec-

tively. Even lower barriers are found for 

direct CO dissociation on the Co(1010)

B surface (B refers to the specific surface 

cut)15  where the activation barrier is only 

68 kJ/mol, whereas the overall barrier for 

the hydroxycarbene (HCO) mechanism 

is 105 kJ/mol on the same surface. Other 

computational studies also indicate that 

the carbene mechanism is indeed the 

preferred route on stepped and corru-

gated metal surfaces such as rutheni-

um,7,16-20 rhodium,21 and cobalt.22 An 

ideal active site for FTS should not only 

have low barriers for CO dissociation but 

also allow for a propagation cycle to take 

place that can sustain itself. On Ru(1121), 

such a cycle was determined, with CO 

dissociation and CH−CH coupling occur-

ring on different sites.7

This catalytic cycle is obviously an 

idealized situation because, in practice, 

unwanted side reactions are inevitable. 

Several deactivation mechanisms are oc-

curring in industrial catalysts. Deposition 

of carbon species on the cobalt surface 

was identified as one of the main deac-

tivation mechanisms.23-25 The problem 

is 2-fold: carbon species can block active 

sites and thus hinder the adsorption and 

dissociation of CO, but they will also 

influence the catalytic activity in neigh-

boring sites.26 It has been confirmed by a 

recent DFT study of Li et al. that both car-

burization of the cobalt surface and site 

blockage by surface carbon deposition are 

indeed deactivating the cobalt catalysts.27

Locally or during short periods, the 

surface might be hydrogen lean so that 

carbon atoms cannot participate in the 

catalytic cycle. A DFT study showed that 

when carbon atoms couple to oligomeric 

species they are more stable than the 

individual atoms.28 These oligomers 

can further grow to cyclic species and – 

ultimately - graphene sheets that sig-

nificantly alter the electronic structure 

of the surface.29 This is possible on flat 

surfaces, although steps in the surface 

are usually considered as nucleation sites 

for carbon fragments.30-33 Formation of 

graphene and carbon nanotubes on metal 

surfaces has been investigated because of 

the unique properties of these materials, 

but during FTS, their presence is unde-

sirable.24,25 

The presence of subsurface carbon 

under typical FTS conditions is still open 

to discussion. Generally, it is accepted 

that a surface carbide can form during 

FTS conditions and that the thermody-

namical driving force increases with in-

creasing carbon coverage.34 Carbon atoms 

9
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under the surface significantly influence 

the electronic structure of the surface 

and, therefore, also the reactions taking 

place at that surface.35 

In this study, the effect of carbon 

deposition on the adsorption and dissoci-

ation of CO is under investigation using 

DFT calculations. Although the FTS 

mechanism is still under discussion, the 

direct CO dissociation is certainly attrac-

tive as an important and simple model 

step. Since the reaction strongly depends 

on the surface structure the effect of 

carbon deposition will be investigated for 

two surfaces: the closed packed Co(0001) 

surface and the corrugated Co(1121) 

surface.

9.2 Computational Method

Calculations were performed with 

the periodic DFT code VASP (Vienna 

Ab initio Simulation Package).36,37 This 

code uses projector-augmented wave 

pseudopotentials38,39 and a plane wave 

basis set to describe the electron density. 

The exchange-correlation functional is 

expressed by the generalized gradient ap-

proximation with the Perdew-Burke-Ern-

zerhof parametrization.40 As cobalt is 

a magnetic metal, calculations are spin 

polarized with a plane wave cutoff energy 

of 400 eV. Surfaces were modeled using 

a four-layer symmetric slab, in which all 

atoms were allowed to relax. A 3x3 and 

2x2 unit cell was used for Co(0001) and 

Co(1121), respectively, maintaining a 

vacuum of at least 10 Å. The k-point sam-

pling of the first Brillouin zone is a gam-

ma point sampling of (5x5x1) for both the 

Co(0001) and the Co(1121) surfaces. Di-

pole-dipole interactions between adsorb-

ing molecules on both sides of the slab 

were avoided using a symmetric slab with 

adsorption on both sides of the surface. 

Electronic convergence was set to 10−5 eV, 

and geometries are converged to 10−4 eV 

using a conjugate-gradient algorithm that 

uses trial and corrector steps to converge 

both the energy of the structure as well 

as the forces on the ions. Transition states 

(TS) were identified using the climbing 

Nudged Elastic Band (cNEB) method 

as implemented in VASP 5.11. First, 30 

ionic steps were calculated with the cNEB 

algorithm. Then, a frequency calculation 

was performed on the image with the 

highest energy. When frequency analysis 

showed one imaginary frequency in the 

direction of the reaction coordinate, the 

structure was further relaxed with a New-

ton−Raphson algorithm until the forces 

were smaller than 0.01 eV/Å. Finally, 

the transition state was confirmed using 

partial Hessian vibrational analysis with 

a step size of 0.02 Å. Zero-point energy 
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corrections are not included because they 

are small (less than 5 kJ/mol) and not 

essential for drawing conclusions from 

the results.

To model the deactivation by carbon 

deposition, one carbon atom is put on 

several positions of the surface and in 

the subsurface. Although the carbon 

coverage might be much higher in typical 

cobalt catalysts under FTS conditions, 

this approach is useful because it fo-

cuses only on the interaction between 

carbon and CO and not between different 

coadsorbed carbon atoms. Note that the 

symmetric slab approach implies that 

on the other side of the surface a second 

carbon atom is present. This symmetric 

approach reduces the computation time 

but can create repulsive effects between 

two carbon atoms if they are adsorbed 

in the first or second subsurface layer. 

Still, concentrations of two carbon atoms 

per 36 or 48 cobalt atoms are sufficiently 

low to avoid unrealistic interactions. The 

stability of the carbon atom is given with 

respect to the reaction CO + H
2
  C + 

H
2
O. The so-called deposition energy is 

then defined as

The factor 2 in this equation is related 

to the symmetric slab approach. The 

energies that describe the adsorption 

and dissociation of CO are represented 

graphically in Figure 9.1. First, the CO 

adsorption energy can be expressed as

Figure 9.1: Energy profile for CO dissociation and graphical explanation of the definitions 

used in this manuscript. To give some indication, energy values (in kJ/mol) are given for CO 

dissociation on a flat Co(0001) cobalt surface without carbon deposition.

2 2

depos

slab+C H O slab CO H( 2 2 2 )
2

E
E E E E E

=

+ − − −

(9.1)
9
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Second, the energy of the transition 

state (TS) and final state (FS) can be 

reported with respect to two references. 

Ebarr and Ediss represent the energy 

with respect to the initial state (IS), while 

Ebarr,eff and Ediss,eff report the energy with 

respect to gasphase CO, the so-called 

effective or apparent dissociation barrier 

or energy. The dissociation barrier can 

hence be written as

while the effective dissociation barrier 

is defined as

In the expressions for Ediss and Ediss,eff, 

E‡
slab+(C−O) is replaced with Eslab+C+O. Intro-

duction of two reference states (the IS and 

gas-phase CO) has its merits, especially 

when considering different surfaces. 

Whether or not the CO dissociation takes 

place depends on the stability of the IS: 

if CO is too tightly bound to the metal 

surface, the dissociation barrier Ebarr be-

comes too high, reducing the probability 

that dissociation will occur. On the other 

hand, the energy barrier with respect to a 

gas-phase CO molecule is also an import-

ant ingredient in the discussion. This is 

best illustrated with the example of CO 

dissociation on Co(0001) in Figure 9.1. 

Not only is the dissociation barrier very 

high (221.4 kJ/mol), the energy of the TS 

is also 56.7 kJ/mol higher than that of a 

gas-phase CO molecule. In other words, 

the probability that the CO molecule 

desorbs from the surface is larger than 

that it dissociates on the surface. More-

over, the dissociation energy is positive 

with 88.5 kJ/mol, but the final state is still 

76.2 kJ/mol lower than gas-phase CO. 

Thus, the reaction is endothermic with 

respect to the IS but exothermic with 

respect to gas-phase CO. If the reaction 

is strongly exothermic, it is thermody-

namically favored. It is an interplay of all 

these aspects that makes the CO dissoci-

ation feasible or not. In the next section, 

we will discuss how the energy of the 

TS and FS may shift when extra carbon 

atoms are present on the surface or in the 

subsurface.

9.3 Results and discussion

In this section, we will discuss the 

deposition of carbon atoms and the effect 

on the adsorption and dissociation of 

CO. First, we consider the flat Co(0001) 

surface and then the corrugated Co(1121) 

surface. For both surfaces, we investi-

ads slab+CO slab CO( 2 ) / 2E E E E= − − (9.2)

†
barr slab+(C-O) slab+CO( ) / 2ü = −

†
barr,eff slab+C-O slab CO( 2 ) / 2E E E E= − −

(9.3)

(9.4)
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gated the diffusion of carbon atoms and 

checked the influence of the carbon atom 

on the adsorption and dissociation of CO. 

9.3.1 Flat Surface

9.3.1.1 Carbon Diffusion

In Figure 9.2, a carbon diffusion pro-

file at 1/9 ML on Co(0001) is presented. 

The most stable site for carbon adsorp-

tion on this surface is the HCP site, with 

a deposition energy of −87.8 kJ/mol, 

which agrees fairly well with the value 

of −91.6 kJ/mol reported by Swart et al. 

for the HCP site on the Co(111) surface.28 

The bridge site (TS1) is a transition state 

for diffusion to the FCC site. The barrier 

for this transition is low (26.3 kJ/mol), 

and the energy of a carbon atom in the 

TS1 site is only slightly higher than in 

the FCC site (17.5 kJ/mol). The diffusion 

profile will likely depend on the carbon 

coverage, as a similar theoretical study 

at 1/4 ML coverage reported values of 

40.1 and 26.1 kJ/mol for TS1 and FCC, 

respectively.41

From the FCC site, the carbon atom 

can diffuse in the subsurface octahedral 

site OCT. This subsurface site is 3.6 

kJ/mol lower in energy than the surface 

FCC site, but a barrier of 73.4 kJ/mol has 

to be overcome. During diffusion, the 

surrounding Co−Co distances are elon-

gated from 2.64 Å in the FCC geometry 

to 2.98 Å in the transition state (TS2), af-

ter which they relax to 2.73 Å in the OCT 

configuration. Diffusion into the second 

Figure 9.2: Profile for carbon diffusion on Co(0001) surface. Energies are reported with 

respect to the HCP adsorption site and are expressed in kJ/mol. Positions are described in the 

text.

9
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subsurface layer has a barrier of 190.7 

kJ/mol, more than twice as high as the 

diffusion into the first subsurface layer. 

In the transition state (TS3), the carbon 

pushes the three surrounding cobalt at-

oms away from each other to a distance of 

about 2.96 Å, compared to 2.57 Å in both 

OCT and OCT-2, which explains the high 

barrier. Consideration of the diffusion 

into the second subsurface layer attains 

the limit of the four-layers symmetric slab 

model. Moreover, the carbon encountered 

its counterpart at a relatively short dis-

tance, creating unphysical extra repulsive 

effects. Our results compare well with 

the results of Li et al., although the latter 

used an asymmetric slab and a different 

functional for their calculations.27 Our 

calculations predict a lower barrier and 

energy difference for diffusion from HCP 

to the FCC site, but both studies predict 

substantial energy barriers, preventing 

carbon atoms from diffusing into the 

second and deeper sublayers.

In this study, we did not investigate 

the influence of the coverage on the dif-

fusion barriers, although it was demon-

strated for Ni(111) that both the stability 

of carbon as well as the diffusion barriers 

vary widely with the surface and subsur-

face carbon coverage.42 This aspect is 

certainly worth further investigation.

In the next section, the effect of extra 

carbon atoms on the adsorption and 

dissociation of CO is analyzed. Only the 

two most stable sites for carbon are con-

sidered: the HCP site and the OCT site. 

A quick back-of-the-envelope calculation 

of the Boltzmann distribution shows that 

at 500 K and 1/9 ML coverage, only 3% of 

the carbon atoms are present in an OCT 

position; all other sites are even less likely 

to be occupied and will not be considered.

9.3.1.2 Effect of Carbon 
Deposition on CO Dissociation

To assess the influence of carbon on 

CO dissociation, an extra carbon atom 

is deposited on different positions with 

respect to the dissociating molecule. 

Figure 9.3 shows the selected cases and 

their geometries for initial state (IS), 

transition state (TS), and final state (FS). 

The first row is the reference case: carbon 

dissociation on a FLAT surface, without 

any extra carbon atoms. In the next five 

cases, the extra carbon on the surface 

resides in an HCP or OCT position. We 

did not scan all possible positions for 

the extra carbon atom, since conclusions 

can already be drawn from the data set 

displayed in Figure 9.3. To give an overall 

picture of the different cases, the results 

are also assembled in the energy profile 

in Figure 9.4, following the convention 

in Figure 9.1.

In the absence of any additional car-

bon (reference case FLAT), the CO disso-
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Figure 9.3: Influence of an extra carbon atom on CO dissociation on Co(0001). Different 

positions are considered for the extra carbon atom, and the dissociation profile is visualized 

along the row. In the FLAT case (first row), no extra carbon atom has been deposited on the 

cobalt surface. For each case the adsorption energy (E
ads

), the dissociation barrier (E
barr

), and 

the dissociation energy (E
diss

) are given in kJ/mol. C−O distance is written in the right corner 

in Å.

9
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ciation path on Co(0001) starts with a CO 

molecule in the HCP site that dissociates 

in a carbon and an oxygen atom in two 

adjacent HCP sites. The adsorption ener-

gy is −164.7 kJ/mol, in line with previous 

studies that report energies between −156 

and −175 kJ/mol, depending on the CO 

coverage and the details of the methodol-

ogy.8,13,43  With respect to the IS, we find a 

barrier of 221.4 kJ/mol and a dissociation 

energy of 88.5 kJ/mol. These results cor-

respond well with previous calculations 

from Ge and Neurock, which report 218.0 

and 76.5 kJ/mol, respectively.8

The adsorption energy is less nega-

tive when a carbon atom is coadsorbed 

on the surface. If the extra carbon and 

the adsorbed molecule are one HCP site 

apart (situation HCP1 and HCP2), Eads 

is almost 15 kJ/mol less negative than 

on the empty surface. In fact, the IS for 

HCP1 and HCP2 is identical due to the 

symmetry; the negligible difference of 

0.4 kJ/mol is due to the accuracy of our 

method. In case they are two HCP sites 

apart (HCP3), the adsorption energy is 

more or less the same as in the FLAT 

geometry. This behavior can be explained 

by the lateral interaction between the CO 

molecule and the extra carbon atom: if 

the C−CO distance is shorter, the repul-

sive interaction is larger and the adsorp-

tion is weaker. In case a carbon atom is 

present in OCT1 or OCT2, the adsorption 

is stronger than for the empty surface.

Calculations confirm that the pres-

ence of extra carbon atoms on the surface 

have an influence on the adsorption 

energy, which varies in the range of 20 

kJ/mol. More interesting is the question 

how the dissociation barrier is affected 

by extra carbon atoms. On the FLAT 

surface, CO dissociation has a barrier 

of 221.4 kJ/mol. In the case of a carbon 

atom coadsorbed on the surface, the 

dissociation barrier is higher due to the 

higher surface coverage. In HCP1, the 

extra carbon atom is located in the HCP 

site next to the dissociating CO molecule 

and shares the central cobalt atom around 

which the CO molecule dissociates. For 

HCP2 and HCP3, the carbon atom is lo-

cated further away from the dissociation 

site. The increase in the barrier is lower 

for HCP1 than for HCP2 and HCP3, so it 

seems that the carbon and oxygen atoms 

prefer to cluster together on the surface. 

Moreover, the CO distance can be related 

to the stability of the TS: for HCP1 the 

CO distance is shorter than for HCP2 and 

HCP3 (1.82 vs 1.86 Å), in line with the 

respective dissociation barriers (225.0 vs 

242.9 and 237.9 kJ/mol).

When carbon is present in the OCT1 

position, right under the dissociating CO 

molecule, the barrier is almost 50 kJ/mol 

higher than on a FLAT surface. In this 

case, the higher barrier is a combina-

tion of stronger CO adsorption in the IS 

(Eads =−176.9 kJ/mol for OCT1, −164.7 
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kJ/mol for FLAT) and a less stable TS 

(Ebarr,eff = 92.3 kJ/mol for OCT1, 56.7 

kJ/mol for FLAT). This clearly illustrates 

the importance of the IS stability on 

the dissociation reaction. For the other 

subsurface position, OCT2, the barrier is 

surprisingly lower than in the reference 

case. Although the dissociation barrier is 

lowered, the TS still lies above the energy 

of gas-phase CO, implying that CO would 

likely desorb from the surface rather 

than dissociate on the surface. Second, 

the chance of finding a carbon atom in 

the subsurface is small, as discussed in 

the previous section. It is therefore much 

more likely to find a surface carbon atom 

and hence a higher barrier.

Finally, we notice that the dissociation 

energy for carbon covered surfaces is 

systematically higher than in the FLAT 

reference case. For carbon coadsorbed 

on the surface, this can be rationalized 

by the lateral interaction between the 

dissociated C and O atom and the extra 

Figure 9.4: Energy profile for CO dissociation starting from various initial configurations 

characterized by carbon deposition at different positions on the cobalt surface. Energy scale 

in kJ/mol.

9
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carbon atom.

The energy profile displayed in Figure 

9.4 suggests a Brønsted−Evans−Polanyi 

(BEP) relationship44,45 between the dis-

sociation barrier and the energy for the 

FLAT surface and for cases HCP1, HCP2, 

and HCP3, as shown in Figure 9.5. This 

BEP correlation is in line with the ob-

servation that CO dissociation has a late 

transition state on Co(0001).46 It indi-

cates that the influence of surface carbon 

is similar in the TS and FS and that there 

is a similarity in geometry or electronic 

effects between TS and FS. For OCT1 and 

OCT2, however, the BEP correlation fails, 

so the effect of the extra carbon atom is 

no longer the same in the TS and FS. The 

dissociating oxygen atom might expe-

rience different electronic effects while 

dissociating on the surface just above the 

subsurface carbon atom. The similarity 

between TS and FS is no longer present, 

and hence, the BEP correlation fails.

9.3.2 Corrugated Surface

Apart from the flat Co(0001) surface, 

we also investigated the diffusion of 

carbon and the effect of carbon on the 

dissociation of CO on a corrugated sur-

face, represented by Co(1121) (Figure 9.6). 

The surface is characterized by two-di-

mensional trenches and ridges along 

the b-axis, and along that axis the cobalt 

atoms are positioned in a saw tooth pro-

file. Overall, the cobalt atoms are on four 

Figure 9.5: For surface carbon, there is a linear BEP correlation between the dissociation 

barrier and the dissociation energy.
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different levels with respect to the c axis. 

On the left in Figure 9.6, this is repre-

sented in four shades of gray: the deeper 

the atom, the darker its color. On the 

right, only surface atoms are displayed: 

those positioned on the ridges in blue and 

those in the trenches in green.

Surface cobalt coordination numbers 

are 6 and 7 on the ridge and 9 and 10 in 

the trench, in contrast with a coordina-

tion number of 9 on Co(0001). Co(1121) is 

equivalent with the stepped Co(211) sur-

face for cobalt with an FCC crystal struc-

ture. We considered a CO coverage of 1/4 

ML (based on the primitive cell), corre-

sponding to 0.014 Å−1, comparable with 

0.020 Å−1 for Co(0001). During typical 

FTS conditions, the CO coverage might 

actually be higher, but a deeper analysis 

was outside the scope of this work.

9.3.2.1 Carbon Deposition

In Figure 9.7, a diffusion profile for 

carbon on Co(1121) is presented. Co(1121) 

is represented schematically in this 

Figure. Cobalt atoms on the ridge are 

indicated in blue and those in the trench 

in green. The darker the color, the deeper 

the atom is located with respect to the 

c axis. The most stable site for carbon 

adsorption is the 4-fold (FF) site. Carbon 

is coordinated with four surface cobalt 

atoms and only 2.13 Å from a fifth cobalt 

atom under the surface. In this FF site, 

the carbon has a deposition energy of 

−137.3 kJ/mol and is hence significantly 

more strongly bound than in the HCP 

site on Co(0001) (Edepos = −87.8 kJ/mol). 

From the FF site, the carbon atom can 

Figure 9.6: Two representations of the topology of the Co(1121) surface. The darker the shade 

of gray, the deeper the cobalt atom is located with respect to the c axis. Ridges (blue) and 

trenches (green) along the b axis are depicted. For clarity, the unit cell and axes are given as 

well as the transition state of a dissociating CO molecule, with the carbon atom in the 4-fold 

site and the oxygen molecule in a bridge position on the ridge.

9
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diffuse in the trench along the b axis and 

reach the subsequent FF site after cross-

ing local minima PFF1 and PFF2. PFF1 is 

a pseudo-4-fold site8,16 where the carbon 

atom is in between two 3-fold sites, coor-

dinated with four surface cobalt atoms in 

total. The PFF1 site is 21.0 kJ/mol higher 

in energy than the FF site; the diffusion 

barrier is 47.1 kJ/mol.

Close to PFF1, a second pseudo-4-fold 

site is identified as a local minimum 

PFF2 that has almost the same energy. 

No transition state could be constructed 

between PFF1 and PFF2. Instead, an 

intermediate structure has been deter-

mined with an energy that is some 13 

kJ/mol higher than the two neighboring 

local minima. The transition state for 

the PFF1−INT and INT−PFF2 diffusion 

were not found, as well. During the 

PFF1−PFF2 transition, carbon is keen to 

maintain its 4-fold cobalt coordination, 

thereby reshuffling the surface. Finally, 

the carbon can diffuse from PFF2 in the 

next FF site. The transition state (TS3) for 

this move passes through a bridge config-

uration, where carbon is coordinated with 

only two cobalt atoms, explaining the 

high diffusion barrier (123 kJ/mol).

For diffusion into a neighboring 

Figure 9.7: Diffusion profile for carbon on a corrugated Co(1121) surface, showing that 

barriers are much higher than on Co(0001). To diffuse from one FF site to the next FF site in 

the same trench has an overall barrier of 123.0 kJ/mol; diffusion from one trench to the other 

has an even higher barrier (135.1 kJ/mol). Energies are with respect to the FF adsorption site 

and given in kJ/mol. Positions are described in the text.
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trench, the carbon atom can pass through 

two bridge positions (TS2 and TS3). 

Starting from the FF site, the carbon 

can diffuse over the hill with an energy 

of 139.9 kJ/mol; from the PFF2 site the 

barrier is 135.1 kJ/mol. For TS2 and TS3, 

Edepos is 2.6 and −2.2 kJ/mol, respectively, 

much higher than −61.5 kJ/mol for the 

bridge site on Co(0001), all indicating 

that carbon is not likely to diffuse into 

neighboring trenches on Co(1121).

In the next paragraph, we will also 

consider two subsurface sites, SUB1 and 

SUB2, that were obtained by inserting 

carbon atoms into two adjacent subsur-

face positions under the active site, with 

carbon coordination numbers of 7 and 

6, respectively. SUB1 and SUB2 are 70.5 

and 36.5 kJ/mol higher in energy than the 

FF site, and unfortunately, we could not 

find transition states for the subsurface 

diffusion. However, from the stability of 

the subsurface species, it is clear that the 

diffusion in the subsurface is thermody-

namically not favorable. Again, at high 

coverages, the presence of such subsur-

face carbon might become more likely.33,35

It is clear that carbon diffusion is 

completely different on Co(0001) and 

Co(1121). On Co(0001), carbon diffusion 

has a barrier of only 26.3 kJ/mol, so sur-

face carbon is very mobile on this surface. 

On the Co(1121) surface, carbon atoms are 

more stable (Edepos = −137.3 kJ/mol for FF, 

Edepos= −87.8 kJ/mol for HCP), but dif-

fusion on this surface is kinetically hin-

dered due to high barriers. Formation of 

extensive carbon clusters,28 graphene, or 

nanotubes30 on the corrugated Co(1121) 

surface remains questionable, as CO 

dissociation can happen simultaneously 

in adjacent sites, and diffusion along the 

trench might not be the only route to 

form carbon clusters.

9.3.2.2 Effect of Carbon 
Deposition on CO Dissociation

The CO dissociation path on the 

Co(1121) surface is visualized in Fig-

ure 9.8 and compared with that on the 

Co(0001) surface. On Co(1121), disso-

ciation starts with a CO molecule in 

the 4-fold site, adsorbed with an energy 

of −160.1 kJ/mol, similar to −164.4 

kJ/mol on Co(0001). In the initial state 

on Co(1121), the carbon is coordinated 

with four cobalt atoms and the oxygen 

with two cobalt atoms, as compared to 

three Co−C bonds in the HCP site on 

Co(0001). The longer C−O bond distance 

(1.32 versus 1.19 Å) already indicates that 

the CO molecule is preactivated in the 

4-fold site.

In the transition state on the corru-

gated surface, the oxygen atom migrates 

over the ridge and ends in a 3-fold site 

in the adjacent trench. The carbon and 

oxygen atoms do not share any cobalt 

atoms in the TS. The dissociation barrier 

9
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is 92.4 kJ/mol, significantly lower than 

the 221.4 kJ/mol on the Co(0001) surface. 

In the final state, the carbon and oxy-

gen atoms are in adjacent trenches, the 

carbon is still in the original 4-fold site, 

and the oxy gen atom is now coordinated 

with three cobalt atoms. The dissociation 

energy is only 4.1 kJ/mol, also much 

lower than for the Co(0001) surface (88.2 

kJ/mol).

Note that the dissociation profile for 

Co(1121) is entirely below the energy of 

a CO gas-phase molecule. For Co(0001) 

on the other hand, the effective barrier is 

positive with 56.7 kJ/mol and the energy 

of the FS is higher than the energy of the 

IS, so the reaction is both kinetically and 

thermodynamically hampered.

Next, we investigated the influence of 

an extra carbon atom on the dissociation 

profile. The different geometries with 

respect to the IS, TS, and FS are shown 

in Figure 9.9. We made a selection for 

the positions of the extra surface carbon: 

we retain two sites on the surface (FF 

and PFF) and two sites in the subsurface 

(SUB1 and SUB2). In Figure 9.10, an 

energy profile is presented as a summary 

for all cases considered.

When an extra carbon atom is present 

Figure 9.8: CO dissociation profile for Co(1121) (blue) and Co(0001) (black) in kJ/mol. 

C−O distance is given in Å in the upper right corner. Note that the CO dissociation curve for 

Co(1121) lies entirely below the energy of a gas-phase CO molecule.
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Figure 9.9: Influence of carbon on CO dissociation. C−O distance is printed in Å in the 

upper right corner. The influence of surface carbon is low, while subsurface species raise the 

barrier significantly.

9
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at a FF site in a trench adjacent to the 

adsorption site of the CO molecule, the 

electron-withdrawing effect of carbon 

contributes to a stronger adsorption ener-

gy for CO, Eads = −171.1 kJ/mol. This effect 

also brings the oxygen closer to the cobalt 

atom that is shared between oxygen and 

the extra carbon (Co−O distance reduced 

from 2.27 to 2.07 Å). For a carbon in the 

PFF site, the adsorption energy is less 

negative, due to a repulsion between C 

and CO, which are here adsorbed in the 

same trench. The barrier for CO disso-

ciation is only slightly affected by the 

presence of surface carbon species and 

actually lower for both FF and PFF. Final-

ly, the dissociation energy is higher (27.8 

kJ/mol) for FF as compared to CORR be-

cause of the repulsive interaction between 

the dissociated oxygen and the extra car-

bon atom, which are in the same trench 

after dissociation. PFF shows the oppo-

site effect: in the FS, there is no longer 

repulsion between the oxygen atom and 

the extra carbon atom, now in an adjacent 

trench, resulting in a negative reaction 

energy of −3.9 kJ/mol. In other words, in 

the FF case, there is more repulsion after 

CO dissociation than before, while for 

PFF, the opposite holds true.

An extra carbon atom embedded 

under the surface (SUB1 and SUB2) 

has a negative influence on the dissoci-

ation profile. The carbon restructures 

Figure 9.10: Energy profile for CO dissociation on Co(1121) starting from various initial 

configurations characterized by carbon deposition at different positions on the cobalt surface. 

Energy scale in kJ/mol.
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the surface around the CO adsorption 

site,significantly enlarging one of the 

Co−O distances (from 2.27 Å in CORR to 

3.38 Å in SUB1 and 3.02 Å in SUB2). This 

rearrangement has its direct impact on 

the C−O distance, which becomes shorter 

(1.28 Å for SUB1 and 1.29 Å for SUB2), 

indicating a less activated C−O molecule. 

Indeed, the dissociation barriers are 

substantially raised with about 50 kJ/mol. 

The dissociation energy is negative for 

SUB1, where the oxygen atom assumes a 

4-fold coordination due to reconstruction 

of the surface. Although a surface recon-

struction is also seen in SUB2, it seems 

to be less favorable, resulting in a higher 

dissociation energy.

Finally, a striking feature of CO disso-

ciation on the corrugated surface - apart 

from the lowering of the barrier with 

more than 100 kJ/mol - is the dissociation 

energy, which drops to only 4.1 kJ/mol 

for the CORR surface. The presence of an 

extra carbon on the surface does not alter 

this substantial dropdown of the dissocia-

tion energy with regard to the flat surface. 

The most beneficial situation is that the 

dissociated oxygen and the extra carbon 

atom occupy adjacent trenches in the FS, 

leading to a dissociation energy of −4.4 

kJ/mol.

Unlike on the Co(0001) surface, there 

is no BEP-like correlation between the 

FS and the TS for the Co(1121) surface. 

Interestingly, we find a linear correlation 

between the adsorption energy (or the 

energy of the IS with respect to gasphase 

CO) and the effective dissociation barrier 

Ebarr,eff (also relative to a gas-phase CO 

molecule), as long as the extra carbon is 

Figure 9.11: For surface carbon, there is a linear correlation between the effective 

dissociation barrier and the adsorption energy. For subsurface carbon, this correlation fails.

9



181 ■ REACTIVITY OF CO ON CARBON-COVERED COBALT SURFACES IN FISCHER−

TROPSCH SYNTHESIS

located on the surface (Figure 9.11). This 

correlation suggests that the effects that 

stabilize the IS also determine the sta-

bility of the TS. As Ebarr,eff − Ebarr = Eads, 

the observed linearity is also visible in a 

nearly constant barrier Ebarr for CORR, 

FF, and PFF. This can be explained by 

the geometry of the dissociating CO 

molecule on the jagged Co(1121) surface: 

in the IS and TS, the dissociating mole-

cule is located on one side of the trench, 

while in the FS the oxygen is sitting in 

the adjacent trench after dissociation. It is 

also reflected in the C−O distance, which 

in the TS (2.02 Å) is closer to the IS (1.34 

Å) than to the FS (3.80 Å). These observa-

tions indicate an early transition state for 

CO dissociation on Co(1121), and it would 

be worth investigating whether other 

corrugated or stepped surfaces show the 

same behavior. The correlation again fails 

for subsurface carbon, which is not sur-

prising, as the geometry of the active site 

is significantly altered by the presence of 

these carbon species.

9.4 Conclusions

In this work, deposition of carbon 

on the flat Co(0001) and the corrugated 

Co(1121) surface and the influence of this 

extra carbon on CO dissociation has been 

investigated by means of DFT quantum 

chemical calculations.

In a first part, the preferential posi-

tions of the extra carbon atom on the sur-

faces have been localized and migration 

of carbon on the surface was examined. 

We found a diffusion barrier of only 26.3 

kJ/mol on Co(0001), providing evidence 

that carbon is very mobile on the flat 

surface. On Co(1121), the carbon atom is 

more tightly bound and the diffusion bar-

riers are much higher, especially when 

carbon has to diffuse over the ridge (with 

a barrier up to 139.9 kJ/mol). Subsurface 

positions are significantly less stable for 

both cobalt surfaces.

Second, the surface topology signifi-

cantly influences the dissociation profile, 

both for clean cobalt surfaces and for sur-

faces with an extra carbon atom. A cor-

rugated surface displays a more favorable 

dissociation profile with barriers that are 

more than 100 kJ/mol lower than on the 

closed-packed Co(0001) surface. More-

over, an extra carbon atom on the surface 

only slightly affects the dissociation 

barrier for Co(1121). A subsurface carbon 

has a stronger influence on both flat 

and corrugated surfaces, but subsurface 

carbon atoms are less stable than surface 

carbon species, so the probability that 

they occur is lower. Finally, dissociation is 

strongly endothermic on Co(0001) with 

respect to the IS, while Ediss is small or 
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even slightly negative on Co(1121).

In conclusion, the topology of the sur-

face has a significantly larger influence 

on CO dissociation than the presence of 

an extra carbon on the surface. The high-

er stability of carbon atoms on Co(1121) in 

combination with the lower CO dissoci-

ation barriers on this corrugated surface 

will likely give rise to a delicate balance 

between the stability and the activity of 

the active sites. ■
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Summary

The limited supply of readily available 

fossil resources stimulates the search 

for alternative energy sources. Due to 

the abundant supply of cheap natural 

gas, methane is increasingly considered 

as a valuable alternative feedstock for 

the synthesis of fuels and chemicals. 

Synthesis gas, a mixture of CO and 

H
2
, derived from natural gas by auto-

thermal or steam reforming can be used 

to produce long-chain hydrocarbons in 

the Fischer-Tropsch process. Although 

the Fischer-Tropsch process is known 

for more than a century, the underlying 

mechanisms are still poorly understood.

The rapid increase in computing pow-

er provides a unique opportunity to study 

comprehensive chemical networks such 

as that of the Fischer-Tropsch reaction, by 

constructing microkinetics simulations 

based on computed molecular reactivity 

data. Using such microkinetics simula-

tions, kinetic parameters such as reaction 

orders and apparent activation energies 

can be derived and compared with ex-

periment; elementary reaction steps that 

control the rate of chemical conversion 

in such chemical networks can then be 

identified.

Pertinent mechanistic questions in 

Fischer-Tropsch synthesis relate to the 

mode of CO dissociation, the dominant 

mechanism (the carbide versus the 

CO-insertion mechanism), the identifica-

tion of the active site, and how the rates 

of the many elementary reaction steps 

influence CO conversion and product se-

lectivity. In this thesis, the focus has been 

on Rh- (Chapters 3-6) and Ru-catalyzed 

(Chapters 7 and 8) Fischer-Tropsch syn-

thesis. Ru is useful as a Fischer-Tropsch 

catalyst to produce long-chain hydrocar-

SUMMARY AND 
OUTLOOK
Quantum Chemical and 
microkinetic modeling of the 
 Fischer-Tropsch reaction
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bons to be used as transportation fuels. 

Rh is known for its selectivity to produce 

C
2
-oxygenates that may be used as chemi-

cal feedstock. 

In Chapter 3, the effect of surface 

topology and system size on the dissocia-

tion of CO on Rh catalysts was studied. It 

was found that the major factors govern-

ing the reaction barriers are the sharing 

of metal atoms by carbon and oxygen in 

the transition state and the coordination 

of the metal atoms involved in the Rh-C 

bond in the transition state versus their 

coordination in the initial state. It was 

shown that the effect of site topology on 

CO dissociation is more prominent than 

the electronic effects due to a change in 

the catalytic particle size.

To construct a comprehensive mi-

crokinetics simulation for CO hydroge-

nation over Rh(211) surfaces, a database 

of all relevant elementary reaction steps 

involved in this chemical network was 

constructed in chapter 4 using density 

functional theory calculations. From 

these and the microkinetics simulations, 

it was found that CO dissociation pro-

ceeds in a direct (non-hydrogen-assisted) 

fashion. In contrast to common assump-

tion in scientific literature, the rate of CO 

dissociation does not control the overall 

reaction rate. Due to the relatively low sta-

bility of CH on the Rh(211) surface versus 

that of CO, the overall reaction barrier for 

C+CO coupling is lower than the barrier 

for CH+CH coupling. This rationalizes 

the experimentally observed high selec-

tivity for ethanol versus that of hydro-

carbons. Ethanol formation is always in 

competition with methane formation. We 

have shown that ethanol formation will 

be favored when the hydrogenation of 

CH
2
 and CH

3
 and the dehydrogenation of 

CHCH
3
 become inhibited.

In Chapter 6, a computational study 

of N2 adsorbed on various Rh surfaces 

and Rh nanoparticles is conducted with 

the aim to establish whether IR spectros-

copy of N
2
 adsorbed on Rh nanoparticles 

can help to identify step-edge sites. This 

computational study and the microkinet-

ics model of chapter 5 are combined with 

existing catalytic performance data of 

zirconia-supported Rh nanoparticles. The 

strong correlation between the catalytic 

performance and the number of step-

edge sites as measured by the IR intensity 

of the N2 stretching frequency show 

that step-edge sites are necessary for CO 

dissociation.

In Chapter 7, a database of rate param-

eters was constructed for FT synthesis 

on the Ru(1121) surface. All elementary 

reaction steps relevant to both the carbide 

as well as the CO-insertion mechanism 

were studied. The data indicate that the 

carbide mechanism will result in higher 

CO conversion rates than the CO-inser-

tion mechanism. Only in the carbide 

mechanism long-chain hydrocarbons 
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are formed; the dominant product in the 

CO-insertion mechanism is methane due 

to the slow rate of CH
x
+CO coupling. The 

locus for the CH+CH coupling reaction 

is the step-edge site. Here, the overlap of 

the d-band with the molecular orbitals 

is more favorable for the formation of 

p-bonds between the CH fragments.

The calculated rate parameters in 

Chapter 7 were used to construct a 

microkinetics model in Chapter 8. To 

extrapolate the results of the quantum 

chemical calculations of chapter 7 to 

other metals by means of two reactivity 

descriptors, scaling relations as well as 

Brønsted-Evans-Polanyi relations were 

used. From this analysis, three kinetic 

regimes were found that are character-

ized by the elementary reaction step that 

limits the overall reaction rate in these 

regimes. In the monomer formation lim-

iting regime, the CO dissociation limits 

the rate. In the water-formation limiting 

regime, the hydrogenation of OH limits 

the reaction. In the chain-growth li-

miting regime, the hydrogenation of the 

growing chains is rate-limiting. Indus-

trial catalysts operate at the boundary 

of the monomer formation and water 

removal limiting regimes and hence are 

suboptimal. By comparing corrugated 

Ru(1121) with the flat Ru(0001) surface, 

it was found that only the former sur-

face efficiently catalyzes CO dissociation 

and hence produces long hydrocarbon 

products. 

In Chapter 9, the effect of surface 

topology and co-adsorption of C on the 

CO dissociation over Co-catalysts was in-

vestigated. It was found that the topology 

of the surface has a significantly larger 

influence on CO dissociation than the 

presence of additional carbon atoms on 

the surface. The higher stability of carbon 

atoms on Co(1121) in combination with 

the lower CO dissociation barriers on this 

corrugated surface will likely give rise to 

a delicate balance between the stability 

and the intrinsic activity of the surface 

sites.

Outlook

Advances in simulation methodology 

and the rise in computing power have 

resulted in a wide variety of computa-

tional methods applicable to the field of 

catalysis. When several such methods 

are combined, catalytic phenomena of 

increasing complexity can be studied by 

computational means. The connection 

between density functional theory calcu-

lations and microkinetics simulations is 

such a multiscale approach; it provides an 

essential tool to develop an atomistic un-

derstanding of catalytic performance. In 

this approach, the molecular properties 
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such as electronic energies are bridged 

with macroscale properties such as 

reaction kinetics. In this thesis, we have 

shown how DFT-based kinetic parame-

ters can be used in microkinetics models 

that are able to elucidate many unre-

solved issues in Fischer-Tropsch catalysis. 

Despite these successes, these models 

contain assumptions that may influence 

the overall result. 

The efficiency of carrying out microki-

netics simulations lies in the mean-field 

approximation and the assumption that 

the catalytic surface on which adsorbents 

react is static. Though these simplifica-

tions enable the construction of an effec-

tive tool in the study of reaction mechan-

ics, they prevent the modeling of catalytic 

systems whose mechanism is strongly 

influenced by the local configuration of 

the adsorbates. Such systems require de-

tailed time-dependent topological infor-

mation to properly describe the reaction 

kinetics. For example, in the work of Ertl, 

strong correlations between the adsorbed 

species gives rise to pattern formation.1 

Moreover, the assumption of a static 

catalytic surface is far from reality. The 

size and shape of catalytic nanoparticles 

have a profound effect on the composition 

of the adsorbed layer and, accordingly, 

the reaction rate. At the same time, the 

adsorbates affect the surface topology at 

the local scale and the particle size and 

shape at the nanoparticle scale.

In Fischer-Tropsch catalysis, one can 

identify many issues that relate to the dy-

namic changes occurring on the catalytic 

surfaces as the reaction evolves. The work 

of De Groot and Wilson has elegantly 

shown how the surface of a Co single 

crystal restructures under FT synthesis 

conditions.2 A main question relates to 

the mechanism of these surface restruc-

turing processes. Does such reconstruc-

tion occur due to strongly bound surface 

carbon atoms or adsorption of carbon 

monoxide? How do such adsorbate-in-

duced reconstructions affect particle 

size and shape? What is the interaction 

between the different crystalline facets 

exposed on a nanoparticle? If this can 

be understood, it would be important to 

include these dynamic changes in kinetic 

models so that the effect of overlayer 

composition on the interrelated surface 

structure and catalytic activity and selec-

tivity can be properly described. In this 

way, predictions can be made about the 

evolution of the catalyst on longer time 

scales, providing for instance insight into 

activation and deactivation phenomena. 

To answer these questions, computa-

tional models that describe the dynamic 

evolution of atomic systems over time are 

needed. Molecular dynamics (MD) is the 

methodology of choice for such atom-

istic simulations. However, when the 

phenomena of interest occur over longer 

time scales, molecular dynamics become 
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computationally too expensive due to the 

small time steps necessary to properly 

evolve the system over time. Kinetic Mon-

te Carlo (KMC) can in principle overcome 

such limitations by exploiting the fact 

that long-time dynamics typically consist 

of different jumps between states.3,4 

To ensure proper chemical description 

of the larger systems, quantum chemi-

cal methods will be required. Although 

quantum chemical methods provide a 

high level of accuracy, they come at a 

high computational cost. This cost limits 

quantum calculations to relatively small 

system sizes and short time scales. Ideal-

ly, one would like to employ MD or KMC 

to simulate large systems at longer time 

scale. If it would be possible to connect 

the detailistic information obtained from 

quantum chemical calculations with the 

efficiency of MD and KMC, we would ob-

tain an effective and powerful multiscale 

tool to study many of the open questions 

in FT synthesis.

One such approach is ReaxFF, as it 

essentially bridges the gap between the 

two computational realms (DFT versus 

MD/KMC) by providing a method that 

retains a high level of accuracy, while 

still being able to model the chemical 

interactions of the atoms and molecules 

in a relatively simple way. This is done by 

a detailed parametrization of the atomic, 

bonding, angle and torsion properties of 

each particle and interaction within the 

systems. This parametrization is done 

using quantum chemical data. Fitting 

such potentials requires specialized 

algorithms as standard fitting proce-

dures such as line searches or Leven-

berg-Marquardt algorithms have too long 

convergence times or result in solutions 

that are local instead of global minima. 

Markov-Chain Monte-Carlo (MCMC), on 

the other hand, is an effective algorithm 

for fitting these large sets of parameters 

by using simulated annealing to find the 

global minimum.

With such an approach combining 

accurate DFT calculations to study adsor-

bate-induced surface reconstruction and 

elementary reaction steps, fitting of reac-

tive force-fields and carrying out molecu-

lar dynamics using reactive force-fields it 

will become possible to study the tran-

sient behaviour of the Fischer-Tropsch 

reaction, essentially enabling the study 

of how the overlayer changes give rise 

to activation of the catalyst at the initial 

stages of its lifetime and, ultimately, its 

demise into an inactive state. When larg-

er systems are within reach, also effects 

such as that of the support and promoter 

ions on the catalytic activity, selectivity 

and stability can be investigated. ■
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191 ■ APPENDIX A: GEOMETRIES OF ELEMENTARY REACTION STEPS ON RH(211)

APPENDIX A
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APPENDIX A
25 31
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APPENDIX A
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APPENDIX A
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APPENDIX B
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