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Abstract 

Since the discovery of conducting polymers three decades ago the field of 

organic electronics has evolved rapidly. Organic light emitting diodes have 

already reached the consumer market, while organic solar cells and transistors 

are rapidly maturing. One of the great benefits with this class of materials is that 

they can be processed from solution. This enables several very cheap production 

methods, such as printing and spin coating, and opens up the possibility to use 

unconventional substrates, such as flexible plastic foils and paper. Another great 

benefit is the possibility of tailoring the molecules through carefully controlled 

synthesis, resulting in a multitude of different functionalities.  

This thesis reports how charge transport can be altered in solid-state 

organic electronic devices, with specific focus on memory applications. The first 

six chapters give a brief review of the field of solid-state organic electronics, with 

focus on electronic properties, resistance switch mechanisms and systems. Paper 

1 and 3 treat Rose Bengal switch devices in detail – how to improve these devices 

for use in cross-point arrays as well as the origin of the switch effect. Paper 2 

investigates how the work function of a conducting polymer can be modified to 

allow for better electron injection into an organic light emitting diode. The aim of 

the work in papers 4 and 5 is to understand the behavior of switchable charge 

trap devices based on blends of photochromic molecules and organic 

semiconductors. With this in mind, charge transport in the presence of traps is 

investigated in paper 4 and photochromic molecules is investigated using 

quantum chemical methods in paper 5. 
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Populärvetenskaplig sammanfattning 

Elektroniska komponenter har traditionellt sett tillverkats av kisel eller 

andra liknande inorganiska material. Denna teknologi har förfinats intill 

perfektion sedan mitten av 1900-talet och idag har kiselkretsar mycket hög 

prestanda. Tillverkningen av dessas kretsar är dock komplicerad och är därför 

kostsam. Under 1970-talet upptäcktes att organiska polymerer (dvs plast) kan 

leda ström under vissa förutsättningar. Genom att välja lämplig polymer och 

behandla den med vissa kemikalier (så kallad dopning) kan man variera 

ledningsförmågan från isolerande till nästintill metallisk. Det öppnar 

möjligheten för att skapa elektroniska komponenter där dessa organiska 

material utgör den aktiva delen istället för kisel. En av de stora fördelarna med 

organiska material är att de vanligtvis är lösliga i vanliga lösningsmedel. Det gör 

att komponenter kan tillverkas mycket enkelt och billigt genom att använda 

konventionell tryckteknik, där bläcket har ersatts med lösningen av det 

organiska materialet. Det gör också att komponenterna kan tillverkas på 

okonventionella ytor såsom papper, plast eller textil. En annan spännande 

möjlighet med organiska material är att dess funktioner kan skräddarsys genom 

välkontrollerad kemisk syntes på molekylär nivå. Inom forskningsområdet 

Organisk Elektronik studerar man de elektroniska egenskaperna i de organiska 

materialen och hur man kan använda dessa material i elektroniska 

komponenter.  

Vi omges idag av apparater och applikationer som kräver att data sparas, 

som till exempel digitala kameror, datorer och mobiltelefoner. Eftersom det finns 

ett stort intresse från konsumenter för nya smarta produkter ökar behovet av 

mobila lagringsmedia med stor lagringskapacitet i rasande fart. Detta har 

sporrat en intensiv utveckling av större och billigare fickminnen, hårddiskar och 

minneskort. Många olika typer av minneskomponenter baserade på organiska 

material har föreslagits de senaste åren.  I vissa fall har dessa påståtts kunna 
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erbjuda både billigare och större minnen än vad dagens kiselteknologi tillåter. 

En typ av organiska elektroniska minnen baseras på en reversibel och 

kontrollerbar förändring av ledningsförmågan i komponenten. En informations 

enhet – en så kallad bit – kan då lagras genom att till exempel koda en hög 

ledningsförmåga som en ”1” och en låg ledningsförmåga som en ”0”. Den här 

doktorsavhandlingen är ett försök till att öka förståelsen för sådana 

minneskomponenter.  

Minneskomponenter bestående av det organiska materialet Rose Bengal 

mellan metallelektroder har undersökts. Egenskaper för system bestående av 

många sådana komponenter har beräknats. Vidare visas att minnesfenomenet 

inte härstammar i det organiska materialet utan i metallelektroderna. 

Tillsammans med studier av andra forskargrupper har det här resultatet 

bidragit till en debatt om huruvida minnesmekanismerna i andra typer av 

komponenter verkligen beror på det organiska materialet.   

Olika sätt att ändra transporten av laddningar i organiska elektroniska 

system har undersökts. Det visas experimentellt hur överföringen av laddningar 

mellan metallelektroder och det organiska materialet kan förbättras genom att 

modifiera metallelektroderna på molekylär nivå. Vidare har det studerats 

teoretiskt hur laddningar kan fastna (så kallad trapping) i organiska material 

och därmed påverka ledningsförmågan i materialet.  

En speciell typ av organiska molekyler ändrar sin struktur, och därmed 

egenskaper, reversibelt när de belyses av ljus av en viss våglängd, så kallade 

fotokroma molekyler. Denna förändring kan användas till att ändra 

ledningsförmågan genom en komponent och därmed skulle man kunna använda 

molekylerna i en minneskomponent. I den sista delen av avhandlingen används 

kvantkemiska metoder för att beräkna egenskaperna hos dessa molekyler för att 

öka förståelsen för hur de kan användas i minneskomponenter.   
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Chapter 1 

Introduction to organic electronics 

Since the advent of electronics the semiconductor industry have been 

dominated by silicon and similar inorganic semiconductors. Today, silicon circuits 

are taken for granted in our lifestyle and we find them in everyday appliances 

such as TVs, computers, mobile phones and even electrical razors. In this context, 

plastic materials have traditionally served as passive components, such as 

insulators, as electronics-carrying substrates or in packaging.  

On November 23, 1976, something happened that changed the role of 

organic materials within the field of electronics [1]. In a lab at Pennsylvania 

State University, Alan J. Heeger, Alan G. MacDiarmid and Hideki Shirakawa 

made an astonishing discovery. When treated with bromine the conductivity of 

polyacetylene, an organic polymer, was changed by seven orders of magnitude, 

resulting in a conductivity close to being metallic in its character [2]. According to 

Shirakawa’s own accord the conductivity increased so rapidly and radically that 

the expensive measurement equipment was destroyed [1]. Heeger, MacDiarmid 

and Shirakawa were awarded the year 2000 Nobel Prize in chemistry “for the 

discovery and development of conductive polymers”. This opened up the 

opportunity for organic polymers as the active material in electronic applications.   

The basic components of organic materials are carbon and hydrogen atoms. 

Commonly, these compounds also contain other atomic species such as phosphor, 

iodine, bromide, nitrogen, oxygen and sulfur. Organic compounds are abundant 

around us. In fact all living organisms – from the simplest bacteria to the 

complex human – are all made up of organic materials. Organic electronics is the 

art of making electronic components from organic-, i.e. carbon based, compounds. 
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In the three decades since the discovery of conducting polymers the field of 

organic electronics has gone from a curiosity in the research lab, to the brink of 

commercialization. Organic light emitting diodes are already on the market in 

simple applications and high-end displays are forecasted to reach the market 

within the very near future.  

Traditional inorganic electronics is commonly produced using complicated 

and utterly expensive processing methods, requiring both high-class clean room 

facilities and advanced vacuum equipment. One of the very appealing 

possibilities with organic materials is that they can be processed from solution. 

This enables several very cheap production methods, in the same way as ink is 

deposited on paper, and opens up the possibility to use unconventional 

substrates, such as flexible plastic foils. Even paper has emerged as a viable 

carrier for organic devices [3]. This evolution has at least partly been boosted by 

the interest from the paper and packaging industry to improve the value of their 

products in the world of internet and the “paperless” office.  

Organic compounds are not only interesting for very low-end and cheap 

applications. By carefully controlling the synthesis of the organic molecule it is 

possible to tailor its functionality. This is very interesting for nano-applications, 

were devices are made of a small numbers of molecules or even a single molecule.  

In this way molecular switches [4] as well as motors [5] have been realized. 

Molecules can also be designed to automatically assemble into well defined larger 

structures, so called self-assembly [6]. This could greatly facilitate the fabrication 

of potentially very complex nano systems, consisting of single-molecule devices.  

This thesis reports how charge transport can be altered in organic devices. 

This is done from both a dynamic perspective, as in resistance switch devices, 

and from a static perspective, as in the modification of electrode properties to 

improve charge injection. The first six chapters give a brief review of the field of 

solid-state organic electronics. In chapter 2, the fundamental physics of organic 

materials is discussed and in chapter 3 the charge transport processes are 

treated. Chapter 4 gives an introduction to some of the important resistance 

switch phenomenon in organic materials while chapter 5 and 6 discuss how 
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organic materials can be used in devices and how these can be combined into 

larger system.  

Paper 1 and 3 treat Rose Bengal switch devices in detail – how to improve 

these devices for use in cross-point arrays (paper 1) and the origin of the switch 

effect (paper 3). Paper 2 investigates how the work function of a conducting 

polymer can be modified to allow for better electron injection into an organic light 

emitting diode. In paper 4, I discuss how charge transport is affected by the 

presence of traps. In paper 5, properties relevant for charge transport for 

photochromic molecules is investigated using quantum chemical methods. The 

aim of the work in papers 4 and 5 is to understand the behavior of switchable 

charge trap devices based on blends of photochromic molecules and organic 

semiconductors. 
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Chapter 2  

Properties of conjugated materials 

All materials are made up of atoms, with a positively charged nucleus 

surrounded by electrons carrying a negative charge. The properties of the 

material originate in how these atoms are connected and how the nucleus and 

the electrons interact with surrounding atoms. The electron distribution in the 

atom determines how bonds are formed with other atoms, resulting in molecules 

or solids with different properties than the isolated atom. The electronic 

distribution also determines to a large extent the optical and electrical properties 

of the material.   

The electrons in an atom are described by quantum mechanical wave 

functions, Ψ(r,t), called atomic orbitals. These wave functions are solutions to 

the Schrödinger equation in the electrical potential of the positive nuclei and the 

surrounding negative electrons [7]. The energy of the electrons is given by the 

eigenvalues of the equation and the orbitals of the eigenfunctions. According to 

quantum mechanics the square of the modulus of the wave function, |Ψ(r,t)|2, of 

an occupied orbital gives the probability of finding the electron at the position r 

at time t. Ψ(r,t)2 falls of rapidly for position r further away from the nucleus. For 

atoms in their most stable state (i.e. ground state), the wave function is 

stationary (Ψ = Ψ(r)), meaning that the potential felt by the electrons is time 

independent. Since the electron is a charged particle the orbital also describes the 

charge density of the occupied orbital. The spatial atomic orbitals are uniquely 

identified by a set of quantum numbers – the principal quantum number, n, and 

two numbers related to the orbital angular momentum, l and m. For historical 

reasons the values of l is commonly denoted s, p, d, f etc. In figure 2.1 the first 

few atomic orbitals are shown. Electrons also possess an intrinsic angular
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momentum called spin. Because the spin quantum number for electrons is half-

integer they follow the Pauli principle. In other words only two electrons can 

occupy the same orbital, and those two electrons must have different spin states 

(up and down). 

 

 

 
Figure 2.1: The first few s- and p-orbitals. Bright and dark marks the regions of positive 

and negative wave functions respectively. 

 

 

When two atoms come close, they might form bonds and merge into a 

molecule, due to interaction of the outer electronic orbitals. Depending on the 

sign and shape of the atomic orbitals the character of the bond will be different. 

The valence electrons in the combined system are attracted simultaneously by 

the two nuclei. Consequently they are described by new wave functions, called 

molecular orbitals, resulting from the constructive or destructive interference of 

the atomic orbitals (see figure 2.2). If the orbitals interfere constructively the 

resulting molecular orbital will be non-zero between the nuclei, resulting in a 

finite probably of finding an electron there. Consequently there will be a negative 

charge density between the positive nuclei, resulting in an attraction between the 

atoms with the electrons acting as glue. These are called bonding molecular 

orbitals, since they promote bonding between the atoms. On the contrary, if the 
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atomic orbitals interfere destructively, there is no probability to find the electrons 

between the two atoms. With no negative charge density present, the positive 

nuclei will repel each other. Therefore these kinds of orbitals are called anti-

bonding orbitals, and have a higher energy than the bonding orbitals.  

 

 

 
 

Figure 2.2: The formation of bonding and anti-bonding wave functions of two atoms 

with 1s outer orbitals.  
 

 

In an energy diagram, the formation of bonding- and anti-bonding orbitals 

appears as a splitting of the atomic single energy level into two molecular energy 

levels. The anti-bonding molecular orbital is destabilized (pushed upwards), 

while the bonding molecular orbital is stabilized (pushed down). The energy 

separation between those two orbitals indicates the strength of the interaction 

between the atomic orbitals. As an example, let’s consider the formation of bonds 

between hydrogen atoms. One hydrogen atom has one electron. If two atoms are 

close to each other, they form the dihydrogen molecule, H2, characterized by split 

HOMO and LUMO levels. Now, if two dihydrogen molecules are put close to each 

other on a line to form a “dimer”, the HOMO and LUMO split into two levels and 

four molecular orbitals are created. When two dimers are in close contact the 
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dimerized energy levels now split again and eight molecular orbitals are formed. 

This process can be extrapolated to an infinite chain of dihydrogen molecules for 

which the energy difference between orbitals becomes vanishingly small. In this 

case one can speak about a band instead of discrete energy levels to describe this 

one-dimensional solid. The case of two- or three-dimensional solids can be treated 

analogously. The width of the band, W, is determined by how strong the coupling 

between the atomic orbitals is. The stronger the coupling the more the energy 

levels will be split and hence the wider the band. The band formed from occupied 

orbitals is called valence band, the band created from unoccupied orbitals is 

called the conduction band. Such electronic band diagram is typical of 

semiconductors and insulators. Splitting of energy levels and formation of bands 

are shown for a series of carbon based compounds in figure 2.3 

 

 

 
 

Figure 2.3: As two atoms bonds together, into a dimer, the molecular levels are split 

into bonding and anti-bonding levels. As several dimers are bound together the splitting of 

the HOMO and LUMO levels continues. In the limit of very large number of dimmers bands 

are formed.  

 

 

In the ground state of a molecule, the electrons occupy the set of allowed 

molecular orbitals that give the lowest energy for the molecule. The orbital that 

is occupied with the highest energy is called the Highest Occupied Molecular 

Orbital (HOMO) and the next higher orbital is called the Lowest Unoccupied 

Molecular Orbital (LUMO). The chemistry and physics of molecules are to a large 

extent determined by the HOMO and LUMO levels. For solids, the top of the 
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valence band and the bottom of the conduction band determine to a large extent 

the optical properties and charge transport features of semiconductors.  

 

 

2.1 Bonds 

The type of bond described above is called covalent bonds. Two other types of 

bonds are ionic- and van der Waals bonds. In a covalent bond, if the 

electronegativity of the atoms differs, the electronic charge distribution will tend 

towards the more electronegative atom. This will cause a charging of the atoms 

with opposite polarity, resulting in additional columbic attraction and a dipole 

along the bond axis. If the electronegative difference between two atoms is large, 

an electron is completely transferred to the more electronegative atom. In this 

case the major contribution to the bond strength is electrostatic and the bond is 

called an ionic bond. If the charge transfer is incomplete the bond becomes a 

combination of both covalent and ionic, a so-called polar covalent bond.  

Intermolecular interactions are of various origins: interactions between 

(induced) dipoles and (induced) dipoles, or interactions between (induced) dipoles 

and charges. Those interactions are grouped under the name Van der Waals 

bonds and are very weak and easily broken. For some molecules, other bonding 

mechanisms become important, such as hydrogen bonds in alcohols. Hydrogen 

bonds are stronger than Van der Waals interactions. In molecular solids atoms 

within molecules are bound together by rather strong covalent or ionic bonds. 

Molecules on the contrary are bound to the surrounding molecules by weak Van 

der Waals bonds.  

 

 

2.2 Hybridization 

In the case of organic materials the backbone of the molecule consists of 

carbon atoms, bond together by covalent bonds. An isolated carbon atom has six 

electrons and its ground state configuration is 1s22s22p2. Depending on the 

potential created by the surrounding atoms, the wave function of the valence 



2 Properties of conjugated materials 

 12 

electrons is distorted and can be described with hybridized orbitals. In the 

methane molecule, CH4, four hydrogen atoms are surrounding the carbon atom. 

In that case, the four electrons in the outer shells form four covalent σ-bonds with 

neighboring hydrogen atoms. Those four electrons are described by four 

equivalent hybrid orbitals, so-called sp3 hybrid orbitals that can be found as a 

linear combination of one 2s-orbital and three 2p-orbitals. The sp3-orbitals form a 

tetrahedral structure with an angle of approximately 109º between the orbitals. 

In ethylene, H2C=CH2, three out of four electrons in the outer shells of one 

carbon atom adopt a wave function called sp2-hybrid orbital originating from a 

combination of one s-orbital with only two p-orbitals. The remaining electron is 

described by one unperturbed p-orbital. This configuration is called sp2-

hybridization with the sp2 orbitals in the same plane with 120º between the 

orbitals, while the p-orbital is perpendicular to the rest of the orbitals. In 

ethylene, two of the sp2-hybridized orbitals interact with the 1s orbital of 

hydrogen to form two σ(C-H)-bonds. The two remaining sp2-hybridized orbitals 

form a σ(C-C)-bond, while the unmodified p-orbitals form a π(C=C)-bond. This 

extra bond between the two carbon atoms appears as a double bond (C=C) in the 

chemical notation. The sp3- and sp2 hybridization is shown in figure 2.4 

 

 

 
 

Figure 2.4: sp3- (left) and sp2- (right) hybridized orbitals. 
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2.3 Conjugation and Peierl’s instability  

A conjugated molecule has a skeleton formed by three or more adjacent 

atoms carrying a p-orbital. Those p-orbitals interact and form π-bonds pointing 

perpendicularly to the plane of the σ-bonds. Conjugated molecules are 

characterized by an alternation between double and single bonds along their 

skeleton. The p-orbitals of many atoms interact and form delocalized molecular 

orbitals that stabilize the molecule. As an example, butadiene (H2C=CH-

CH=CH2) is one of the smallest conjugated molecules and displays an alternation 

between double and single bonds in the carbon-based skeleton. 

Very long chains of conjugated molecules are called conjugated polymers, for 

instance trans-polyacetylene (figure 5.1). Even for such long chains, it turns out 

that the lowest energy of the system is not when the π-orbitals interacts equally 

with the carbon atoms on both sides. Instead a slightly shorter distance (1.34 Å) 

to one of the neighbors at the expense of a slightly longer distance (1.47 Å) to the 

other neighbor is favored energetically. This dimerization is called the Peierl’s 

distortion, and it is the origin of the semiconducting properties of trans-

polyacetylene, characterized by an energy gap between the valence and the 

conduction band. If the bonds would be equally long throughout the polymer 

chain, the energy gap between conduction and valence bands would disappear, 

resulting in a one-dimensional metal. A few examples of conjugated molecules are 

shown in figure 5.1.  

 

 

2.4 Optical properties  

When a molecule absorbs a photon of sufficient energy, the photon energy is 

given to the electrons and the electron density rearranges in space. Since the 

nucleus is much heavier than the electrons, the electronic excitation process (~10-

15-10-16s) is much faster than the geometrical relaxation time of the molecule (~10-

14-10-13s). Hence, the electronic excitation takes place without a change in the 

molecular structure, a so-called vertical transition (see figure 2.5). Due to this 

vertical transition, the photon energy is transferred to the electrons and to the 
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nuclei. The additional nuclei energy is in the form of vibrational motion, while 

the additional electronic energy is related to the changes in electron density. In a 

single-electron picture, this electronic energy increase can be explained 

approximately as follows: one electron in the HOMO becomes excited to the 

LUMO upon light absorption. For this reason the molecule is excited to a 

vibrational excited state of the electronic excited state, see figure 2.5. The anti-

bonding character of the LUMO results in an overall reduction of bond strength, 

when it is occupied. Consequently the relative position of the nuclei changes after 

the excitation.  

The excited molecule strives to return to its ground state via various 

relaxation processes. In the single-electron picture, this is equivalent to the 

electron in the LUMO comes back to the HOMO. Since the lifetime of the excited 

electronic state is long, the molecule first relaxes down to the vibrational ground 

state of the excited electronic state. Relaxation down to the electronic ground 

state can either be through formation of heat (non-radiative decay, also called 

quenching), or by the emission of a photon, the latter called photoluminescence. 

Note that the emitted photon has a lower energy than the excitation photon, the 

difference called Stokes shift.  

In a single-electron picture, upon excitation of the molecule a hole is left in 

the HOMO when the electron is excited to the LUMO. Since the hole is positive 

and the electron is negative, there will be a columbic attraction between the two 

charges – they form a bound electron-hole pair called an exciton and 

characterized by an exciton binding energy. The exciton is an uncharged particle 

in a molecular solid that can travel. Since it does not carry an effective charge, it 

does not migrate in an electric field, although it might diffuse due to 

concentration gradients. The onset energy for absorption (i.e. the optical gap) 

differs from the HOMO-LUMO gap with the exciton binding energy: 

 

beHOMOLUMO EEEhv −−=     (2.1) 

 

where Ebe is the binding energy of the exciton. Typical value of exciton binding 

energy in organic semiconductors is 0.3 eV [8]. 



2 Properties of conjugated materials 

 15 

 

 
 

Figure 2.5: Absorption and fluorescence processes in organic materials [9]. 

 

 

Excitons are not only formed within a molecule upon optical excitation. In a 

molecular solid, when a hole and an electron come into close vicinity columbic 

attraction might lead to the formation of an exciton, even if they do not originate 

from the same molecule. This can be utilized by injecting electrons and holes 

from opposing contacts to the material and making them form excitons and 

recombine, a process called electroluminescence. According to quantum 

mechanics, the optical transition conserves the spin. Since most conjugated 

materials have a singlet ground state, this implies that the exciton can only 

recombine radiatively if it is a singlet excited state. Such states correspond to an 

electronic configuration with the electron in the HOMO and the electron in the 

LUMO having opposite spin. If those two electrons have the same spin, the 
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exciton is called a triplet. Unfortunately, according to spin statistics only 25% of 

the excitons formed by injected charges are singlets, setting an upper level for 

electroluminescent efficiency. In reality it turns out that triplet excitons can 

recombine radiatively under certain circumstances, but with a lower probability. 

This process is called phosphorescence and is a very slow and low-intensity 

process.  

 

 

2.5 Charge carriers 

Because of the strong electron-structure coupling, the relevant charge 

carriers in organic materials are in general not seen as an electron or hole but 

rather as their charge together with the resulting lattice distortion. This 

distortion can be described as a soliton, a polaron or a bipolaron depending on the 

chemical nature of the conjugated molecules or polymers [10].  

Some molecules have a degenerate ground state, i.e. there exists more than 

one ground state conformation with the same energy. An example of such a 

polymer is trans-polyacetylene, which in the ground state have two equivalent 

ways of arranging the single- and double bond alteration. Polymer chains with 

odd number of carbon atoms contain a π-electron that is located between two 

domains of opposite bond length alternation. The interface between the two 

phases is not clear-cut but will extend over several bonds. This unpaired electron 

together with the extended bond distortion is called a soliton, and has been found 

to be the relevant charge carriers in trans-polyactylene [11]. Since molecules with 

degenerate ground state are rare, solitons are only of interest in a few occasions. 

The energy levels and allowed optical transitions of the soliton are shown in 

figure 2.6. 

Most of the conjugated molecules and polymers have a non-degenerate 

ground state. That is if one changes the bond length alternation, the energy of 

the system changes. In such materials, when an extra electron or hole is present, 

the molecular structure is locally changed such that a local modification in the 

bond length alternation is introduced. The charge (electron or hole) together with 
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this surrounding relaxed structure is called a (negative or positive) polaron. The 

level of lattice distortion, i.e. the binding energy of the polaron, depends on how 

strongly the electron couples to the molecular structures. The lattice relaxation 

can extend over several molecular units, especially in polymers where the 

monomers are strongly coupled along the polymer chain. Therefore polarons are 

delocalized over several monomeric units in polymers. In some polymers, at 

moderate- to high carrier concentrations, two polarons can bind together to from 

a more stable structure called a bipolaron. The energy levels and allowed optical 

transitions for polarons and bipolarons are shown in figure 2.7. 

 

 

 
 
Figure 2.6: The allowed energy levels and optical transitions of a neutral soliton (S0), a 

positively charge soliton (S+) and a negatively charged soliton (S-). 

 

 

 
 

Figure 2.7: The energy levels and allowed optical transitions for a neutral molecule, a 

positively and negatively charged polaron (P+ and P-) and a positively and negatively charged 

bipolaron (BP+ and BP-). 
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2.6 Doping 

The electrical conductivity of organic materials can be varied in a wide 

range by adding (n-doping) or removing (p-doping) electrons, figure 2.8. In 

chemical terms the doping process can be regarded as a redox reaction where the 

removal of an electron is called oxidation and the addition of an electron is called 

reduction. In the case of p-doping (n-doping) the host molecule is oxidized 

(reduced), resulting in a positively (negatively) charged polaron balanced in its 

vicinity by a negatively (positively) charged anion (cation). Doping can be 

achieved via two distinct processes: chemical and electrochemical doping. 

 

 

 
 

Figure 2.8: Conductivity of some organic- and inorganic materials. The conductivity of 

some organic materials can be altered by many orders of magnitude upon doping. 

 

 

In case of chemical doping, the dopant must have energy levels in such a 

way that charge transfer is promoted between the host- and the dopant molecule, 

see figure 2.9. If the HOMO of the dopant molecule is close to the LUMO of the 

host molecule, an electron can easily be transferred, forming a negative polaron 

that can contribute to charge transport. In this case the material becomes n-

doped and the molecule in this case is called a donor. The other alternative is 

that the LUMO of the dopant molecule is close to the HOMO of the host molecule. 

In this case an electron can easily be transferred to the dopant molecule, yielding 

a vacant state (a hole) in the host molecule that transforms into a positive 

polaron. The dopant is called an acceptor molecule and the host molecule can be 

regarded as p-doped.  
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Figure 2.9: A material (host) can become p-doped by species with LUMO close to the 

HOMO of the host. In the same way it can become n-doped by species with HOMO close to 

the host LUMO. 

 

 

Electrochemical doping requires the presence of an electron- and an ion 

reservoir. An electron is transferred between the organic material and the 

electron reservoir due to an applied potential difference. After electron transfer, 

polarons in the molecular material are balanced by an ion of opposite charge from 

the ion reservoir. Electrochemistry offers a convenient way for dynamic 

doping/dedoping in a device [12]. In its simplest form the organic film is exposed 

to an electrolyte (ion reservoir) and an electrical potential is applied between the 

film and a counter electrode (electron reservoir). In the case of the widely used 

PEDOT:PSS this can be expressed with the following reaction: 

 

 
   

When PEDOT is oxidized polarons and subsequently bipolarons are formed, 

creating states in the band gap. This results in lower energy optical transitions 

and consequently absorption in the IR-region. 
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2.7 Calculating molecular properties 

Solving the Schrödinger equation for anything but the simplest molecule is 

a formidable task. Although the Born-Oppenheimer approximation [7] offers a 

way to separate the molecular wave function into an electronic part and a nuclear 

part, the interaction between electrons still offers a great challenge. A 

computational efficient method to solve this problem is based on the Density 

Functional Theory (DFT) proposed by Hohenberg and Kohn [13-16]. This theory 

is attractive since, in principle, the energy of an electronic system is given by a 

functional, E[ρ(r)] of the electronic density ρ(r). All properties of the ground state 

of an n-electron system can be obtained from a simple 3-variable function: the 

electronic density. However, in order to determine the electronic density from the 

variation principle, the electron density needs to be expressed from n 

monoelectronic orbitals ψi(r) [17] :  

 

( ) ( )∑
=

Ψ=
n

i
i

1

2rrρ     (2.2) 

   

Kohn and Sham [18] found a self-consistent method to solve the problem, 

transforming it from the case of a system of interacting electrons into the case of 

non-interacting electrons in an effective potential. Expressed in terms of wave 

functions, calculating the ground state of the molecule is a 3n-dimensional 

problem – 3 spatial dimensions for each n electronic wave function.  

Let us assume a system of non-interacting electrons in an effective potential 

of Veff. Then, the energy functional of this system can be defined as 

 

( )[ ] ( )[ ] ( ) ( )∫+= rrrrr dVTE eff ρρρ    (2.3) 

 

where T gives the kinetic energy of the electrons. The ground state of the system 

is given by the ρ(r) that minimizes (2.3) under the condition that the total 

number of electrons is n (i.e. ( )∫ = ndrrρ ). Using the Lagrange method, the 

minima is found by the functional derivative of the energy, given by:  
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where µ is a Lagrange multiplier that assures that the total number of electrons 

is n. On the other hand, it is straightforward to find the ground state wave 

functions, ψi, of a system with non-interacting electrons through the Schrödinger 

equation [7], in this particular case given by: 

 

( ) ( ) ( )rrr iiieffi V ψεψ =⎟
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1    (2.5) 

 

In other words, this set of ψi gives the ρ(r) that minimizes (2.3) through 

(2.2).  

Assume now that the electrons are interacting and that the position of the 

nuclei are known and given by an external potential Vext. The energy of the 

system can then be defined as:  

 

( )[ ] ( )[ ] ( ) ( ) ( ) ( ) ( )[ ]rrrrrrrrr ρρρρρ xcext EddVTE +Φ++= ∫ ∫2
1   (2.6) 

 

where the second term gives the energy due to the interaction of the electrons 

with the external potential generated by the nuclei and the third term gives the 

classical Coulomb interaction of ρ(r). The last term, Exc, is commonly called the 

exchange-correlation functional and contains the correction to the energy due to 

the non-classical nature of the electrons. The ground state of the system is again 

found by minimizing the energy under the condition that the total number of 

electrons is n, i.e. 
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Comparing (2.7) and (2.4) it is clear that the two problems are identical if 

the effective potential is defined as: 
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rr
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Inserting this effective potential in equation (2.5) the wave functions for the 

problem can be found with the same methods as in the case of non-interacting 

electrons. This offers a great simplification of the problem since it is straight-

forward to solve the problem for non-interacting electrons.  

If the exact exchange-correlation functional were to be used, the method 

above would give the exact wave functions and all the properties of the molecule 

could be determined exactly. Unfortunately, there is no known exact exchange-

correlation functional and this introduces an error to the solution. Major work 

has been devoted to finding the exchange-correlation functional that gives the 

best description and there are today an abundance of suggested energy 

functionals [16]. Different functionals typically works well in different situations 

and which functional to use for a particular problem is the trick of the trade of 

DFT. The functional called B3LYP is the most widely used in the literature and 

according to Sousa et al [16] it has been used in 80 % of the published DFT 

studies between 1990 and 2006. The significant impact of DFT methods on the 

scientific community was the reason why W. Kohn was awarded the Nobel Prize 

in Chemistry in 1998. 
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Chapter 3  

Charge transport in organic materials 

To understand the behavior of electronic devices, an in-depth understanding 

of how electrical charges travel through the material is required, as well as how 

these are affected by external parameters such as the applied voltage. In general, 

electrical current can be carried by both electrons and ions. However, in solid-

state materials the electronic currents dominate over ionic currents, due to the 

higher mobility of electrons as compared to the bulkier ions. In this chapter a 

brief overview of the electronic charge transport processes of organic materials is 

given.  

In crystalline inorganic semiconductors the atoms are perfectly aligned in a 

lattice, allowing for good orbital overlap between neighboring atoms and an 

associated delocalization of the electronic states throughout the material [19, 20]. 

In such materials charges are transported by band-like motion and the mobility 

is very high. Any deviation in the lattice (impurities, dislocations etc) results in a 

perturbation of the delocalized states and as a consequence the mobility 

decreases. In the extreme case of many imperfections (as the case with 

amorphous semiconductors) the electronic states becomes localized over a small 

volume. The limiting factor for charge transport is then hopping between such 

localized states.  

In organic materials, on the contrary, disorder is the rule rather than the 

exception, partly due to the simple and cheap processing methods commonly 

employed and partly due to the more complicated geometry and composition of 

the molecules. Furthermore, adjacent molecules couples to each other via weak 

Van der Waals interactions with little orbital overlap. Consequently the 

probability for transfer of carriers between them is low. Therefore, charge 

carriers are in general transported via hopping between sites with randomly
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varying energy levels and inter-site distances, see figure 3.1. The energetic- and 

spatial disorders are sometimes referred to as diagonal- and off-diagonal 

disorder, respectively. For low electric fields the spatial disorder is believed to be 

the origin of the negative field dependence on the mobility commonly observed 

[21].  
 

 
 

Figure 3.1: Electron hopping within Gaussian distribution (width σ) of transport states. 

Each state is defined by an energy, εi, and the width of the distribution is σ. Depending on the 

energy difference to the next site (i.e. εi - εj) the electron will reside on the site for a time τi. 

 

 

3.1 Disorder in organic materials  

The energetic disorder in organic solids originates from the random 

orientation of the dipole moments of polar molecules or of the quadrupole 

moment of non-polar molecules [22-25], see figure 3.2. It is straightforward to 

determine the distribution in the case of polar molecules. Assume that a fraction 

c of the molecules have a dipole moment and that this dipole moment is randomly 

oriented in such case. The electrostatic energy of site i, εi, due to the surrounding 

dipoles is then given by:  
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where rin is the vector from site i to site n and pn is the dipole moment of site n. 

Given a large set of sites the distribution of εi’s converges towards a Gaussian 

distribution, given by [22]: 
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where the magnitude of the disorder is defined by σ. It can be shown that for a 

simple cubic lattice (i.e. ignoring spatial disorder) with random dipoles σ is given 

by [26]:  
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where p is the dipole moment of the molecule and a is the lattice constant. 

Typically, σ is near 0.1 eV in organic solids.  

The electrostatic potential due to dipoles extends over long-ranges (~1/r). 

Therefore, the electrostatic environment of two neighboring sites is not likely to 

differ completely. To achieve a fully accurate description of the disorder this 

interaction has to be taking into consideration [27, 28]. The correlation function 

for neighboring sites with dipolar energies defined by (3.1) has been derived by 

Gartstein et al [27]:  
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It is hard to find a closed form expression for the correlated Gaussian 

distribution and most studies rely on Monte Carlo simulations. While the energy 

levels within a Gaussian distribution might vary a lot from site to site, the 

correlated disorder distribution rather forces the energy levels to fluctuate over 

larger distances. 
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Figure 3.2: The energetic disorder is due to the random orientation of the molecules 

and consequently also the random orientation of their dipoles or quadrupoles. The energy of 

site εi is the sum of the contribution of the electrostatic interaction with the surrounding 

molecules. 

 

 

The interface between organic materials and electrodes are usually not very 

clear-cut, due to diffusion of metal species and chemical reactions during 

deposition as well as the intrinsic softness and roughness of the organic surface. 

Therefore the disorder near the interface is most likely considerably different 

from that in the bulk. Intuitively one might argue that disorder should increase 

toward the interface. However, Novikov et al [24] showed by theoretical 

calculations that disorder at the interface is suppressed since the metallic 

electrode is an equipotential surface. The disorder parameter, σ0, as a function of 

distance from the interface, z, is given by:  
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where a is the lattice constant and σb is the disorder in the bulk given by: 
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where p is the dipole moment of a molecule in the organic media and c is the 

fraction of sites occupied by dipoles. It has also been shown that roughness at the 

interface could not contribute to a significant increase in disorder (σr ~10 meV) 

[29]. 

 

 

3.2 Models for charge transport in organic materials 

From a microscopic point of view charge transport involves the transfer of 

charge from one molecule (A) to another (B). This can be regarded as a redox 

reaction with the reduction (oxidation) of the starting molecule and the oxidation 

(reduction) of the final molecule in the case of a positive (negative) polaron, see 

figure 3.3. Repeating the charge transfer process many times can simulate the 

motion of a charge carrier and disorder can be introduced by randomizing the 

exact position and rotation of the molecules.  

 

 
 

 Figure 3.3: Charge transport involves 

the transfer of charges between two 

adjacent molecules, A and B. A+B and AB+ 

denote the combined system of the two 

molecules where only molecule A or only 

molecule B is charged. ΔG0 is the Gibbs 

free energy of the reaction, ΔG‡ is the 

barrier for the reaction and λ is the 

reorganization energy. 
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The jump rate of the charge carriers from molecule A to molecule B, or 

equivalently the reaction rate is given by Marcus theory [30, 31]: 
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where Vif is the electronic coupling matrix element for transition between state i 

and j and ΔG0 is the change in Gibbs free energy due to the charge transfer. λ is 

the reorganization energy and is related to the polaron binding energy. While 

this can give insight into the microscopic transfer process it becomes a 

cumbersome technique for investigation of practical system, constituting a large 

set of molecules.  

The pioneering work of Bässler [21] forms the ground work for the last 

decades rapid progress in the understanding of charge transport in organic 

electronic devices. His model disregards the exact chemical nature of the 

molecules. Instead, the transport sites are described by a Gaussian distribution 

of energy levels and inter-site distances. The model neglects the effect of 

polarons, assuming that σ of the site distribution is larger than the polaron 

binding energy. Consequently the somewhat simpler Miller-Abrahams jump rate, 

vMA, is used: 
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where the carrier hops from site i to j. Rij is the distance between site i and j, γ is 

connected to the spatial overlap of the states i and j, and εi and εj is the energy of 

site i and j. In other words hopping downwards in energy has unit probability, 

while the probability for hopping upward in energy decreases exponentially with 
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energy. Novikov al [28] found that the mobility of the charge carriers in a system 

described by the Bässler model and a correlated Gaussian disorder (e.q. 3.2) is 

given by:  
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where σ and Г is the width of the energetic and spatial Gaussian distribution 

respectively and C0 is a constant determined from simulations. In [28] C0 and Г is 

set to 0.78 and 2 respectively. Even though this so-called correlated disorder 

model (CDM) originally was developed for transport of charge carriers in 

molecularly doped polymers, relation (3.9) describes the mobility of charge 

transport in conjugated polymers remarkably well over a wide range of electric 

field.  

A limitation of the correlated Gaussian disorder model is that it does not 

include any dependence on the carrier concentration, p. However, the carrier 

concentration has to be taken into consideration in order to explain the much 

higher mobility measured in transistors as compared to the mobility measured in 

diodes for the same material. In transistors the carrier concentration can exceed 

0.1 carriers per site, while in diodes the carrier concentration is typically much 

smaller, in the range of 10-6-10-3 carriers per site. The carrier concentration 

dependence on the mobility can be understood by considering the occupied 

density of states (ODOS) as the carrier concentration is increased, see figure 3.4.  

It can be assumed that the majority of the carriers that contributes to the 

transport reside in states near the maximum of the ODOS (εmax, illustrated as 

circles in figure 3.4). At higher energy there are more empty states available to 

jump to. On the other hand, it is clear from equation (3.8) that the probability for 

hopping decreases as the energy difference between initial and final states, Δε, is 

increased. Taking both these arguments into consideration it is possible to find 

an optimal transport energy, εt, to which the transition rate from εmax is 

maximized [32]. Furthermore, it turns out that εt is effectively independent on 

the carrier concentration. In other words, with these assumptions the carrier 
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transport is limited by jumps from εmax to εt. At low p the carriers occupy states 

deep down within the tail of the DOS and εmax is constant with respect to p. 

Consequently, Δε is approximately constant, resulting in a mobility that is 

independent on the carrier concentration. As p is increased above a certain limit 

(corresponding to EF > -0.5 eV in figure 3.4) εmax starts to shifts towards higher 

energy, resulting in a reduction of Δε and an associated increased mobility.  

 

 

 

 

Figure 3.4: The shape of a Gaussian density of states (DOS) with σ = 100 meV and the 

occupied density of states (ODOS) for several values of the Fermi level (EF). The circles 

mark the maximum of the ODOS.  

 

 

Recently, several investigators have presented models describing the charge 

carrier mobility in organics solids incorporating the dependence of carrier 

concentration [33, 34]. Pasveer et al [34] has presented a model of the mobility 

that is both field- and charge carrier concentration dependent. According to this 

model, that has also been experimentally verified with great success, the carrier 

concentration dependence is dominating at room temperature when the field is 

not very high. At low temperature or at high field the electric field dependence 

becomes important.  
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The Pasveer mobility is given by:  
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and 
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The exponent δ in (3.10b) is given by 
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Note that the carrier concentration becomes more important as the disorder in 

the material is increased.  

 
  

3.3 Charge transport related to devices 

Two terminal devices, such as light emitting diodes and photovoltaic 

devices, are in general built up in a vertical geometry with the active material 

sandwiched between two conducting electrodes, see figure 5.2 in chapter 5. 

Depending on the rate limiting process, the current through the active material 

can be classified as either charge injection limited or space charge limited. In the 

case of injection-limited current (ILC), the charge transport through the device is 
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limited by the injection of charge carriers from the metal electrode into the bulk 

of the organic material. Once charges are injected they can easily move through 

the bulk of the device. In the case of space charge limited current (SCLC), the 

rate of injection of charges is higher than the rate at which the charge carriers 

are transported away from the interface region, resulting in a build up of space 

charge. This will cause an opposed field that suppresses further injection of 

charges and hence the current is limited by at what rate carriers can be 

transported through the bulk of the material.  

Upon investigating the charge transport properties of devices one must first 

determine whether the current is limited by injection processes or by bulk 

transport [35, 36]. One straightforward way to do this is to study how the current 

level, at a specific voltage to thickness ratio, changes upon varying the thickness 

of the organic layer of the devices. In the case of ILC there is no such thickness 

dependence of the current. Although it might be tempting to interpret the often 

exponentially growing current for small voltages in diodes as ILC, it is 

imperative to stress that this is not always the case. Since the mobility in organic 

materials tend to be dependent on the electric field, exponentially growing 

current can very well also be observed in devices with purely SCLC transport 

processes [37, 38].  
The two electrodes of an organic device are often made of two different 

materials with different work functions, resulting in a built-in potential across 

the device. In order to make a correct assessment of the charge transport 

properties this built in potential must be compensated for. If this is not done 

wrong conclusions about the transport behavior can be drawn [37]. To a first 

approximation the built-in potential could be described as the difference in work 

function between the electrodes. However, it is sometimes difficult to tell the 

exact values of the work function since the interface between the organic 

material and the electrodes are usually not well defined. Chemical reactions 

between the metal electrode and organic material might cause a change in work 

function. In addition, dipoles at the interfaces increase or reduce the actual 

difference of the work function depending on their orientation. Therefore it is 
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important to directly measure the built-in potential before assessing the charge 

transport properties of a device.  

An simple way to determine the built-in potential is by photovoltaic 

measurements [39-41]. When the sample is illuminated with photons of an 

energy greater than the optical band gap of the material charge carriers will be 

excited across the band gap. In the absence of an applied voltage these charge 

carriers will migrate in the field entirely caused by the built-in potential, 

resulting in a photocurrent. The built-in potential can be estimated simply by 

measuring at what voltage the photocurrent vanishes as the externally applied 

voltage is varied. To get an accurate result, diffusion of thermally excited charge 

carriers need to be accounted for. In other words the correct built-in potential is 

found when the net photocurrent, i.e. the current under illumination minus the 

dark current, is zero.  

 

 

3.3.1 Injection limited current 

Traditionally charge injection from a metallic contact into an ordered 

material has been treated with either the Fowler-Nordheim (FN) or the 

Richardson-Schottky (RS) formalism [20]. FN describes tunneling injection of the 

charges through a triangular potential barrier, caused by the tilt of the energy 

band, and is given by: 
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The abundance of charge carriers in the metal will rearrange to screen any 

electric field, so that the electric potential inside the metal is always constant. A 

charge in the organic material will therefore experience an electric field due to 

the rearranged charges in the electrode. This is the so-called image charge that 

will cause a strong energy band bending at the interface. If the injected charge 

carrier does not escape the image charge potential it will be extracted back to the 
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metal, thus not contributing to the injection current. Richardson-Schottky 

thermionic emission treats charge carriers thermally excited above the barrier for 

injection including image charge:   
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The fundamental problem with both FN and RS when dealing with organic 

materials is that they were developed for charge injection into ordered materials 

with delocalized states and hence true band transport. As have been shown above 

this is in general not the case in organic materials, where disorder prevails. Even 

though the FN and RS models could be used in some cases to verify experimental 

data, they do not explain any of the physics behind the processes.  

Several models for charge injection into disordered materials have been 

developed [42-44]. Pioneering this evolution was the work by Arkhipov et al [42, 

45, 46]. Their model assumes that the first jump from the metal electrode into 

the organic solid is the “hardest” and hence the rate limiting process. Therefore 

only the first jump is taken into consideration. Assume that all charge carriers 

start at the Fermi level of the metal and that this level is the reference level and 

set to zero. Assuming that the Miller-Abrams formalism is appropriate, then the 

jump rate for such carriers injected into a state a distance x from the electrode 

and at an energy of E is given by:  

 

( ) ( )ExvvMA Bol2exp0 γ−=      (3.13) 

 

To determine the total jump rate of charge carriers into the organic material 

(3.13) is integrated over the distance of the organic layer and over all available 

energy levels. The spatial integration is from the first jump site, at a distance a 

from the electrode, towards infinity. In reality the upper limit is the distance to 

the next electrode. However since the probability for jumps decreases 

exponentially with distance it can be approximated to infinity with very little 
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error. Allowed energy levels are given by the Gaussian distribution, g(E), 

centered around the mean energy, U(x), given by:  

 

eExxU −Δ=)(0      (3.14) 

 

where Δ is the difference between the LUMO (HOMO) and the metal work 

function for injection of electrodes (holes), and eEx is energy contribution of the 

applied electric field.  

With this, the injection current is given by: 
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In order to take image charges into consideration the spatial part of 

equation (3.15) need to be modified. The probability for a charge carrier, injected 

to a site at a distance x from the interface, to escape from its image charge is 

denoted wesc(x). Only those charges that do escape from their image charge will 

contribute to the current, since the others are extracted back to the electrode 

again. It turns out that wesc can be described by the Onsager equation for the 

yield of photo generation in one dimension [47, 48], given by:  
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Furthermore, the mean site energy needs to be modified to include the 

image charge potential according to:  
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Together this gives the total injection current including image charge 

effects: 
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In figure 3.5 the injection current according to (3.18) is plotted for several 

values of the injection barrier, Δ, and disorder width, σ. It turns out that while 

disorder limits bulk transport, it can improve charge injection. This is 

qualitatively illustrated in figure 3.6 where the transport levels (band edge) in a 

perfectly ordered material are compared to the levels in a disordered material. 

The disorder introduces allowed states lower in energy that in the ordered case, 

hence reducing the barrier for injection.  
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Figure 3.5: Injection current according to the Arkhipov model, given by equation (3.18). 

The current is parametric in barrier height, Δ, and disorder width, σ, to the left and right 

respectively  
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Figure 3.6: Qualitative illustration of the improved electron injection for a disordered 

system.   

 

 

In order to improve charge injection, reduction of the barrier height Δ is 

desired. One way to do this is to modify the work function of the electrode, for 

example by introducing a dipole layer on top of the electrode [49-52]. In paper 2 of 

this thesis, adsorption of the strong donor tetrakis-(dimethylamino)ethylene 

(TDAE) onto a PEDOT:PSS surface is reported. Electrons are transferred from 

TDAE to PEDOT chains, reducing the surface PEDOT layer and positively 

charging the TDAE molecule. In this way a dipole is formed at the surface, 

resulting in lowering of the PEDOT work function from 4.8eV to 3.9eV. 

 

 

3.3.2 Space charge limited current 

If the charge injection rate is higher than the rate of transport through the 

material the current is space charge limited (SCLC). In the case of a constant 

mobility the SCLC current is given by Childs law [9]:  
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However, as have been discussed above, the mobility in organic disordered 

systems are not constant but dependent on both the electric field and the charge 

carrier concentration in the device. Unfortunately, it is non-trivial to find an 

analytical expression for the current density versus voltage in the case of an 

electric field- and carrier concentration dependent mobility, since the field and 

the charge concentration is not homogenous throughout the material. However, 

the current density can be found numerically by solving a system of differential 

equations.  

Assume the current is carried by only one type of charge carriers (i.e. holes 

or electrons only) and that the device consists of only one layer sandwiched in 

between two metal electrodes. If diffusion is neglected the current density, J, is 

given by:  

 

( ) ( ) ( )( ) ( )xExxEµxqJ ρρ ,=     (3.20) 

 

where q is the charge of the carrier, i.e. –e or e for electrons and holes 

respectively. ρ(x) is the charge carrier concentration, µ is the electric field- and 

carrier concentration dependent mobility given by (3.9) or (3.10) and E(x) is the 

electric field. In steady-state the current density must be constant with respect to 

the position in the device. Using (3.20) this gives:  
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The charge carrier concentration, ρ(x), is given by Poisson’s equation: 
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where Ψ(x) is the electrical potential given by E = – dΨ(x)/dx. The problem of 

calculating the current-density in the device can then be summarized as a system 

of non-linear ordinary differential equations given by:  
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With three unknown variables (ρ, E and Ψ), three boundary conditions are 

required in order to solve the system of differential equations. Two boundary 

conditions are the electric potential at the two contacts. For simplicity it can be 

assumed that the voltage is applied to the injecting contact (i.e. x=0) while the 

extracting contact (i.e. x=t) is grounded, i.e. Ψ(0) = VAppl and Ψ(t) = 0. The carrier 

concentration at the injecting contact can be used as the last boundary condition, 

i.e. ρ(0) = ρ0. This can be regarded as a measure of how easily charge carriers are 

injected into the organic material. If ρ0 is low the current density will be limited 

by charge-injection from the contacts. Since this discussion regards SCLC, ρ0 

then must be set to a value that is high enough to not affect the solution of the 

system of differential equations. A value of ρ0 = 1025 m-3 satisfies this 

requirement and can therefore be used.  

In figure 3.7 the resulting current density is shown for the case of correlated 

Gaussian disorder mobility (equation 3.9), the Pasveer mobility (equation 3.10) as 

wells as the case of a constant mobility. The field- and/or carrier concentration 

dependence result in a significantly higher current at high fields as compared to 

the case of a constant mobility. Also shown in figure 3.7 is the charge carrier- and 

electric field distribution in the material. As expected, there is a high 

concentration of charges near the injecting contact, resulting in a vanishing 

electric field. By curve-fitting experimental data for a range of temperatures to 

the calculated J-V behavior material parameters such as width of disorder and 

average intersite distance can be assessed [53] . 
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Figure 3.7: To the left the space charge limited current with constant mobility, CDM 

mobility and Pasveer mobility is shown. In the middle and to the right the charge carrier 

concentration and electric field across the device is shown at an applied voltage of 10V. In all 

cases the temperature is 295 K, the device thickness is 300 nm, σ = 100 meV and the 

average intersite distance a = 1 nm. 
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Chapter 4  

Resistance switching in organic materials 

As described in chapter 3 several parameters, such as charge carrier 

concentration or mobility, affect charge transport in organic materials. By 

controlling any of those parameters, the conductivity can be modulated, 

something that potentially can be very useful for electronic devices. Modulation 

of charge transport can be achieved by stressing the material with some external 

stimuli, such as light, heat, pressure or electric field. This is for example used in 

transistors where the charge carrier concentration is modulated as a function of 

an electric field, resulting in a dramatic change of conductivity. However, when 

the electric field is removed the carrier concentration returns to the original level 

again. In some materials the charge transport properties can be switched stably 

between two states upon exposure to external stimuli, i.e. the material remains 

in the state even after the external stimuli is lifted. These bistable switch 

materials can be used in electronic devices such as in sensors and memories.  

In a sense the electrical conductivity of any material can be switched in an 

irreversible fashion as the intensity of the applied stimuli exceeds a certain 

threshold value. For example, if the current becomes too large through the 

material it can undergo a rapid and destructive reaction due to the dissipated 

heat. The effect is a catastrophic breakdown causing an irreversible and dramatic 

change of the charge transport properties. Organic devices based on such 

breakdown mechanism have been suggested and explored for so-called write once 

read many (WORM) devices [54].  

Followed is a brief review of some of the reversible switch mechanisms that 

have been suggested for devices based on organic materials.  A excellent review 

can be found in ref [55]. 
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4.1 Switching of molecular configuration and conformational 

changes 

Some molecules have more than one stable configuration, with different 

orbital spatial distribution and associated energy levels [4, 56]. The π-orbital 

overlap within the molecule or between adjacent molecules could be significantly 

different in the different states, resulting in a difference in mobility. Such a 

system can be described by the illustration in figure 4.1, where the states A and 

B are separated by an energy barrier, ΔE, and at energy levels EA and EB, 

respectively. Upon exposing the molecule to some external stimuli the molecule 

can be excited above ΔE and change its state. In theory the system will return to 

the lowest energy state given enough time. However, if ΔE is sufficient this will 

take a very long time and both states appears to be stable.   

 

  

 
 

Figure 4.1: Illustration of the energy levels of the two (quasi) stable states. If the 

external stimuli supply sufficient energy (>ΔE), the system can change state.  

 

 

If the HOMO or LUMO levels are different in the two states this will have 

an impact on the transport properties of the material. At the interface, switching 

of the energy levels will alter the barrier for injection of holes or electrons (top 

left in figure 4.2). If a bistable molecule is blended into a host material, a change 



4 Resistance switching in organic materials 

 43 

in energy levels can result in the appearance of states within the HOMO – 

LUMO gap of the host material. At the interface, these states might act as 

intermediate states, providing injection paths via several smaller hops rather 

than one big hop. Since the former is more favorable than the latter this can 

greatly improve charge injection. In the bulk, the gap states can instead act as 

traps resulting in reduced mobility (top right in figure 4.2). Hence, charge 

injection and bulk transport are two competing processes. An example of a 

photochromic molecule with switchable HOMO and LUMO levels is shown in the 

bottom of figure 4.2. The concept of switchable charge traps and injection barrier 

have been demonstrated by Andersson et al [57] and Tsujioka et al [58] 

respectively.  

As the molecule change conformation it is possible that its dipole moment is 

also changed. This will change the width of the distribution of the transport 

states, σ, as is evident from chapter 3. An increased σ results in better charge 

injection, but also worse bulk charge transport, analogous to the case of 

switchable gap states. Note that in this case the transport site distribution is still 

centered on the same energy level. Moreover, the average energy barrier for 

hopping to adjacent sites is still considerably lower than that envisaged for 

switchable gap states. Another effect of dipoles at the interface was described in 

chapter 3: if the dipole moments of the molecules can be switched the barrier for 

injection, i.e. the energy difference between metal work function and HOMO or 

LUMO levels, will also change.  

If only a part of the molecules change dipole moment a third effect can be 

envisaged: switchable dipole traps. This can for example be achieved by blending 

guest molecules with switchable dipole moment into a host matrix. As the dipole 

moment of the guest molecules is changed the electrostatic landscape in the 

vicinity of those molecules is changed. Depending on the position of the 

neighboring states with respect to molecular dipole orientation some states will 

acquire a higher energy and others a lower energy. The states with lower energy 

will then act as traps for charge carriers. In this way, a molecule with a 

switchable dipole moment can induce traps even though its HOMO/LUMO levels 
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are the same as the host material. Nešpůrek et al [59, 60] have studied the effect 

of such switchable dipole moments. 

 

 

 
 

Figure 4.2: The injection barrier can be switched if the HOMO and LUMO level can be 

switched (top left). If a molecule with switchable HOMO and/or LUMO is blended into a host 

material, switchable charge traps can also be achieved (top right). In the bottom of the figure 

is an example of a photochromic molecule with switchable HOMO/LUMO levels shown.  

 

 

The change in orbital configuration might lead to a geometrical 

conformational change of the molecule, such as rotations around a bond. This 

might lead to an alignment of the π-orbital overlap between different parts of the 

molecules, resulting in a more conjugated system. As a consequence the mobility 

along the molecule is increased. This has been suggested to be the case for Rose 

Bengal, where the neutral molecule is twisted while the charged molecule is 
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planar (see figure 4.3) [61]. In the twisted conformation the overlap between 

orbitals is poor between the perpendicular segments. However, as the molecule 

becomes planar the orbitals line up in the same plane and hence the overlap is 

significantly improved.  A conformational change might also lead to a change of 

the packing efficiency of the molecules and hence a change in the π-orbital 

overlap between adjacent molecules. 

It might be hard to get a clear-cut case were only one of the above 

mentioned effects take place. Several of these effects are interlinked and will 

most likely coexist. 

 

 

 
Figure 4.3: When the Rose Bengal molecule is charged it changes conformation and 

becomes planar, thus improving conjugation along the molecule. 

 

 

4.2 Charge transfer salts 

Charge transfer complexes are materials consisting of a donor-acceptor pair, 

either internally within a molecule or by the combination of two species with low 

ionization potential and high electron affinity, respectively. These materials have 

been studied extensively for several decades due to their interesting electrical 

properties [62-64]. In charge transfer materials the molecules are charged due to 
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transfer of electrons from the donor- to the acceptor species. Strong effects can be 

found in charge transfer materials were the molecules are well ordered and act 

collectively. In such systems the donors (D) and acceptors (A) either stacks in 

separate stacks or alternates within the same stack [9, 65], see figure 4.4.  

The energy cost of transferring an electron from a donor to an acceptor is 

equal to the cost to ionize the donor, i.e. the donor ionization energy ID, minus the 

energy gained by ionizing the acceptor, i.e. the electron affinity AA. On the other 

hand, the system gains in electrostatic energy to become ionized due to the 

attractive interaction between the oppositely charged ions, expressed by the 

Madelung energy, EM. The Madelung energy is the energy gained due to 

interionic Coulombic interaction by the system when the donors and acceptors 

are ionized.    

 

 

 
 

Figure 4.4: Separate stacks of donor and acceptor molecules (right) or alternation of 

donor and acceptor within the same stack (left).  

 

 

Hence the net energy difference per molecular site of the system, EBF upon 

ionization is given by [65]: 

 

( ) MAD
F
B EAIE −−=     (4.1) 
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If EBF > 0 the energy gained by the ionization is less than the cost and the 

state is unstable. In this case partial charge transfer is favored as long as the net 

energy per molecule, EB(ρ) is lowered [64]:    

  

( ) ( ) ( )ρρρ MggB EAIE −−=     (4.2) 

 

where ρ (0 ≤ ρ ≤ 1) is the degree of charge transfer. Partial charge transfer should 

in this case mean that the molecules are only partially ionized. Stacks with 

complete or no charge transfer (ρ = 0 or ρ = 1) has filled energy bands and hence 

acts as insulators or semiconductors, depending on the width of the band gap. For 

partial charge transfer however the outer band is only partly filled, resulting in 

metallic conduction. Note that to get truly metallic conduction the inter-

molecular distance must be constant throughout the stack. A periodicity in 

distance leads to semiconducting behavior due to Peierl’s distortion [9]. The 

structure with separate stacks of donors and acceptors results in anisotropic 

conductivity with high conductivity along the stacking direction and much lower 

conductivity in the direction perpendicular to the stacking direction (one-

dimensional metals).  

In some materials the site energy is similar for the neutral and ionized 

states and in that case both states are stable. This opens up the possibility to 

switch between the neutral insulator state and the ionized highly conducting 

state upon exposure to some external stimuli. Such switching have been 

suggested to be the origin of resistance switching using pressure stimuli [64], 

electrical stimuli [63, 66] and optical stimuli [67]. Schematic transition scheme 

upon stimuli is given by:  

 

[D+A-]n ↔ [D0A0]x + [D+A-]n-x    (4.3) 

 

In other words some molecules are neutralized resulting in an overall 

partial charge transfer, which leads to unfilled bands and high conductivity. 

Typical charge transfer salts are the acceptor tetracyanoquinodimethane (TCNQ) 

complexed with Cu or Ag (Cu-TCNQ and Ag-TCNQ) or with organic donor 
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molecules such as tetrathiafulvalinium (TTF-TCNQ). Cu-TCNQ have be 

extensively studied as potential candidate for memory applications [68]. 

 

 

4.3 Metal cluster switching 

Conductance switching has been observed in systems with metal clusters 

blended into an insulating or semiconducting matrix. This effect was first 

observed several decades ago in inorganic materials and was explained by 

Simmons et al [69]. In organic materials the effect was first reported by Ma et al 

[70-73], and later by Bozano et al [74] who studied metal cluster switching in a 

wide range of systems combining nano particles with both spin cast polymers and 

also with evaporated small molecules. The group of Österbacka have reported 

similar switching behavior in an all-organic device based on C60 in a polystyrene 

matrix [75, 76]. 

According to Simmons the metal clusters (or C60) act as transport states in 

the band gap of the insulating matrix. In the ON state charges are transported 

by hopping through these states. If the applied voltage is removed quickly charge 

is trapped at the metal clusters. This results in a space charge stored in the bulk 

of the material, with a resulting field that prevents further injection. Hence, in 

this OFF state the conductivity is much lower than in the ON state. In the 

Simmons model the energy band is bent at the interface due to Fermi-level 

alignment. This bending confines the trapped charge in the bulk and prevents it 

from being released and return to the electrodes. By applying a sufficiently high 

voltage the trapped charge can become released again and the material is 

returned to the ON state. This type of switching is illustrated in figure 4.5. 
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Figure 4.5: Illustration of the metal cluster switching effect. In the ON state the metal 

nano particles are empty and acts as transport sites. In the OFF state they are filled with 

trapped charge, preventing injection from the electrodes. 

 

 

4.4 Extrinsic switching in organic devices 

Most of the suggested organic switch devices have inorganic contacts. 

Typically, those contacts are either of metals that easily form oxides (e.g. Al) or 

conductive metal oxides (e.g. ITO). At the same time in the field of inorganic 

material science, a large effort is put into realizing switch devices where those 

very metal oxides are the active switch materials [77-82]. It is then a justified 

question to ask if the switching behavior observed in devices based on organic 

materials sandwiched in between inorganic contacts really originates in the 

organic layer. Recently, several studies have shown that the switching behavior 

in several types of organic switch devices do indeed not originate in the organic 

material [83-91]. Such extrinsic switching can be divided into two cases: (i) 

switching of the metal (oxide) electrode, or (ii) reversible growth and annihilation 

of metallic filaments through the organic layer.  

Cölle et al [84] and Verbakel et al [90] have shown that switching in devices 

with similar structure as OLEDs originates in the aluminum oxide interface 

between the organic layer and the Al metal contact. Gomes et al [85] have 

suggested a mechanism for such resistance switching based on charge trapping in 

the oxide layer. In figure 4.6 the case of an electron-only device with an oxide 
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layer in between the organic layer and the metal electrode is shown. In the OFF 

state no charge is trapped in the oxide and the barrier for electron injection from 

the organic layer into the oxide is high. Electron transport is therefore blocked 

and the resistance through the device is high. As the voltage is increased 

sufficiently, holes are injected and become trapped in the oxide layer. As a result, 

space charge is built up, resulting in band bending in the oxide. Eventually, 

electrons can tunnel through the barrier into the oxide and the resistance 

becomes reduced; the device has now switched to the ON state. Since the rate of 

de-trapping of the holes is very low the state is quasi-stable and will be retained 

for long time even when no voltage is applied to the device.  

The switch behavior in Cu:TCNQ-based devices has also been shown to 

originate from the metal oxide interface of the electrodes rather than in the 

organic layer [88, 91]. If the metal oxide layer is removed no switching behavior 

is observed. The suggested switch mechanism in this case is the electrochemical 

formation of highly conducting Cu paths through the metal oxide. 

 

 

 
 
Figure 4.6: Suggested mechanism for resistance switching in devices with oxide layer 

in between organic layer and metal contact [85].  
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Switching by the reversible formation of conducting filaments through a 

low-conducting matrix film has been reported during the past four decades, both 

in inorganic [92-95] as well as in organic [96-98] materials. Several explanations 

for this type of switching have been proposed. In the early 70s Cook presented a 

model for filamentary switching based on resistive heating of the material 

resulting in melting or diffusion of metal atoms, causing a metallic bridge 

between the electrodes [99]. The temperature at the switching event has been 

estimated to be on the order of 1000 °C. Switching back to the off state was 

explained by a filament burning-off event. Hence, the reversibility of the 

conductivity of a specific filament is poor, but new filaments can form during 

subsequent switching resulting in an overall effective switching reversibility. The 

drawback with such devices lies in the breakdown nature of the phenomena. It is 

likely that this would gradually degrade the material resulting in poor endurance 

and also stochastic behavior. It is noteworthy that such switching should not 

have a polarity dependence of the applied potential. It is rather the magnitude, 

and not the direction, of the current that controls the switching.  

Sakamoto et al [100, 101] reported a different model for filamentary 

switching observed in Cu/Cu2S/Au devices (figure 4.7). When the Cu electrode is 

biased with a positive potential with respect to the Au electrode Cu+ migrates 

into the Cu2S layer, creating a metallic Cu bridge (Cu+ + e-  Cu). When the bias 

is reversed the Cu ions drift back into the bottom Cu electrode resulting in a 

switchback to the low conductivity state.  

Filamentary switching might be troublesome in a system for several 

reasons. Often, a very high current density is required to switch the material, 

which might become unfeasible as the input circuitry might not be able to 

generate this high input current [84]. If the filament formation cannot be well-

controlled, manufacturing with high reproducibility cannot be achieved. Joo et al 

[102, 103] have investigated the latter issue by choosing the organic material 

carefully in order to promote filament growth [102] and by controlling the organic 

layer thickness in such a way that the position of the filaments can be precisely 

controlled [103]. 
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Figure 4.7. Illustration of the switching effect in Cu/Cu2S/Au devices. To the left the Cu 

filament is formed by migration of Cu ions. In the middle the filament has been formed 

resulting in a high conductivity. To the right the filament is broken when Cu ions migrate back 

towards the Cu electrode. 
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Chapter 5 

Organic electronic materials and devices 

In the previous chapters the properties of organic materials have been 

discussed. This chapter focuses on how these materials can be used to realize 

devices. A wide range of organic electronic devices have been demonstrated, 

including organic light emitting diodes (OLED) [104-107], organic field effect 

transistors (OFET) [108, 109], electrochemical devices (EC) [3, 12], photovoltaics 

[110] and switch devices [57, 111]. In the following only OLEDs and Rose Bengal 

switch devices will be discussed in detail since they are of relevance to the work 

in this thesis.  

 

5.1 A few examples of conjugated molecules 

Figure 5.1 displays a few examples of conjugated polymers and small 

molecules. Two archetypal polymers are trans-polyacetylene [2] and poly(para-

phenylene) [112]. While neither of them is suitable for practical applications from 

a stability and processability point of view, they are useful as model systems due 

to their relative simplicity.  

The first polymer light emitting diodes used poly(para-phenylene vinylene), 

(PPV), as the electroluminescent layer [104, 113]. Unfortunately PPV is not 

easily soluble, preventing simple solution processing. However, by attaching side 

groups to the PPV backbone, the polymers can be made soluble. Two examples of 

such functionalized PPVs are poly(2-methoxy,5-(2’-ethylhexyloxy)-1,4-phenylene- 

vinylene), (MeH-PPV) [113], and poly(2-methoxy-5-(3’,7’-dimethyloctyloxy)-1,4-

phenylenevinylene, (MDMO-PPV or OC1C10-PPV) [113].  
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Figure 5.1: Some examples of organic polymers and small molecules 

 

 

One of the most widely used conducting polymers is poly(3,4-

ethylenedioxythiophene), (PEDOT), which can be doped to get a high conductivity 

[114, 115]. Often poly(styrene sulfonic acid), (PSS), is used as counter-doping ion. 

A nice side effect is that PEDOT:PSS blends forms a suspension in water, making 

it easy to deposit into uniform thin films. The conductivity of PEDOT-PSS can be 

further increased by so-called secondary doping with a small amount of some 
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inert solvent (e.g. diethylene glycol) [114]. This results in phase separation 

between highly conducting PEDOT:PSS and insulating excess PSS. The 

PEDOT:PSS-rich regions forms a interconnected network and the conductivity is 

increased by up to three orders of magnitude [116] 

Besides polymers, there is a large selection of other smaller organic 

molecules used for electronic applications. Two examples are aluminum quinolate 

(Alq3) [107, 113] and copper-II-phthalocyanine (CuPc) [113]. Both are used in 

organic light emitting diodes – Alq3 as emitting layer and CuPc as buffer layer to 

improve device efficiency and lifetime.  

 

 

5.2 Organic light emitting diodes 

The first organic light emitting diode (OLED) was reported in 1987 by Tang 

et al [107], using Alq3 as emitting layer, and in 1990 Burroughs et al [104] 

presented the first polymer OLED. Today, OLEDs have already reached the 

market in the form of small displays in household appliances, and major efforts 

are put into the process of commercializing large area OLED displays.  

The basic device structure for a light emitting diode is shown in figure 5.2. 

An electroluminescent organic layer is sandwiched between a high- (anode) and a 

low (cathode) work function contact, at least one of them being transparent. The 

particular choice of work function values of the two contacts allow for easy 

injection of holes and electrons from the high- and low work function electrode, 

respectively. The oppositely charged carriers migrate towards each other in the 

applied field, eventually forming excitons. At least part of the excitons recombine 

radiatively resulting in the emission of light.  

Typically, indium tin oxide (ITO) has been chosen as transparent anode. To 

improve surface stability and planarity a thin layer of PEDOT:PSS or similar 

buffer layer is commonly deposited on top of the ITO. Aluminum (Al), calcium 

(Ca) and magnesium (Mg) are some examples of materials that commonly are 

used as cathode material. The electroluminescent layer can for example consist of 
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MeH-PPV, MDMO-PPV or Alq3. In figure 5.3 typical current and luminescence 

versus voltage data are shown. 

 

 

 

  

Figure 5.2: Typical structure of organic light emitting diodes. The electroluminescent 

layer is sandwiched between two conducting electrodes.     
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Figure 5.3: Typical current and luminescence versus voltage data for OLEDs. The 

device structure in this case was glass / PEDOT:PSS / MeH-PPV / Al. The PEDOT:PSS, 

electrode was secondarily doped with diethylene glycol to ensure high conductivity [86].  
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5.3 Rose Bengal switch devices 

Resistance switch devices can be realized by sandwiching Rose Bengal 

sodium salt between ITO and Al contacts [61, 111, 117-120]. Typical J-V behavior 

of such devices is shown in figure 5.4. When the voltage exceeds 1.5 V the 

material transits to the ON state with an almost linear J-V behavior with very 

low resistance. When the voltage is increased above –3 V, the material is 

switched back to the OFF state with considerably (~200 times) higher resistance.  

The switch phenomena have been attributed to the electro-reduction of the 

Rose Bengal molecules resulting in improved conjugation due to increased charge 

density on the molecule [111]. It has also been suggested that the switching is 

due to conformational changes of the molecule upon charging, also resulting in 

altered conjugation [61]. However conclusive evidence is still to be present. Paper 

3 in this thesis addresses the nature of the switch behavior of Rose Bengal switch 

devices.  
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Figure 5.4: Typical Rose Bengal switch device current versus voltage behavior. To the 

right the data is plotted in logarithmic scale to more clearly show the difference of the current 

density in the ON and OFF states. 
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Chapter 6  

Systems of resistance switch devices 

In general devices do not become truly useful until they are combined into 

systems. In this way much more complicated tasks can be performed and the 

functionality of the isolated device can be enhanced. The design of inorganic 

based systems has been developed since the advent of the bipolar transistors in 

the late 1940s [121]. In the past decades the development have raced forward at 

a tremendous pace, following the well-known Mores law stating that the number 

of transistors on a chip is doubled every 18th month [122]. These systems have 

reached a matured state close to perfection, as is evident in everyday products 

such as computers and cell phones. Organic devices offer new possibilities, but 

also new challenges, and therefore a reassessment of traditional design 

paradigms might be appropriate.  

Transistors have been the basic building block of electronics in the past fifty 

years. With the maturity of organic field effect- and electrochemical transistors, 

systems of low complexity have been demonstrated [3]. The drawback of 

transistors are that they are three terminal devices, requiring routing of three 

lines to each device for proper operation. With two-terminal devices less 

complicated designs can be realized, thus taking full advantage of the low cost 

manufacturability of organic materials. An example of a very simple system for 

two-terminal devices is the cross-point array, also called passive matrix or 

crossbar circuit, see figure 6.1. It consists of an active material sandwiched 

between two sets of crossing lines, where each crossing defines a device. This 

kind of design can be used for display-, sensor-, memory- as well as logic circuits 

[123-125]. Cross-point arrays have also been studied and considered for use in 

molecular electronics since it offers extremely high device densities [124, 126]. In 
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this thesis one focus is switch devices in cross-point arrays for memory 

applications. 

 

 
 
Figure 6.1: A cross-point array consists of an active material sandwiched between two 

orthogonal sets of lines.  Circuitry for addressing and sensing is located outside of the array.  

 

 

6.1 Addressing 

Each individual device needs to be uniquely addressable in order to set 

(write) or probe (read) the state of the material. This can be achieved by applying 

the potentials on the top and bottom lines in a certain manner. Three different 

addressing schemes are shown in figure 6.2. With the V2 addressing scheme the 

potentials on the addressed row and column is V/2 and -V/2 respectively, while 

the potential on all other lines are 0 V. In this way the addressed cross-point 

experiences the voltage V required for operation. Even though most unaddressed 

cross-points experience no voltage, all unaddressed cross-points along the 

addressed row and column also experience a disturbing voltage of ±V/2. Therefore 

it is important that the switch material can retain its state when disturbed by 

such a voltage.  

A way to reduce the magnitude of the disturb voltage is to use the V3 

addressing scheme [127]. In this scheme a potential of V and 0 are applied to the 

addressed row and column, respectively, while a potential of V/3 and 2V/3 is 
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applied to the unaddressed rows and columns respectively. Hence, the addressed 

cross-point will experience the voltage V, while all unaddressed cross-points 

experience a voltage of only ±V/3. In order to perform an operation (read or write) 

on each cross-point in an array of M columns and N rows once, all devices will 

experience N x M disturbs using the V3 scheme compared to only M + N – 1 for 

the V2 scheme. The choice of addressing method therefore depends on what is 

best for the material: few high-magnitude disturb signals or many low-magnitude 

disturb signals.  

In virtual ground sense (VGS) [124, 128] scheme the addressed row have a 

potential of V while all other lines have zero potential. In this way all cross-

points along the addressed row experience the voltage V and hence all of them 

are addressed simultaneously. However, no other cross-points experience a 

voltage so there is no disturb issue. Another advantage is that since only the 

addressed row has a non-zero voltage (ideally) no leakage current from 

unaddressed rows will contribute to the current into the sense amplifiers. 

However, VGS cannot be used to address individual cross-points along the row, 

and therefore it is limited to read operations. Note also that in general a lower 

voltage can be used for read than for write operation, further reducing the 

problem with disturb signals for read operations.  

 

 
 

Figure 6.2: V3- (left), V2- (middle) and VGS (right) addressing schemes. 
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6.2 A model for cross-point arrays 

In the static case the cross-point array can be represented by a resistance 

network with a line resistance of Rw, a resistance Ra and Rua through addressed- 

and unaddressed cross-points and M and N number of columns and rows 

respectively, see figure 6.3. Two equations describes each cross point – one for the 

net current into the top line and one for the net current out of the bottom line of 

the cross-point. The system is then described by 2 x M x N interconnected 

equations, making simulations cumbersome even for modest sized arrays. A 

simplified model that allows for much less demanding calculations, has been 

suggested by Ziegler et al [129] (right in figure 6.3). In this model the line 

resistance is lumped together to a resistance at the beginning of the line. As a 

result all unaddressed rows and columns can be regarded as identical parallel 

circuits and can be lumped together into two equivalent resistances. This model 

will give a worst case for calculations of the potential drop along the lines. For 

simplicity the line resistance of the columns and the rows can be assumed to be 

the same.  

In reality the resistance through each cross-point will depend on what state 

the material is in (ON or OFF) and might also be field-dependent. For simplicity, 

the resistance behavior of the switch device can be modeled with three resistance 

levels (figure 6.4) – the resistance of the addressed devices in the two different 

states, Ra,ON and Ra,OFF, and the resistance of the unaddressed devices, Rua. The 

ratio, r0, between Ra,ON and Ra,OFF is denoted the ON/OFF ratio. The J-V behavior 

of switch devices is often linear, i.e. ohmic, in at least one of the states. This is for 

example the case for Rose Bengal switch devices in the ON state. For such 

devices Rua is simply the same as Ra. A non-linear J-V behavior, as in organic 

diodes, can be incorporated into the model by setting Rua = kRa. For simplicity it 

is assumed that all unaddressed cross-points have the same resistance, i.e. that 

all unaddressed cross-points are in the ON state. Another simplification is that 

the J-V behavior is assumed to be symmetric, i.e. the devices are non-rectifying.  

Typical resistance for a Rose Bengal switch device in the ON state with an 

active area of 1µm2 is 500 MΩ. The ON/OFF ratio for these devices is usually r0 ~ 

100. It is reasonable to assume that the sheet resistance, Rw, for lithographically 
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defined metal lines is near 1 Ω/□ . For organic conductors the sheet resistance will 

most likely be much higher. The sheet resistance of PEDOT:PSS can be as low as 
100 Ω/□ . 

 

 

 
 

Figure 6.3: The array can be represented by a resistance network (left). The Ziegler 

model (right) simplifies the computation of the behavior of the array. This model can be used 

for V2- and V3 addressing schemes, but has to be slightly modified for VGS addressing.  

 

 

0 1 2 3

10-15

10-14

10-13

10-12

10-11

10-10

10-9

10-8

Working point of 
unaddressed cross-point

Working point of 
addressed cross-point

 Non-linear device
 Linear device

C
ur

re
nt

 (A
)

Voltage (V)

ON state

OFF state

0 1 2 3
108

109

1010

1011

1012

1013

1014

Rua for linear device = Ra,ON

Ra,OFF

Rua for non-linear device

Ra,ON

 Non-linear device
 Linear device

R
es

is
ta

nc
e 

(Ω
)

Voltage (V)
 

 

Figure 6.4: The resistance levels of the device can be modeled by three discrete 

resistance levels – the resistance of the addressed cross-point in the ON state (Ra,ON) and in 

the off state (Ra,OFF), and the resistance of the unaddressed cross-point (Rua). 
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6.3 Potential drop along lines 

Due to a finite line resistance there will be a potential drop along the lines. 

The magnitude of the drop depends on addressing scheme, is proportional to the 

line resistance and inversely proportional to the resistance through the cross-

points. This gives that if the ratio between the line resistance and the cross-point 

resistance is high, the potential drop can be significant, resulting in a lower than 

nominal voltage across the cross-points. This can be a problem since the voltage 

across the device is important for its behavior. Even though a small perturbation 

from the nominal voltage is not very crucial a larger perturbation might cause 

the addressed device to switch only partly or disturb unaddressed cross-points 

more than desired.  

In figure 6.5, the simulated voltage across the end cross-point on the 

addressed row is shown in the case of V2 addressing of linear devices with a 

resistance in the ON state of 500 MΩ and an ON/OFF ratio of 100. As the line 

resistance is increased the drop of the potential is shifted towards smaller arrays 

(i.e. fewer rows). It is reasonable to assuming that a voltage of at least 90% of the 

nominal value (dotted line) is required for proper device operation. With this 

requirement it is possible to realize an array of 16 Mbit (4096 by 4096 lines) 

using lines with a line resistance of 1 Ω/□. If the line resistance is increased to 

100 Ω/□ the larges array size is reduced to 256 kbit (512 by 512 lines).  

In figure 6.6, dependence of the potential drop on resistance through the 

addressed cross-point is shown. In this case the line resistance is 100 Ω/□. 

Decreasing the cross-point resistance makes the potential drop more severe. 

Using a non-linear device the current through the unaddressed cross-points will 

be reduced, hence reducing the total current through the lines. This will reduce 

the potential drop significantly as is evident from figure 6.6. With a line 

resistance of 100 Ω/□ and a resistance through the addressed cross-point of 500 

MΩ the largest array size can be increased from 16 kbit (512 by 512 lines) to 16 

Mbit (4096 x 4096 lines) by going from linear devices to devices with a non-

linearity equivalent to k = 100.   

The results for V3 addressing are similar. Using VGS addressing however, 

non-linearity has a limited effect since all cross-points along the addressed row is 
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simultaneously addressed. Hence, the voltage across all the cross-points along 

the addressed row will be high and a large current will pass through them.   
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Figure 6.5: Simulation of the voltage at the end cross-point of an array versus array 

size. The number of rows and columns are the same. Resistance through addressed cross-

point is Ra = 500 MΩ and the line resistance values are given next to the curves in Ω/□. V2 

addressing scheme is used and the drive voltage is 5 V.  
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Figure 6.6: Simulation of the voltage at the end cross-point of an array versus array 

size. The number of rows and columns are the same. Line resistance is 100 Ω/□, comparable 

to conducting polymers such as PEDOT:PSS. The resistance of the addressed cross-points 

is given in the figure. V2 addressing scheme is used and the drive voltage is 5 V. 
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6.4 Sense current from the addressed cross-point 

In order to determine whether a cross-point is in the ON- or OFF state the 

difference of the current in both states have to be large enough with respect to 

noise and leakage contribution from unaddressed cross-points. An effective 

ON/OFF ratio, reff, can be defined as the ratio between the current out from the 

addressed column in state ON and OFF. This will deviate from the ON/OFF ratio 

of the isolated device, r0, due to contribution to the ON and OFF currents from 

unaddressed cross-points. In figure 6.7 the effective ON/OFF ratio is plotted as a 

function of array size, for V2-, V3 and VGS addressing schemes. The addressed 

cross-point resistance is 500 MΩ, line resistance 1 Ω/□ and r0 is 100. As is evident 

VGS is superior to V2 and V3, with reff close to r0 as long as the array is not 

humongous (reff ≈ 0.5 r0 for a 256 Mbit array). Since all columns and unaddressed 

rows are kept at zero potential, very little leakage current contributes to the 

sense signal. Neither is reff affected by nonlinearity in the device J-V behavior for 

the same reason. 
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Figure 6.7: Simulation of the effective ON/OFF ratio for varying device nonlinearity. The 

number of rows and columns are the same. The resistance through addressed cross-point is 

Ra = 500 MΩ and the line resistance is 1 Ω/□. The nonlinearity factor of the devices is shown 

next to the curves. Only data for the case of a linear device is shown for VGS since 

nonlinearity has no impact on VGS readout. 
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When using V2 or V3 addressing schemes each unaddressed cross-point on 

the addressed column contributes to the readout current with a significant 

leakage current, particularly when using linear devices. As can be seen in figure 

6.7 reff is very small even for small arrays if the nonlinearity is not increased. 

Practical array sizes requires a nonlinearity exceeding k = 103. 
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