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PREFACE 

This book presents one way of looking at the manner in which the 
biological, physical, and cultural systems that mantle the landmasses 
of our planet receive, transform, and give off energy, which is an es- 
sential condition of existence that takes many forms. Energy conversions 
establish the climate in which these systems operate. 

The principal forms of energy that are converted at the ecosystem 
scale include radiant, latent, mechanical, chemical and fossil, and ther- 
mal. We begin with radiant energy absorbed by ecosystems, a phenom- 
enon that is independent of their surface temperature and that can be 
looked on as a burden or a gift, depending on circumstances. An increase 
in such absorption raises surface temperature, as described in the ful- 
crum chapter of the book, Chapter VIII. This increase in turn sets into 
action outflows of energy that by the first law of thermodynamics are 
equal in energy units, although not necessarily equal in quality to the 
inflows. While the second law comments that quality is likely to suffer 
in such a transaction, our principal tool of analysis is the first-law equiv- 
alence, which can be stated as  a simple accounting in watts per square 
meter of ecosystem area. These temperature-dependent fluxes of energy 
are discussed in the chapters following Chapter VIII; the final chapters 
deal with vertical stratification and areal contrasts in energy budgets, 
the augmented energy budget of the city, and the responses that serve 
to keep the budget balanced. 

Anyone who looks at the landscape perceptively, whether in wild- 
lands, cultivated areas, or the city, can see energy in movement or trans- 
formation everywhere; awareness of the environment as a functioning 
entity is enhanced, I believe, by recognizing the manifestations of energy 
in it. I first encountered this way of analyzing nature when studying 
snowmelt floods that had occurred and that conceivably might occur in 

... 
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the Sevier River in Utah; subsequently 1 applied energetics to another 
system-the clothing that protects a soldier from a hostile thermal en- 
vironment. In both cases, seemingly so far apart, much the same energy 
fluxes are important, and it appeared that an organizing concept that 
could make sense out of such different situations had much to commend 
it as a means of studying a set of objects in which 1 had long had interest, 
the ecosystems that comprise the variegated surface of the earth. It is 
true that energy budgets are routinely cast for thermodynamic systems 
in such artifacts as engines and houses, others for atmospheric motion 
systems, others within leaf cells, others encompassing an entire planet 
or star; but here we select for energetic analysis only those systems that 
are located at the outer active surface of the lands, confronting sun and 
atmosphere and functioning at the scale of ecosystems. Smaller systems 
(e.g., leaves) are considered in passing, and the scale is enlarged only 
slightly to take in cities, those fascinating interminglings of human and 
natural systems, still terrae incognitae to science and yet whose working 
and very survival are basically expressed in their energetics. The un- 
certain future of fossil energy poses questions for wildland and agri- 
cultural ecosystems too, but nowhere more than for the vulnerable mod- 
ern city. 

My aim is not to tell everything about any one energy flux or any 
ecosystem, but to try to develop a proportioned and numerically illus- 
trated treatment that will help the reader see each flux in its true setting 
and observe ecosystems coupled into their environments. Because real 
measurements carry more conviction, I have preferred observed data, 
many of them from sites I have visited or worked in, over modeled or 
assumed or asserted quantities or mere symbols divorced from numer- 
ical content. Similarly, I have not repeated oversimple formulas for the 
fluxes, but prefer that the reader who finds it necessary to estimate 
should refer to the original articles, where qualifications and cautions 
were set out by the field worker. 

Study of the energetics of systems at the surface of the earth draws 
upon the content of several disciplines, each of which has its own objects 
of study and its own way of viewing the rest of creation. No single 
discipline-not meteorology, not hydrology, not ecology, not geog- 
raphy-and no practitioner field-forestry, agronomy, architecture, city 
planning, or engineering-can encompass the subject essayed in this 
book. Although these fields make use of energetics as a mode of in- 
vestigation, they do so only in an auxiliary role. Accordingly, I make 
no attempt to summarize the principles or content of any discipline, but 
rather select what it can contribute toward interface energetics. Contri- 
butions to the resulting synthesis, if such it is, have come from many 
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disciplines of science and practice and I hope the synthesis will give 
back to each field as much as it takes; for example, the climate of the 
soil and the structure of the atmosphere are governed by energy fluxes 
at the interface between these adjoining media. 

Spatial contrasts in energy reflect contrasts in geology, soil conditions, 
hydrology, topography, solar input, and atmospheric coupling, as well 
as in cultural practices, and at the same time heighten contrasts in the 
landscape. Energetics analysis helps us to perceive the true variety of 
the world, and beyond these hoped-for contributions to individual dis- 
ciplines I hope that ecosystem energetics may contribute in a small way 
to the riddles of food production and overpeopling of the earth, energy 
and water resources, urbanization, and the imperiled environments of 
life. 

Different forms of energy have different kinds of utility and are the 
provinces of different disciplines, but there exists behind this diversity 
of appearance a unity of essence. The energy problems besetting the 
world are not likely to yield to single disciplines, each regarding its own 
form of energy as if it had little to do with other forms and generating 
its own specialized data. In the service of a broader integration I have 
tried to use data from these disciplines to make sense of it all. How well 
the resulting picture captures nature is for the reader to say. 
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THE ENERGY BUDGET 

Energy, a basic quantity in the universe, is present at the surface of 
the earth in many forms, so diverse that recognition of its continuity 
was a major intellectual feat of 19th century scientists. Familiar changes 
in its form are the absorption of solar energy by plant leaves, emission 
of longwave radiation by all surfaces, formation of chemical energy from 
radiant, its release in decomposition of organic material, and energy 
going into latent form when water evaporates or snow melts. 

Transformations imply inputs and outputs of energy. Inputs include 
the delivery of energy as sunshine to an ecosystem, the sensible heat 
it extracts from warmer air, and the return of heat in winter from warmer 
layers of an aquatic system to its cold surface. Outputs from ecosystems 
include energy that is radiated away or carried off in the atmosphere 
or carried off in the harvest. 

Budget accounting of inputs and outputs shows that when all forms 
of energy flow are considered, the inputs balance the outputs. This state- 
ment of continuity is the first law of thermodynamics, that energy is not 
created or destroyed. It says nothing about the quality of energy of 
different forms; that is a matter of the second law, which indicates the 
ability of a particular form of energy to do useful work. Solar and chem- 
ical energy have higher quality than thermal energy at ecosystem tem- 
peratures or longwave radiation (Moore and Moore, 1976, p. 73; 
Lonnroth et al. ,  1980). These considerations suggest direction of trans- 
formation, but our concern here is primarily with first-law accounting. 
Determining an energy budget for a surface is a matter of striking an 
account of all the inputs and outputs, and the necessity for them to be 
in balance provides a quantitative check on the measurements. The 

1 



2 I. INTRODUCTION 

concept is straightforward. Problems arise in applying the budget over 
time and space. 

Variability over Time and Space 

The budget by definition is never out of balance; if any input increases, 
one or several outputs increase to the identical amount. While the bal- 
ance remains, the mix of its constituents changes. Some variations are 
regular, like summer and winter, and seasonal budgets show how an 
ecosystem responds to a change in energy loading. Sudden changes, 
like the arrival of a cold wave, show in a different way how the system 
responds. Variability is generated both by extraterrestrial changes, 
which are relatively regular, and by systems in the earths atmosphere 
since the clouds and wind of a passing storm cause fluctuations in energy 
budgets at the underlying ecosystems. 

Spatial differences in the energy budget occur at many scales, among 
which we will be primarily concerned with those of ecosystems and 
secondarily with differences within ecosystems and contrasts among 
them. Energy fluxes differ from place to place and thereby depict in a 
physical way the variety we see in the world around us. 

Components 

Let us list the basic energy fluxes that are found in ecosystems: 

(1) Solar (or shortwave) radiation absorbed by an ecosystem; 
(2) Longwave radiation from the atmosphere absorbed by an 

(3) Photosynthetic conversion of solar energy; 
(4) Energy released by decomposition and from fossil sources; 
(5) Emitted longwave (thermal) radiation from leaves; 
(6) Heat converted in evaporation and in melting snow; 
(7) Heat taken into the ground at certain times and released at others; 
(8) Sensible-heat flux from the surface into the air; 
(9) Conversions of kinetic and potential energy, such as wind 

energy. 

Sum: All of the above total to zero if we assign a positive value to inputs 
and a negative value to outgoes. 

Our emphasis is on the rates of transformations and flows-the dy- 
namics of energy. The watt appears more often than the joule, and the 
watt per square meter still more often (see Table I). 

ecosystem; 



THE LOCUS OF ENERGY TRANSFORMATION 3 

TABLE I 

Approximate Conversions to Older Metric and Traditional Units 

1 joule (J) = 0.24 grarn-calorie (cal) = 0.28 x l o c 3  watt-hours (W h) = 0.95 x 

1 MJ m - 2  = 24 grarn-cal cme2 = 24 langley (ly) = 88 Btu f t r2  

1 watt (W) = 1 J sect' = 0.24 cal sec-' = 3.4 Btu h r r '  

Btu 

1 W m - 2  = ly rnin-' = 0.086 ly hrc '  = 2.06 ly day-' = 0.32 Btu ft-2 hr- '  
698 

THE LOCUS OF ENERGY TRANSFORMATION 

Energy transactions are studied in many kinds of systems, initially 
in steam engines, later in natural systems. In any thermodynamics in- 
vestigation it is first necessary to delimit a system as an object of study. 
We can then distinguish its internal processes from the energy inputs 
and outflows that express its relations with the rest of the world. 

In studying energy transactions at the surface of the earth, the most 
convenient system to define is the ecosystem. This is a biological concept 
that expresses the structure of the earth's green mantle and can be ex- 
panded to include aquatic systems, desert surfaces where plants are 
sparse, winter snow cover, and urban systems. Ecosystems are as con- 
venient for energy studies as for water studies because they are rea- 
sonably homogeneous pieces of the earth's surface. Many of them are 
stratified in the vertical, but are effectively uniform in the horizontal and 
delimited by sharp edges (Fig. 1). A person flying over Wisconsin sees 
a mosaic of contrasting ecosystems-woodlots, corn, alfalfa, and oat 
fields; each unit is uniform horizontally. In wildlands too ecosystems 
of reasonable homogeneity make up the whole landscape. Rocky ridges, 
meadows, pine stands, and brush fields: each is internally uniform. 

For reasons that are not entirely clear, the spatial scales of ecosystems 
in human landscapes are of about the same size, i.e., a horizontal extent 
of a hundred to a few hundred meters (Miller, 1978). In agricultural 
lowlands sizes are related to cultivation practices and the size of the 
total farm or unit of land management. In uplands ecosystem sizes are 
related to dissection of the surface, which produces slope facets of 
differing exposure to sun and wind; the different inputs of water and 
energy support different kinds of ecosystems. These entities can be 
compared on a unit-area basis by use of data expressed as energy flux 
density (watts per square meter). 
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Fig. 1.1. Mosaic of riparian and small crop-ecosystems of unmechanized agriculture 
on the alluvial floor of Waipio Canyon of the island of Hawaii. Further contrast is provided 
by slope ecosystems. 

The stratification of most ecosystems in the vertical presents a choice 
in defining the locus of energy studies. We can adopt a volume approach 
and measure all flows entering or leaving a three-dimensional space 
that, for example, encompasses the root zone, trunk space, and canopy 
of a forest stand. Or we can adopt a surface or interface approach, by 
definition a two-dimensional system without capacity to store energy 
that experiences only inflows and outflows, including the diurnal move- 
ment of heat from the surface into the soil body by day and out of it by 
night. 

Either approach is satisfactory as long as system boundaries are con- 
sistently adhered to. Generally speaking, unless special attention is 
given to the changes in vertical fluxes through an ecosystem in order 
to separate ecosystem functions at different levels, the interface ap- 
proach is more common. It allocates energy storages to the adjacent 
media of soil body and local air and internalizes other energy phenom- 
ena. Primary emphasis is on the energy fluxes that couple the ecosystem 
as an entity to its environment, the sun and atmosphere. 
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ENERGY IN ECOSYSTEMS 

The basic features of the energy budget of an ecosystem are those that 
define (a) its coupling with its environment, (b) the level of energy inputs 
(hence of outputs), (c) the kinds of energy transformations, especially 
those biologically controlled, and (d) the mix of energy outputs, which 
can be regarded as yields. These features are related; a high level of 
inputs makes available ample energy to be transformed, and the kinds 
of transformation determine the mix of yields. Variations in a particular 
energy flux often affect the density of other fluxes, and this leads us to 
consider interaction or competition among fluxes. We also must consider 
the associations of an energy flux with such mass fluxes as those of 
water, nitrogen, or carbon dioxide, the utilization of which can be ex- 
amined from the standpoint of production or energy conversion in the 
ecosystem canopy (Miller, 1979). 

Transformations and flow rates of energy vary over space, and this 
book speaks particularly to the contrasts among the energy budgets of 
ecosystems in their infinite variety over the diverse land surfaces of the 
planet. Spatial patterns at the ecosystem scale are seen in their associ- 
ations with geologic, hydrologic, climatic, and cultural characteristics 
of their environment and thus express other forms of coupling of eco- 
system and environment. 

The energy budget becomes concrete when we look at ecosystems as 
segments of the surface of the earth, and still more concrete when we 
examine specific ecosystems at which real measurements of the energy 
fluxes have been made for specific practical purposes. The illustrations 
that follow represent ecosystems exhibiting various couplings with their 
environments and their levels and kinds of energy transformations and 
outputs. 

June in Denmark 

A grassland system represents the efficient agriculture of Denmark, 
which turns rain and solar energy into milk for cheese and meat for 
bacon to the benefit of the Danish balance of trade and standard of 
living. The grass in a university research site near Copenhagen absorbs, 
through a long June day, a 24-hr average of 330 W m-’ of longwave 
radiation and 193 W m-’ of solar energy, of which 90 are photosyn- 
thetically active (left-hand bar graph of Fig. 2). The total absorbed en- 
ergy, + 523 W mP2,  defines the energy level and generates a mean grass 
temperature of 20°C. 

This quantity of energy, 523 W m-’ over the daily cycle, goes in three 
nonbiological directions (the grass radiates away 390 W mP2, gives off 
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Fig. 1.2. Energy inputs and outputs of a grass ecosystem at Hnjbakkegaard Experi- 
mental Farm in Denmark (56"N latitude) in June (mean of years 1955-1964). Inputs: (1) 
absorbed photosynthetically active radiation; (2) absorbed photosynthetically inactive solar 
radiation; (3) absorbed longwave radiation; total absorbed radiation = 523 W m-2. Out- 
puts: (4) net photosynthetic energy conversion by the grass; (5) evapotranspiration or 
latent-heat conversion by grass; (6) net 24-hr intake of heat from grass into the soil body; 
(7) net flux of sensible heat from the grass into the air; (8) longwave radiation emitted by 
the grass; total outputs = - 523 W m-2. Measurements by the Hydrotechnical Laboratory, 
The Royal Veterinary and Agricultural University, Copenhagen (see discussion in Chapter 
XXIII). Numbers on bars are cumulated sums. 

60 to the cooler air, and puts 10 into subsoil storage; see Fig. 2) and in 
two correlated biological directions. One of these is net photosynthesis, 
3 W mP2, with which is associated a flow of 60 W m P 2  of latent heat 
that powers the daily evaporation of 2.1 mm of water. The investigators 
feel that the photosynthetic term might perhaps be larger if June rainfall 
did not tend to fall short of the energy potential. Even drawing on water 
stored in the soil, early summer usually experiences a moisture stress 
(Marshall and Holmes, 1979, p. 302) that reduces biological productivity 
by 15 to 20%. The energy budget of this system thus aids research on 
drought effects on the yield 'of milk and meat from Danish farms. 

June and December 

Many differences between the winter and summer environments of 
this ecosystem are portrayed by comparing its December and June en- 
ergy budgets. In December, radiant energy absorbed by the grass 
amounts to 305 W mP2, of which only 5 W mP2 is photosynthetically 
active (Fig. 3). In June, as we saw earlier, 523 W mP2 is absorbed, of 
which 90 W m-' is photosynthetically active. The difference in biological 
value is manyfold, in lower-quality energy half again as much as in 
winter. 

To remain in energy balance in December at a temperature of +1"C 
(indicating that it must emit 325 W mP2 as longwave radiation), the 
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Fig. 1.3. Levels of radiant energy absorbed by a grass ecosystem at H~jbakkegaard, 
Denmark, in December and June (mean of years 1955-1964). (1) absorbed photosynthet- 
ically active radiation; (2) absorbed photosynthetically inactive solar radiation; (3) absorbed 
longwave radiation. The seasonal contrast is most marked in the forms of radiant energy 
that are active biologically. 

grass extracts 10 W m P 2  of sensible heat from relatively warm air off the 
North Sea and raises 10 W m p 2  from the relatively warmer underlying 
soil. Its situation vis-a-vis the atmosphere and soil is quite different from 
summer when it was richly endowed with radiant energy and, even 
after radiating at a rate appropriate to its surface temperature, still had 
energy to warm the soil and to warm and moisten the air. The budget 
is balanced in both seasons, but the differences in its level and in the 
mix of inputs and outputs express seasonal differences in functioning 
and yields. (See Chapter XXIII) 

Sierra Ecosystems 

Mountain ecosystems produce amenity, forage, and fiber, but the 
chemical energy in their biological products is surpassed by the potential 
energy in their water output. The rate at which the snow cover of spring 
will yield up this water is important to hydrologic engineers who man- 
age hydropower production, flood control, and irrigation, the objectives 
of a 10-year investigation in the basin of Castle Creek, California (Chap- 
ter XIV). 

The meadow snow absorbed an average of +406 W m-2 radiation 
over a sunny 24-hr period (16-17 April 1946) and received another 44 
W m-2 from warm air (Fig. 4). It radiated away 310 W rn-’ at its rel- 
atively low temperature and converted the rest, 140 W mP2, into the 
energy of liquid water molecules. This energy conversion changed the 
physical state of 36 kg of snow per square meter of the meadow, which 
[area = 50 hectares (ha)] amounted to 18,000 tonnes of water, most of 
which went down Castle Creek in a wave that peaked at 1900 hours. 
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Fig. 1.4. Energy budget and production of meltwater from snow cover at Central Sierra 
Snow Laboratory, 24-hr means on 16-17 April 1947. Inputs: (1) absorbed solar radiation; 
(2) latent and sensible atmospheric heat delivered to the snow surface by turbulent ex- 
change; (3) atmospheric energy delivered to the snow surface by longwave radiation; total 
input of energy = 450 W m -’. Outputs: (4) Net melting of snow (gross daytime melting 
less refreezing at night); (5) radiation emitted by the snow in long wavelengths; total = 
- 450 W m -’. Conversion of energy in melting snow = 140 W m-’; meltwater equivalent 
= 140 J sec-’ m-’  x 86,400 sec/335 kJ kg-’ = 36 kg m-* day-’ = 36 mm day-’. 

The potential energy of 18,000 tons at an altitude of 2 km above sea level 
was 360 x lo3 MJ, or in electric-utility language lo5 kW h, say $1000 in 
value. 

Suppose the land manager wishes to slow down the melting of his 
frozen asset, the snow cover, to take advantage of its greater value later 
in the year for irrigation. He asks how much more slowly snow cover 
in a lodgepole pine ecosystem melts than it does on the meadow on an 
average spring day. Considering only daytime hours, he finds the ab- 
sorption of solar and longwave radiation to be 440 W m-’ in the pines 
and 550 in the meadow. The snow in the forest receives less solar energy 
but more longwave radiation; the intake is 0.2 less than on the meadow. 

Comparisons 

Energy inputs from the sun and atmosphere to these ecosystems vary 
a great deal. Expressed in terms of radiant energy absorbed, the Sierra 
meadow at 406 W m-’ is intermediate between the dark Danish winter 
at 305 W m-’ and the long days of summer at 523 W m-’. Transfor- 
mations and outputs of energy also differ. At this season, the snow- 
covered meadow puts out only longwave radiation and meltwater. The 
clover-grass ecosystem in June produces a mix of yields: biomass, water 
vapor, warmed soil and warmed air, as well as longwave radiation. 

Casting ecosystem energy budgets gives us a useful set of indicators 
of their coupling with their environment, their yields, and their roles 
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in the larger landscape (Drozdov, 1978). Entropy may indeed act as the 
"manager" in processes in nature (Sommerfeld, 1956, p. 41), but energy, 
acting as the bookkeeper, tells us how the credits and debits pile up in 
each transaction with the environment. 

A Note on Energy Units 

We need only a few units to depict the storages, transformations, and 
fluxes of energy in ecosystem environments. The unit of energy in the 
Systeme Internationale (S.I.) is the joule (J). Its dimensions of (mass 
x length squared)/(time squared), or ML'T- ', derive from Newton's 
force (mass x acceleration or MaLT-') acting over distance (L), and the 
joule represents the work of accelerating 1 kg at a rate of 1 m sec-' over 
1 m, or 1 kg m2 sec-'. 

In describing heat storage in a unit area of an ecosystem, the S.I. uses 
joules per square meter (J m-'). For large storages it is convenient to 
use megajoules per square meter (MJ m-'); for example, the quantity 
of heat taken into substrate storage during summer in Lake Ontario is 
of the order of 2000 MJ m-' and in nearby cornfields only 125 MJ m-'. 

Rates of transformations or flows of energy require the time dimen- 
sion: 1 joule per second = 1 watt. In describing energy flows in an 
ecosystem we use watts per square meter of ecosystem area (W m-'). 
The input of solar energy to the Danish ecosystem was 193 W m-' 
averaged over a 24-hr day in summer and 10 W m-' in winter. The solar 
constant is approximately 1375 W m-'; few flux densities exceed this 
rate. A basic threshold in ecosystems, the freezing point of water at 
273"K, is associated with the emission of approximateIy 315 W m-' of 
radiant energy, and the limiting upper temperature of an extensive evap- 
orating surface, 33"C, is associated with emission of radiation at a rate 
of approximately 500 W m-'. 
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The reception of incoming energy fluxes, their transformations, and 
the mix of outgoing fluxes all depend on physical characteristics of the 
ecosystem, which couple the ecosystem with its environments of sun, 
air, and substrate. A dark, absorbent system is closely coupled with the 
sun, as is shown in its warmth and in the quick response of its energy 
budget to increases or decreases in solar radiation. An open pine forest 
on a ridge is more closely coupled with the air blowing through it than 
is a low, sheltered meadow. A lake surface is more closely coupled with 
large storages of heat and water in the lake basin than the surface of a 
mantle of snow or the elevated canopy of a forest are coupled with their 
respective substrates. 

Among the characteristics of an ecosystem that affect its exchanges 
of energy and water with the substrate, atmosphere, and space, we first 
look at the size and structure of the intricate three-dimensional zone 
that it presents to the sky and atmosphere. As in architecture and bi- 
ology, we cannot completely separate structure and function. In order 
to understand how an ecosystem functions, scientists had to learn how 
to describe its geometry and structure. In the millennia in which man 
has lived in and among ecosystems, many of their important physical 
characteristics have gone unperceived, unseen, or incorrectly esti- 
mated.* Many of the basic parameters of our environment, other than 
area (as the unit based on a day’s plowing), have never been measured. 

* For example, one of the first comprehensive attempts to outline the distribution of 
heat over the earth (by Zenker and Voeikov (1889) not quite a century ago) used a value 
for albedo of snow cover (0.16) that is only a quarter of its true value. 

11 
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ECOSYSTEM SIZE AND STRUCTURE 

Origins and Area 

Leaves live side by side in the millions, shading, sheltering, and 
warming one another, forming a new entity that we see by looking 
straight down into it as the sun and atmosphere do. Grassland, with 
its many openings to the sky, suggests high absorptivity. The temper- 
ature of leaf surfaces varies from the cool deeps in the shade to warm 
surfaces in the sun but out of the wind. 

Besides looking down on an ecosystem from above, however, we shall 
get down in it and see how its structure influences its reception of in- 
coming matter or energy. What we know about the exchanges of a single 
leaf is not easily extrapolated into information about the exchanges of 
a community of leaves, “because the [single] leaf cannot readily be 
oriented with respect to incident energy and air movement in a way 
that is typical of an array of leaves on a whole plant” (Slatyer, 1967, p. 
270). The structure of the community of leaves affects two vector pro- 
cesses-solar radiation and wind-that control the energy budget of 
individual leaves. 

“The geometric and elastic properties of the community have a pro- 
found influence on the internal climate of the community through their 
influence on the ventilation properties of air movement” (Lemon, 1967), 
which is measured by the coefficient of turbulent diffusivity in square 
meters per second. 

We cannot discuss here all the internal workings within a community 
of organisms. Physiology is outside our scope, yet we should not forget 
that an ecosystem is both environment and environed. It is the envi- 
ronment of the organisms that comprise it, and it is environed by the 
outside world, which we here simplify to sun, air, and ground. 

The ecosystem (which might be a forest glade, a cornfield, or a wood 
lot) is above the size scale of a leaf, an insect, an animal, and a human 
being as a locus of energy transactions. Horizontal uniformity is the 
principal criterion. Areal extent influences development of the unique 
atmospheric boundary layer of an ecosystem, hence its coupling with 
the atmosphere. Size tends to be small in urban landscapes and larger 
in areas of mechanized flatland agriculture. As size increases, the in- 
teraction with neighboring ecosystems diminishes. 

Edges themselves have ecological significance; they are discontinuities 
in the horizontally uniform properties inside ecosystems and also form 
special habitats. Some are artificial, others natural, and are generated 
by many factors, not all of which are obvious. They may nevertheless 
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be persistent over time, as are certain boundaries between coastal sage 
and chaparral in southern California (Bradbury, 1978). Distinct edges 
help define ecosystems as objects of study. 

Many disciplines study such fundamental elements as pedons or soil 
bodies, plant communities, forest sites, geomorphological slope facets, 
lake basins, glaciers, crop fields, yield-generating units or sediment or 
pollution sources in hydrology, and local boundary layers in micro- 
meteorology. The fact that many of these pieces of the surface of the 
earth are more or less human-sized might enhance their appeal; their 
size is within our power to grasp, and we need not resort to an abstrac- 
tion like a map. To some they resemble organisms, especially if the 
investigator can regard their limits as containing the processes he wants 
to study. Some investigators speak of “units of environment.” Such 
demarcations might account for the attraction we feel toward islands, 
or forest glades, small lakes, or marshes. Edges themselves hold special 
interest as habitats that give easy access to two worlds for their small 
inhabitants, and experience unique energy transfers. 

While each discipline defines these sectors of the earth within its own 
framework of self-assigned tasks, the individual approaches tend to con- 
verge-in the study of energy-mass transfers, for example. These ap- 
proaches form powerful explanatory models in physiology and ecology, 
forestry and agronomy, hydrology, meteorology, geomorphology, and 
geography. 

Depth 

Land form, especially in dissected topography, affects the income of 
radiant energy and the power of the atmosphere to ventilate an eco- 
system, illustrated in the contrasts of temperature in concave and convex 
topography. It also affects the substrate. The most obvious case is that 
of a basin in the land surface that fills with water. The capacity of an 
aquatic ecosystem to store energy and matter is related to the depth and 
shape of the basin (Hutchinson, 1957). The stratification that often de- 
velops in concave topography is at its maximum in lake basins with 
seasonal isolation of the lower layer of water. Different depths around 
the edges of a lake basin may be occupied by different plant commu- 
nities, and this zonation gives a diversity “attractive to different forms 
of wildlife” (Weller, 1978). 

Energy and mass transformations take place at different depths. A 
snow cover is penetrated only a few centimeters by solar radiation, while 
in a forest or lake some radiation penetrates to meters. The earth- 
atmosphere interface is often a thick zone throughout which energy 
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interactions occur, a biota-filled volume, to use Reifsnyder’s (1967, 
p. 132) term, or the soil-plant-air continuum, to use Philip’s (1966). 

Depth of an ecosystem is often associated with more complete ab- 
sorption of radiant energy, opportunity for recycling water, C02, or 
nutrients, and capacity to store energy or forms of matter that might 
have future value to ecosystem functioning. The high respiration of trees 
as compared with low plants has been ascribed to “the maintenance 
costs of a trunk-and-branches system.. . . Probably over half their budget 
[of tree stands] is spent on defense expenditures related solely to com- 
petition” (Wilson, 1967). 

Thickening of the interface is brought about by the master converters 
of energy, the plants. They reach downward for water and warmth and 
upward to filter the air for C02 molecules for an energy-fixing process 
and to optimize the trapping of photons of radiant energy coming from 
the empyrean. The energy-fixing assimilation of C02, absorption of ra- 
diant energy, leakage of water vapor, and dissipation of kinetic energy 
are all facilitated by depth. Early efforts to understand the functioning 
of cropland without considering distributions of processes with depth 
reached a limit that is analogous to the limits reached by efforts to un- 
derstand the atmosphere before we could measure it in depth. 

Structure 

Exchanges and conversions in ecosystems are most intense near the 
outer boundary, but not necessarily immediately at it. Layers of uniform 
intensity of interaction come into existence parallel to this outer surface; 
a stratified structure results. Geiger contrasts the dark, cold forest floor 
with the zone of light, warmth, and activity in the upper tree crowns; 
the cold, dark, oxygen-depleted water of the hypolimnion of an aquatic 
ecosystem contrasts with the upper layer that is light-pervaded, warm, 
oxygenated, and seething with life. 

Differences between ecosystem layers govern the fluxes and trans- 
formations of water (Miller, 1977, Chapter VI), which moves generally 
downward under gravitational forces; energy is freer to move in any 
direction, upward and out as well as downward, and layers commu- 
nicate more easily with respect to energy. 

The parameters of structure, or “arrangement in space of the com- 
ponents of vegetation” (Fosberg, in Peterkin, 1967) that involve no pre- 
conceptions about environmental adaptations, include: 

Height of plants, or depth of the community below its outer surface; 
Branching habit; 
Size of sterns, especially in trees; 
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Size and density of crowns, the members that face the atmosphere and 

Thickness and density of canopy; 
Layering or stratification of canopy, which is a characteristic appro- 

priate for one-dimensional modeling, if horizontal uniformity permits; 
Depth, density, spacing, and stratification of root systems.* 

“What is needed is a map of the interfaces between the three domains 
of the WAC, i.e., of the soil-plant, the soil-atmosphere, and the 
plant-atmosphere interfaces” (Philip, 1966). The soil-plant and the 
plant-atmosphere interfaces are highly complicated in form and difficult 
to measure and describe. Many attempts to develop predictive methods 
have been “vitiated by the failure of workers to pay as much attention 
to the accuracy of the geometry of their models as they do to the mech- 
anisms of the transfer processes” (Philip, 1966); architectural analyses 
of plants (Halle ef al., 1978; Ross, 1975a) will prove helpful in this 
question. 

The soil of an ecosystem provides essential storage space for energy, 
water, and other substances. As this storage is alternately drawn down 
and replenished, it evens out the responses of the ecosystem to fluc- 
tuations in radiation and other inputs. 

Competition among the members of a plant community influences its 
structure and use of energy. Evans (1963) cites a case in which six pasture 
grasses growing singly exhibited best growth when the water table was 
0.30-0.35 m below the ground surface, but when growing together 
responded quite differently; optimal depths of different species then 
varied from 0.06 to 1.1 m. For total energy conversion by the whole 
community, the optimal depth of water table was 0.65m-different 
from that for any pure stand of individual grass. 

sun; 

Leaf Area and Geometry 

Leaf width is important in turbulent exchanges, which are greatest 
for narrow leaves; conifer needles, however, that tend to clump have 
a somewhat greater critical dimension. Total surface area of leaves in 
an ecosystem is several times greater than the ground area. The ratio 
between these two areas, or leaf-area index (LAI), is a convenient 

* Other parameters have also been used. Stem density, the summation of stem diameters 
per hectare of forest site, has been a useful interim measure of foliage area and density 
and seems to be better related to the penetration of shortwave radiation than indexes that 
gjve disproportionate weight to large trees (Miller, 1959). Such a dimension is an empirical 
expedient, pending the measurement of more physically relevant characteristics. Tree 
density and height can be combined into a ventilation index (Szeicz et a/ . ,  1979). 
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number to denote the density of photosynthesizing surfaces in terms 
of the unit horizontal areas (square meters) in which incoming radiation 
and other energy fluxes are expressed. Leaf-area index is relevant to 
both nonradiative and radiative fluxes of energy and, in fact, can be 
determined by inversion techniques from below-canopy measurements 
of the solar beam, as well as by such indexes of tree vigor as its quantity 
of sapwood (Waring et a l . ,  1980). 

Leaf area is a basic factor in gross photosynthesis, respiration, and 
net production and is used as an indicator of cultural practices needed. 
Some communities seem to produce best at an index around 3, and this 
value is maintained during as much of the growing season as possible. 
A low index in the beginning of the season shows how much photo- 
synthetically active radiation is being wasted on bare soil. Evergreen 
forest ecosystems, on the other hand, may display indexes up to 40-50 
in thermally moderate sites with adequate soil moisture (Waring et a l . ,  
1978). 

A profile of leaf area from the top to the bottom of the ecosystem 
indicates the depths where photosynthesizing surfaces are concen- 
trated. It is expressed in surface area per unit layer of the canopy and 
is sometimes called a density because of the inverse cubic meter term. 
It can be visualized by thinking of a canopy as a set of shelves so spaced 
that a certain shelf area is located in each cubic volume or as a frequency 
curve (Gary, 1978). It is generally employed in studies of ventilation of 
plant communities (Ross, 1975b) and can be determined by camera tech- 
niques (Aber, 1979). 

Figure 1 (Lemon, 1967) shows leaf-area profiles in corn in New York 
and clover in New Zealand. Corn foliage was most abundant in a layer 
from 0.3 to 0.6 of the depth of the community (2.8 m) where leaf-area 

LEAF A R E A  DENSITY, m 2  m - 3  

Fig. 11.1. Leaf-area profiles, normalized to relative depth, in clover, corn, and pine 
[data from Lemon (1967), Rauner (1968)l. Total leaf areas of the three ecosystems were 4, 
4.5, and 6.2 m2 m - 2 ,  respectively; their depths were 0.5, 2.8, and 6.5 m. 
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density was about 2.5 m2 mP3. (The leaf-area index was 4.5 m2 m-2 of 
ground area.) Clover foliage was most concentrated (at a high density 
of 20 m2 m-3) at a shallow depth in the layer from 0.2 to 0.5 of total 
depth (which was 0.5 m). These profiles express fundamental differ- 
ences in the structure of the two ecosystems, which affect such processes 
as the ways the crop extracts momentum from the air and photosyn- 
thetically active radiation suffuses the chloroplasts. 

Turbulent and radiative fluxes in the foliage profile bring about char- 
acteristic profiles of the concentrations of vapor, C02, and temperature 
that form the immediate environment of leaf surfaces at different depths. 
"The micrometeorological and plant processes, the community structure 
and the community climate are all rigidly coupled" (Lemon, 1967). A 
change in ventilation, for instance, results in compensating changes in 
energy and mass exchanges and in air temperature and humidity in 
each layer. Much modeling of ecosystem processes makes use of one- 
dimensional profiles in which radiation, vapor, and C 0 2  are passed from 
layer to layer. 

Profiles in 18-year pine near Kursk, measured in energy-budget in- 
vestigations (Rauner, 1968), had leaf-area of 6.2 m2 m-2 and skeletal 
area (branches and stems) of 0.8 m2 mp2.  Leaf-area density was a max- 
imum at 1.3 m2 m p 3  at a depth of 0.3. In deciduous trees leaf-area density 
peaked at 1.4 m2 m-3  at a depth of 0.2 (Rauner, 1976). 

Leaf angle affects the entry of radiation into an ecosystem, and so it 
has to be measured and modeled also. Vertical leaves present active 
surfaces at the most effective angles to the direct solar beam when the 
sun is low in the sky (Anderson and Denmead, 1969); see Table I. Ver- 
tical collectors of solar energy have a similar advantage in middle and 

TABLE I 

Receipts of Direct Solar Radiation on F o l i q e  of Leazies of 
Differenf Inclinations"," 

Solstice 
Horizontal Vertical 
(W m (W m-') 

Winter 
Leaf-area index 1 71 150 

3 107 198 

Summer 
Leaf-area index 1 230 215 

3 348 380 

' Latitude 35"s. 
I' Data from Anderson and Denmead (1969) 
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high latitudes. Under a high sun vertical leaves receive less radiation 
than horizontal ones in ecosystems with sparse foliage (LA1 = 1). 

Optimum leaf angle also depends on the light-saturation properties 
of the species. Where photosynthetically active radiation is weak, hor- 
izontal leaves have the greatest net photosynthesis; where it is intense, 
a nearly vertical position is best (Chang, 1968, p. 32). The complex ge- 
ometry of leaf area and inclination angles can be worked out by a joint 
field-computer approach, like the work in the Estonian Academy of 
Sciences at Tartu (Ross, 1975a, b; Nil'son, et al.,  1977) or the National 
Institute of Agricultural Sciences in Tokyo (Uchijima, 1974). Leaf width, 
area, and inclination of the principal species in a wet-meadow tundra 
ecosystem were employed in modeling its energy budget and photo- 
synthesis (Miller et al . ,  1976). Widths varied from 2.9 mm in Carex, in- 
clined at 72", to 5.6 mm in Salix, inclined at 24", and each of these species 
contributed about 0.2 m2 m-' to total leaf-area index, which attained 
only 1.0 to 1.2 m2 m-2 in the most favorable of the four years of the 
study. Even in this thin ecosystem, 0.1-0.2 m in depth, it was advan- 
tageous to stratify the canopy in modeling the receipt and transformation 
of energy. 

Ecosystems are not easily measured, particularly in dimensions re- 
lated to the physics by which they are coupled with their environments. 
Combined geometrical and statistical approaches, e.g., Ross (1975a) 
and Nil'son et al. (19771, appear to be fruitful in describing canopy ar- 
chitecture. They can be used with data on the optical properties of leaves 
and tested by field measurements in different ecosystems. In the fol- 
lowing pages we outline some characteristics that govern each physical 
coupling. 

FACTORS IN COUPLING OF AN ECOSYSTEM WITH THE SUN 

The sun, a major but variable source of energy for all ecosystems, is 
the only source for the energy-conversion process of photosynthesis, 
which yields the highest-grade output that ecosystems produce; it also 
provides lower-grade (longer in wavelength) energy that is important 
in other aspects of ecosystem energy budgets. In most places the solar 
flux regularly goes to zero, and physiological processes are accommo- 
dated to this unique regime and to the cycle of the year. 

Angle of Incidence 

The direct solar beam and much of the incoming flux of diffuse ra- 
diation are directional. This fact makes important the angles of leaf in- 
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clination and also the general ecosystem attitude, as expressed by slope 
azimuth and steepness. The azimuth and altitude of the sun and the 
orientation and slope of an ecosystem are connected by definite trigo- 
nometric relations, which are discussed in Chapter 111. In general, the 
geometry of individual plants is a part of their strategy for intercepting 
light. For example, the angles of branching in a particular low-latitude 
tree is such as to produce “the maximum effective leaf surface” (Honda 
and Fisher, 1978) presented to the solar beam, rather than simply the 
maximum area of leaf surface. 

Absorption of Solar Radiation by Ecosystem Surfaces 

Absorption of photons of the solar flux by inorganic substances differs 
somewhat from wavelength to wavelength, but not radically. This is not 
so for leaves, which are closely coupled with solar energy in the pho- 
tosynthetically active spectral region and only loosely coupled in the 
solar infrared region (wavelengths 0.7-3.0 pm). Another aspect of this 
selective reflection involves energy-mediated transfers of information, 
like flower patterns visible only to ultraviolet-sensing insects that are 
potential pollinators. 

Absorption is facilitated by transmission of the solar flux deep into 
an ecosystem, with several contacts with leaves. The quasi-cavity nature 
of ecosystem canopy is important in attaining optimum absorption. This 
will be discussed at greater length in Chapter XX, along with the role 
of transmitted radiation at different depths within ecosystems, including 
ground vegetation and hydrologic processes. 

Absorption varies throughout the year as foliage covers more of the 
ground surface and then dies back and as snow comes and goes. It may 
be as small as 0.25 in winter and spring, indicating a weak coupling 
with the sun, but 0.80-0.85 for photosynthetically active radiation dur- 
ing the main growing season. Reflection and absorption of solar radia- 
tion will be discussed in Chapter VII. 

An absorptive ecosystem in the direct solar beam responds quickly 
when a cloud interrupts the beam. Its surface temperature drops, pho- 
tosynthesis decreases, and its energy outflows abruptly diminish. Sim- 
ilarly, but more slowly, a change in absorptivity changes the coupling 
of a system with the sun. 

Absorption is spread over a considerable depth of many ecosystems, 
depending on the vertical distribution of leaf area. This fact has benefits 
in energy retention within the system that can be seen in comparing a 
forest with a desert surface, where concentrated absorption in a thin 
layer leads to a rapid rise in surface temperature, outgoing longwave 
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radiation, and sensible-heat flux. A solar pond stores heat by localizing 
absorption away from the outer surface of the pond. At a small scale 
a film of water on leaves traps photons by internal reflection and in- 
creases absorptivity. 

Absorptivity changes during the year as foliage surface changes; new 
stems push up, new leaves unfold and grow, finally mature, and then 
grow old. This sequence is less obvious in evergreens, but there is still 
measurably more absorption of energy in fall than spring. A typical 
variation in absorption is shown in measurements made on a field of 
grain from February through October by radiation meteorologists in 
Wien (Fig. 2) (Dirmhirn, 1964, p. 131). The effect of snow cover is seen 
in February and of bare soil in March and after the grain is cut in Sep- 
tember and October (stubble). Midsummer values of 0.82-0.85 are typ- 
ical of many crops during active growth. 

Also shown is the absorption of energy in the visible range, i.e., of 
photosynthetically active radiation (curve 2). In the months of active 
photosynthesis this absorptivity is greater than for total shortwave, 
which includes the relatively low absorption in solar infrared wave- 
lengths. After the grain ripens in August, it absorbs less photosynthet- 
ically active radiation. 

RADIATIVE COUPLING WITH THE ATMOSPHERE 

A landscape element at the surface of the moon derives its energy 
through its couplings with the sun and substrate. In contrast, a land- 
scape element at the surface of the earth lies under a deep ocean of air, 
which contains molecules that emit radiation. 

This radiation is strongly absorbed in all plant communities. Absorp- 
tivities are of the order of 0.96-0.98 (Lorenz, 1966), partly because the 

FALL 
0.60 

O F M A M J  J A S O  

Fig. 11.2. Absorptivity of solar radiation by wheat field in Austria through a crop season 
(Dirmhirn, 1964, p. 131). Curve (1) absorptivity over total solar spectrum; (2) absorptivity 
of radiation in the visible range (i.e., photosynthetically active radiation). 
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spaces among leaves form a set of blackbody cavities. Conversely, little 
incoming longwave radiation is reflected, perhaps 0.10 at desert surfaces 
and a third of this in most ecosystems (Chapter VII). Changes in the 
incoming radiative flux are therefore strongly registered in most eco- 
systems; a decrease of 50 W m-2 when a hole in a nocturnal cloud deck 
moves across the sky produces an immediate effect in surface temper- 
ature that is often visible as dew forms. 

COUPLING OF AN ECOSYSTEM WITH THE ATMOSPHERE BY 
TURBULENCE 

The face presented by an ecosystem to the restlessly moving atmo- 
sphere and the shelter or exposure of its topographic site determine the 
importance of the turbulent heat fluxes in its overall energy budget. Can 
it extract warmth from the air at night? Can it easily get rid of excess 
heat when it  is baking under the midday sun? Is it exposed to episodic 
bursts of kinetic energy when the wind rises? 

Exposure and Ventilation 

Exposure of an ecosystem to the wind depends on its topographic 
location. The streamlines of motion in storms tend to sweep over dis- 
sected terrain, bunching over the ridges where the air speeds up and 
spreading out and slowing in the valleys where different ecosystems 
live (Aulitzky, 1967). 

Local valley circulations in periods between storms are weaker but 
more persistent than storm winds and produce a constant spatial pattern 
of mechanical energy in sheltered and exposed areas. Drainage and 
pooling of cold air at night produce other patterns that affect energy 
inputs and outputs of ecosystems. The spatial variability in the wind 
field also determines the delivery pattern of rain and especially snow, 
with consequent effects in ecosystem energy budgets. 

The contact between the ecosystem and the lower layer of air is af- 
fected by its being sheltered by taller vegetation or topography, by its 
permeability and roughness, its size, and the fetch of the wind over it. 
The contact between ecosystem and atmosphere also depends on such 
atmospheric qualities as stability, the vertical profile of wind speed as 
a result of upwind coupling of air and surface, and the thickness of the 
boundary layer. 

This thickness depends on the fetch and thermodynamic stability of 
the boundary layer which results from the inflow of sensible heat from 
the underlying surface. Inversion layers in the lowest 1 or 2 km of the 
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atmosphere isolate the planetary boundary layer from the free air and 
tend to force it to find an equilibrium with surface heat fluxes. Coupling 
becomes a mutual process in which vertical mixing is sustained by con- 
version of horizontal kinetic energy, as expressed in the familiar 
Richardson number. If this energy is reduced by topographic barriers 
coupling is reduced. 

Roughness 

Foliage characteristically is open to ventilation because the inflow of 
atmospheric carbon dioxide is as necessary to the plant as the receipt 
of chemically effective radiation from the sun. Openness itself generates 
turbulence in the air stream, particularly where some members of an 
ecosystem project into the air. 

The roughness length zo, a parameter defined from the logarithmic 
profile of wind speed above a surface, is an index to atmospheric cou- 
pling of an ecosystem. The value of zo is a few millimeters at smooth 
vegetation, 140 mm at the canopy of root crops (Sutton, 1955, p. 107), 
and several meters at forest stands (Rauner, 1961) and over residential 
areas of a city (Morgan et d.., 1977). 

The roughness coefficient depends on the number of obstacles in the 
airstream and their height. The ratio of height to roughness length zo, 
determined from ingenious field experiments, “varies from about 5 for 
tall trees, to 10 for grasses, and to 30 for sand grains” (Lettau, 1967) for 
average densities of obstacles. This relation can also be applied to de- 
termine roughness of urban interfaces (Nicholas and Lewis, 1980). A 
more detailed study of the relation of roughness to height (Garratt, 1977) 
includes a variety of measures of spacing between obstacles, related to 
their silhouette areas, shape, and slenderness. Values of zo from a variety 
of field experiments show its wide range (Garratt, 1977): 

sparse grass 
0.0012 m 

grassland 
0.001 m 

wheat, increasing both in height and in the obstacle parameter 
0.005 + 0.015 + 0.05 + 0.07 m 

corn 
0.06m 

vineyard 
0.02 m (wind parallel to rows) 
0.12 m (wind at right angles to rows) 
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TABLE I1 

Systenz-Scale External Resistance" at Wind 
Speed of 2 tti sec ~ ' 
Roughness length zo Resistance 

(4 (sec m - ' )  

0.001 170 
0.01 90 
0.1 30 

' I  Data from Slatyer (1967, p. 50). 

scattered trees and shrubs 10-20 m apart 

scattered trees and shrubs 5-10 m apart 

savanna, semiarid, low-tree 

forest, wet schlerophyll 

forest, subtropical rain forest 

Roughness varies with wind speed. At certain critical speeds the flut- 
ter of leaves may tend to increase it, so that the elastic properties of 
plant communities are important in atmospheric coupling. Variation of 
roughness with wind speed also is caused by the bending of plant stalks 
and waves that travel across the canopy. 

The roughness coefficient is related to the external resistance of a crop 
to the outward diffusion of vapor molecules (see Table 11). Ecosystems 
with rougher surfaces display less external resistance to diffusion of 
vapor or to inward diffusion of COz. 

Roughness changes with ecosystem leaf area and height through the 

0.45 m 

0.8 m 

0.3 m 

5.0 m 

1.3 m 

TABLE 111" 

20 20 

Season (m) Season (m) 

Winter 0.015 Summer 0.36 
Spring 0.09 Autumn 0.22 

a Data from Kung (1963). 
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year. Kung (1963) calculated zo from data on agricultural land use in 
southern Wisconsin (Table 111). His calculations of mean roughness at 
latitude 45”N across North America give 0.023 m in winter and 0.41 m 
in summer. “Vegetation cover, rather than topography, represents the 
most efficient roughness structure” (Kung, 1963, p. 49). 

Roughness (2”) of an ecosystem for momentum is determined by 
measuring wind speeds at two or more heights (2) above an extensive 
uniform surface and graphically relating them to the term ln(z/zo) to 
derive zo. Well-matched anemometers are necessary, but the most dif- 
ficult condition is to confine profile measurements within the boundary 
layer of air that is in equilibrium with the particular surface, so that its 
turbulence pattern does not carry the effects of upstream obstacles or 
ecosystems of different roughness (Thorn, 1975). 

The penetration of eddies into the foliage and the network of branches 
is indexed by diffusivity. Lemon (1967) measured a mean daytime dif- 
fusivity coefficient of 0.1 m2 sec-‘ in a cornfield at 0.2 depth from the 
outer surface, which decreased with greater depth into the community. 
This coefficient was derived from simultaneous measurements of the 
gradients of vapor, C02,  temperature, and momentum, and the flux 
divergence of radiation. Calculations in forest from profile measure- 
ments in young stands of pine and spruce gave a value of 1 m2 sec-’ 
(Reifsnyder, 1967), reflecting the rougher top. 

Coupling by Conversion of Kinetic Energy 

This coupling is important in tall vegetation, which raises its energy- 
dissipating surfaces high into the airstream. Important dimensions of 
ecosystems are the mechanical strength and flexibility (or elasticity) of 
stems and branches. Lodging due to rain load and wind is a common 
problem in farming, reducing production and rendering harvest oper- 
ations more costly. Windfall of trees is an infrequent but important factor 
in forest succession, an example being hurricane felling of the forests 
of New England. 

Human settlement began early to create openings in forested lands 
and conversely to plant windbreaks around farmsteads and shelterbelts 
between fields on the prairie. Besides altering the field of kinetic energy 
so that the wind deposits snow in the places desired, shelterbelts also 
absorb kinetic energy; if properly designed, they filter out large eddies 
in the airstream. Ecosystems of taller vegetation act as energy dissi- 
paters, like riffles in a stream. 

The roughness of a mosaic of ecosystems is illustrated by the hedge 
landscapes bordering the North Sea. In winter the hedges, though leaf- 
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less, still produce a roughness value of 0.9 m at Quickborn, near Ham- 
burg (van Eimern et a / . ,  1964, p. 17). Leafing out in summer raises the 
roughness of this flat landscape to 1.45 m. Shelter of the individual fields 
between the hedges changes the coupling of both plants and animals 
with the atmosphere, and it may also be that the roughened landscape 
extracts more heat from the marine air in winter (Fig. 3). 

COUPLING WITH THE SUBSTRATE 

An ecosystem’s energy budget is affected by access to the heat storage 
capacity of biomass, soil, rock, and water. Storage in biomass is usually 
small, except in forest stands,* so that we are considering substrate ca- 
pacity primarily. Capacity that is turned over in the diurnal cycle usually 
is at shallow depths within the root zone; capacity turned over in the 

Fig. 11.3. Heckenlandschaft of the coastal plain of the North Sea, near Hamburg, show- 
ing the small size of ecosystems in this long-settled region. Many field borders have hedges 
that provide shelter from ocean winds. 

* In which it may support evaporation at night when it has ceased in nearby pasture 
ecosystems (Hicks ef n l . ,  1975). 
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annual cycle extends deeper. In any case, heat stored in the substrate 
is more or less captive since lateral movement, except in aquatic eco- 
systems like streams, is usually minor. 

Thermal Admittance 

The thermal properties of a substrate include thermal conductivity 
(A) and volumetric heat capacity (pc) and can be combined into one 
expression, the thermal admittance, which indexes the daily (or annual) 
heat pulse that the substrate can take in and later pay out. 

Lettau (1967) has shown that experiments with micrometeorological 
processes can be carried on outside the laboratory by altering one cou- 
pling between a landscape element and its environment and observing 
the response. One method is to suddenly remove the shade from a 
surface and see how that surface responds to the pulse of solar energy. 
The response depends, if the atmospheric coupling does not change 
radically, on the coupling with the substrate shown by the coefficient 
of thermal admittance G. 

An immobile substrate is at a disadvantage in competing with the 
atmosphere for heat made available at the interface. If it is fluid, how- 
ever, it can compete well with the air because the efficient process of 
turbulent conductivity can operate beneath, as well as above, the sur- 
face. Thermal admittance is large, partly because specific heat c is larger 
for water than for rock, but principally because turbulent conduction 
operates faster than molecular conduction. 

Measurement of the three terms of thermal admittance is not difficult 
in the laboratory, though the bulk density p has to be determined with- 
out compacting the soil taken from the field. The specific heat c of the 
bulk soil can be determined from the proportions of mineral and organic 
particles, air-filled pores, and water. Thermal conductivity is determined 
by measuring heat flow at a known temperature gradient. Alternatively, 
thermal diffusivity, determined by observing the weakening and lag of 
a heat pulse moving into the soil, can be converted to admittance by 
taking its square root and multiplying by volumetric heat capacity. These 
parameters, however, are more difficult to measure under field condi- 
tions of stratification and spatial inhomogeneities typical of many soils. 
Information on the thermal admittance of natural surface covers, such 
as sod, mulch, snow, and aerated soil, is poor, especially in view of the 
effects of varying moisture content at different levels. 

Interaction of Heat and Moisture in the Soil 

Interesting interactions between fluxes of mass and energy are ex- 
emplified in the influence of moisture content on the thermal properties 
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of the soil. A moist soil has greater density and greater specific heat per 
unit mass because water (p = 1000 kg mP3, c = 4167 J "K-lkg.') has 
replaced air (p = 1.3 kg mP3, c = 1000 J O K - '  kg.') in the pores, so 
that heat capacity per unit volume or in a layer of given depth is much 
greater. A moist soil can store at least twice as much heat as a dry soil. 
Moist soil displays greater thermal conductivity, to which are added 
fluxes of heat by nonmolecular processes. The essential quantity of ther- 
mal admittance is increased in all three factors when a soil gains 
moisture. 

A moist soil competes more strongly with the atmosphere for the 
radiation absorbed at the interface between soil and air than a dry soil. 
It can take heat to considerable depths. Less heat, on the other hand, 
lingers in the shallow layers during the critical weeks of spring when 
the farmer is anxious to start his field work and finds the top soil still 
too wet and cold. 

Many land-management practices alter the coupling of an ecosystem 
with its substrate, even though their primary purpose might be to re- 
move weed competition, assure better seed germination, improve water 
intake and control, or increase soil aeration. Water management in crop- 
land, for instance, makes available water films up to 30-40 molecules 
thick on soil particles, filling small pores with water while leaving big 
pores full of air. One object of drainage of fields in the Midwest is to 
accelerate spring warming by concentrating the substrate heat flux in 
the upper layers. 

The covering of bare soil by growing foliage results in a drop in the 
daytime heat intake to a fraction of its earlier 3-4 MJ mP2. This is a 
familiar progression in annual crops and occurs in forest soil when the 
trees leaf out. 

ECOSYSTEMS AT THE ACTIVE SURFACE OF THE EARTH 

"The interface between the atmosphere and the solid earth is one of 
the most interesting boundaries in nature.. ." (Landsberg and Blanc, 
1958). Yet in many important respects it is unknown to us. Well back 
in the 19th century Voeikov drew scientific attention to what he named 
"the outer active surface" of the earth as a zone of the most intense 
energy and mass exchanges and consequent concentration of physical, 
chemical, and biological phenomena. Since that time the importance of 
this interface has at times been recognized in principle, but practice has 
not followed. Except when we are inside a building or a forest, this 
active surface is within our daily view; a teacher can ask students to 
look out of the window at the lawn, the tree tops, or the pavement of 
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the parking lot to see different kinds of active surface. Still, we have 
only sketchy knowledge of the basic characteristics of this surface that 
govern its coupling with the sun, soil, and air. 

The increased interest in climatic processes (U.S. National Academy 
of Sciences, 1980, pp. 21, 35), and especially in ecosystems as units for 
study promises to redress some of these areas of neglect. Whether they 
are considered as energy converters or as processors of water, carbon, 
nutrients, or urban wastes, it is necessary to understand their energy 
metabolism and to see how this metabolism is supported by energy 
inputs. 

Transient properties of ecosystems, such as their deformation in high 
winds, external wetting by rain, or increased internal moisture when 
soil moisture rises after rain, affect their coupling with the environment. 
Ecosystem characteristics play an important role in determining their 
own energy scenarios.* 

Basic factors that influence the ventilation, radiation budget, and heat 
and water budgets of an ecosystem through its coupling with the sun 
and air include (a) its area; (b) its geologic and geomorphologic site, 
which affects its ventilation and the capacity of its substrate to store 
nutrients, heat, and water; (c) its geographic location and altitude, which 
affect its inputs of energy; (d) species interactions in biological com- 
petition, regeneration, and succession; and (e) the mixed layer of the 
atmosphere. The influence of these factors depends on the closeness of 
couplings between the ecosystem and its environment. In this chapter 
we have identified such couplings as absorptivity of solar and longwave 
radiation, roughness, ventilation, and thermal admittance as being im- 
portant in energy modeling of an ecosystem. This identification forms 
a prelude to considering the specific energy fluxes themselves and gives 
us a means of evaluating the ways an ecosystem responds to the forcing 
functions from the outside world. 
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Give me the splendid silent sun, with all his beams full-dazzling. 
Walt Whitmari 

"Leaves of Grass," 1855 

The direct beam of solar radiation, when present, is the most prom- 
inent, exploitable, and directional" of all energy inputs into ecosystems 
at the surface of the earth. It is also the most variable, and its variations 
are a principal generator of variations in other energy fluxes. 

Two characteristics of the beam are important to ecosystems: (a) its 
high thermodynamic quality, which means that its energy is easily con- 
vertible to other useful forms, and (b) its changing pattern of intensity. 

NATURE AND SIGNIFICANCE OF THE SOLAR BEAM 

Because the mass of hydrogen that constitutes the bulk of the sun 
exceeds the critical mass, thermonuclear reactions proceed deep within 
it and produce energy that works its way by radiative and convective 
processes to the surface, from whence it is radiated outward into space. 
The energy flux density of this outward radiation is 70 X lo6 W mP2, 
and diminishes outward with the square of the distance from the sun. 

* The Latin word "radius," from which "radiare" (to emit beams) is derived, means the 
spoke of a wheel, and the idea of emitting rays in all directions has continued into present- 
day usage. Of all the beams the sun radiates, an ecosystem receives a particular beam, 
and the directional nature and orienting properties of this beam give it unique value to 
the system. 

31 
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At the mean distance of the earth it is about* 1375 W m-'. This is the 
energy flux received on the solar cells that a satellite of the earth stretches 
out to power itself. 

The sun emits photons at frequencies ranging from very high to mod- 
erate, which correspond to wavelengths less than 0.3 pm to several 
thousand pm. The energy at wavelengths greater than 4 pm is small. 
The energy e of a photon is equal to Planck's constant h (6.64 x 
J sec) times the photon's frequency v [(speed of light c)/(wavelength A)] 
and therefore to the reciprocal of its wavelength 

e = hv = hcA-I. 

The solar spectrum can be divided on the basis of these effects of photons 
in ecosystems. 

1. Wavelength greater than 
1.0 pm. 

2. 1.0-0.70 pm. 

3.  0.70-0.61 p m  

4. 0.61-0.51 pm. 

5. 0.51-0.41 wm. 

6. Ultraviolet (UV) segment 
A, 0.40-0.315 pm. 

Heating effects only; 0.29 of total 
flux. At A = 1.2 pm, photon en- 
ergy is 1.6 x l O - I 9 J  

Has elongating effect on plants; 
0.22 of total flux (bands 1 and 2 
make up the solar infrared) 

Strongly absorbed by chlorophyll 
(the red region) and manifests 
greatest quantum efficiency in 
photosynthesis (Milthorpe and 
Moorby, 1979, p. 98); also affects 
photoperiodic activity of plants; 
0.11 of total 

Low photosynthetic activity; peak 
sensitivity of the human eye 
(green, yellow); 0.18 of total; at 
A = 0.6 pm the energy of a pho- 
ton is 3.3 x 

Strongly absorbed by chlorophyll 
(blue); 0.11 of total 

Fluorescence in plants; 0.07 of total, 
but less studied than UV-B (Sil- 
berglied, 1979) 

* The exact figure is not yet certain. A recent estimate gives the range 1368-1377 W m - 2  
(Feygel'son, 1977) and a 6-month set of measurements averaged 1376 W m - *  (Hickey 
rt al. ,  1980). 
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7. UV-B, 0.315-0.280 pm. Antirachitic radiation with produc- 
tion of vitamin D; peak effect on 
sunburn of skin occurs at 0.297 
pm; germicidal activity; energy 
content about 6 x J per 
photon; 0.015 of total flux 

8. UV-C, Shorter than 0.28 Germicidal; erythemal; wave- 
lengths shorter than 0.26 pm are 
lethal to some organisms; 0.005 
of total flux from the sun* 

From the ecological standpoint it makes sense to divide the solar spec- 
trum into infrared, visible, and ultraviolet regions, bands 1-2, 3-5, and 
6-8, respectively. The incongruity of applying a biological criterion, the 
sensitivity of the human eye, to divide the range of a physical flux by 
distinguishing the “visible” range (bands 3-5) is only apparent because 
the intensity of photons in each of the three ranges has a distinct role 
in ecosystem development. Each range conveys a different kind of cou- 
pling of sun to ecosystem and a different value to human systems; win- 
dows in a house can selectively admit visible radiation and exclude solar 
infrared. One device can split the beam caught by a tracking mirror into 
a component for interior illumination and another used for heating or 
photovoltaic conversions (Metz, 1976). 

Measurement of the flux density of solar radiation at many wave- 
lengths produces a pattern that characterizes all radiating surfaces. In- 
tensity increases rapidly with wavelength up to a peak and then de- 
creases more slowly as wavelength continues to increase. Intensity 
plotted against wavelength forms a curve skewed to the right (Fig. 1). 
Although the quantity of energy per photon decreases over this spec- 
trum as wavelength lengthens, the numbers of photons change in such 
a way as to produce the characteristic flux density increase, peaking, 
then decrease in total energy flux. Energy flux is a nonlinear function 
of wavelength. This relation was discovered at the beginning of the 20th 
century by Max Planck (1901) in one of the great turning points in sci- 
ence. It combines wavelength, the temperature of the radiating surface, 
and three constants: 

pm. 

the speed of light c, 3.00 x loR m sec-I, 
Boltzmann’s constant k, 1.38 x lopz3  J deg-‘, and 
Plancks constant h,  6.64 x J sec. 

* This radiation can be produced artificially, but little in the natural beam at wavelengths 
shorter than 0.29 reaches the earth’s surface under the atmosphere as presently constituted. 
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B 0 10 20 30 40 50 60 70  

Fig. 111.1. Planck's relation, for two temperatures important in environmental studies, 
of the intensity of radiation emitted (flux density over a spectral band of 1 pm) at different 
wavelengths. Scale A shows wavelengths (pm) for emission from a surface at 6000°K 
(solar), scale B at 300°K (terrestrial). Ordinate is flux density per pm wavelength band 
(units are langleys sec ~ K ~ ' x 10- I' or 4.19 W m - Z K - s  X 10-l'). (Kondratyev, 1969, 
Fig. 1.4). 

For the specific case of the sun at 6000" K, the relation discovered by 
Planck has the expression (Grum and Becherer, 1979, p. 106) 

E ,  = 27rc'hA 5/exp[(hc/kA6000) - 11 

in which E ,  represents flux density of radiation at wavelength A.  Wave- 
length in both the exponent ( K ' )  and the numerator (K5) accounts for 
the nonlinear shape of the curve of radiation intensity as a function of 
wavelength at a temperature of 6000" K. Two standard operations can 
be performed on it: It can be differentiated to locate the wavelength at 
which emission is the strongest, and it can be integrated to determine 
the total energy flux from the surface at all wavelengths. 

Differentiation shows that maximum intensity of radiation from 
a 6000" K surface lies at 0.55 pm wavelength. This is Wien's displacement 
law, which was in fact identified before the more basic Plancks law. If 
the differentiation is carried out for different temperatures, Wien's law 
is expressed as 

h,,,T = 2897 x l o p 6  m deg (or 2897 pm deg). 

This relation expresses the fact that hot surfaces display peak radiation 
intensities at short wavelengths. Solar radiation is easily distinguished 
from radiation from a surface at a terrestrial temperature like 300" K. 

(b) Integrating Plancks equation gives the total flux of radiant en- 
ergy over all wavelengths. The form of this relation was also found prior 

(a) 
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to the discovery of the exact expression of Planck's law. It is 

E = ear4. 

Here E is the total flux of energy of all wavelengths in watts per square 
meter; u is the Stefan-Boltzrnann constant, which takes care of the nu- 
merical and dimensional conversions from temperature to energy flux, 
and has the value 5.673 x l op8  W m-2  deg -4; and E is emissivity, 
representing the degree to which real surfaces depart from being ideal 
or blackbody radiators. As seen earlier, its value approaches unity for 
many ecosystems. 

This equation shows why the radiation flux density emitted at the 
surface of the sun is so much larger than that emitted by an ecosystem. 
The ratio of 20 : 1 between the solar temperature of 6000" K and the 
ecosystem temperature of 300" K is taken to the fourth power. The eco- 
system radiates about 450 W m - 2 ,  the sun 70 x 106 W m '. At the great 
distance of a terrestrial ecosystem from the sun, the second figure is 
reduced to a value at most only three times the first, but varies with 
changing direction of the solar beam, and is zero at night. 

GEOMETRY OF THE SOLAR BEAM 

The solar beam as a vector quantity serves to orient organisms, and 
its continual but regular changes through the day and year provide in- 
formation but also pose a problem for ecosystems utilizing its energy. 
Two coordinates describe the angular position of the sun: azimuth (angle 
from north) and altitude (angle from the horizon). These are represented 
as the two polar coordinates on Fig. 2, which shows the apparent path 
of the sun through the sky at eight dates (five values of solar declination) 
over an ecosystem at 45" north latitude. 

Azimuth 

The solar azimuth varies through the cycle of the day, and also the 
year, except that it is 180" at local noon every day. At 45" N latitude the 
azimuth of the sun at sunrise varies from 56" (northeast horizon) at the 
summer solstice to 124" (southeast) at the winter solstice (Fig. 2). The 
rising and setting of the summer sun far poleward of east and west 
brings light in north windows and onto the north edges of forest bodies. 
The rate of change in azimuth varies slightly during the day, but not 
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180 
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Fig. 111.2. Paths of the sun across the sky at different seasons at 45"N latitude. The 
reader is invited to take a mental position at the center of the diagram and orient it. Then 
at the summer solstice the sun rises to your right, in the northeast at azimuth 55", and 
travels along path A. At 0800 it is located at azimuth 92", nearly due east, and at an altitude 
of 38" (shown by concentric circles with the horizon at the outer edge of the diagram and 
the zenith at the center). At solar noon, the solar azimuth is 180" and the altitude 68" 
(Brown, 1973). Path A, 22 June; C, 12 August and 1 May; F, equinoxes; I, 3 November 
and 9 February; K, winter solstice. 

so much as to prevent honeybees from extrapolating it during cloudy 
periods (Gould, 1980). 

Azimuth and Altitude 

At the winter solstice the sun (Fig. 2) rises in the southeast (azimuth 
125", altitude 0"); by 1000 hours it has traveled across the sky to azi- 
muth 152" and altitude 16", changing its azimuth more than its altitude 
above the horizon. By noon (azimuth 180') it has climbed no higher than 
21" above the horizon, and ridges still hide it from many mountain 
ecosystems. Changes after noon are symmetrical. Azimuth is important 
for row-crop ecosystems; east-west rows have different solar-energy 
regimes than north-south rows. 

The task of a sun-tracking device, whether in a plant or a solar furnace, 
is to follow the sun's azimuth and altitude. Some flowers of the high 
Arctic manage this problem at hours of highest sun (Dryus) or through 
much of the day (Pupaver) (Keran, 1975) with corollas that are spherical 
or parabolic collectors, depending on the size of the gynoceium or other 
part to be heated. Pollinating insects that bask in the corolla reach tem- 
peratures 6-15°C above air temperature. 
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The motion of the sun produces a complex movement of shadows, 
which turn and change shape at the same time. The shadow line in 
forest openings can be determined graphically, or computed, to deter- 
mine the number of hours of sun and shade experienced by vegetation 
at different places in the opening (Satterlund, 1977). Graphical solutions 
portray the complex pattern of shade in a deep alpine valley, where 
winter sun is at a premium (Garnett, 1935) and where human settle- 
ments are located only where solar energy can reach. 

Altitude 

For horizontally extended ecosystems remote from ridges that might 
shade them, solar azimuth is less important than sun height or altitude 
( h )  above the horizon because the vertical component (S') of the solar 
beam on their top surfaces is a sine function of altitude 

S' = (/dR2) sin h. 

(The flux density of the solar beam is represented by /dR2, where R is 
the seasonally changing distance from the sun in proportion to its mean 
distance and lo is the mean annual flux density of the beam, taken here 
as 1375 W mP2. )  

As Fig. 2 shows, the winter sun at the 45th parallel is never higher 
than 21". Since sin 21" is 0.36, only a third of the energy flux in a square 
meter of the direct beam is received on a square meter of ecosystem 
canopy. The ratio at noon (sin 68" = 0.93) in summer is 0.93. At high 
angles the sine function changes little, and the vertical component of 
the beam remains about the same for several hours of midday. 

The change in altitude during the course of the day provides, like the 
change in azimuth, a sampling of beam angles for leaves of different 
orientations and vertical angles in an ecosystem. Low sun altitude at the 
beginning and end of the day is important to vertical leaves, for instance. 

The two astronomical factors that govern sun altitude h are combined 
in a neat expression: 

sin h = sin c$ sin 6 + cos c$ cos 6 cos t .  

The three independent variables represent the areal variation in the 
angle of the solar beam due to latitude +, the seasonal variation or de- 
lineation 6, and time of day t ,  the hour angle from solar noon. The 
change during the morning hours in most of the earth is from 0 to 40 
or 50" (or more), a rate of 6-8" hr- ' .  The mean flux increase during four 
morning hours at the month when it is fastest is shown in Table I. The 
sun in equatorial regions frequently encounters a sky full of moisture 
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TABLE I 

Increase in Energy Flux Density of Vertical Component of Dirert Beam 
during Morning" 

Change in flux 
density 

(mW rn-' 
Station Latitude sec l)e Remarks 

Kinshasa 4"s 19 Equatorial 
Keetmanshoop 27"s 41 Desert site 
Tashkent 41"N 25 Interior 
Pavlovsk 60"N 13 Near Leningrad 
Resolute Bay 75"N 5 High Arctic 

' From data of isopleth diagrams in Berliand (1965). 
"The rate of change (sec-I)  of the vertical component of the 

direct beam (mW m-') can also be written rnJ m ' sec-2; the 
analogy to an acceleration (the sec ~' term) emphasizes its role as 
stimulus or forcing function in an ecosystem energy budget. 

and haze, and the direct beam increase is small. In high latitudes the 
solar input on ecosystems is more gradual-and prolonged; the small 
diurnal variation in solar altitude reduces the frequency of inversions 
and ground frosts (Corbet, 1969). 

A convenient reference point in the day is solar noon, when t = 0 
and cos t = 1, and the equation becomes sin h = sin + sin 6 + cos + 
cos 6. 

90 - h = + - 6, h = YO - + + 6. 

At noon the sun altitude is equal to 90" less the latitude plus the dec- 
lination. At Milwaukee's latitude (+43"), h = 90" - 43" + 6 = 47" + 
6. At Christmas, when 6 = - 23.5" (the sun being in the southern hemi- 
sphere), h = 47" - 23.5" = 23.5", quite low in the sky. At midsummer's 
day, when 6 = +23.5", I7 = 47" + 23.5" = 7 0 3 ,  not fully vertical but 
still very high. 

Most solar collectors are fixed flat plates that cannot be changed to 
remain perpendicular to the noonday solar beam through its seasonal 
changes; otherwise the tilt would be 66" from the horizontal in December 
and 20" from it in June. If we split the difference and tilt the collector 
south at an angle equal to the latitude, it will collect 12.2 MJ m-2 * on 
an average summer day (Duffie and Beckman, 1976). This compromise 
tilt improves on a horizontal collector in winter (6.5 MJ m-2) and receives 
less (18.0 MJ m-2) in summer when the space-heating demand is less. 

* I kW h = IO' x 60 x 60 J = 3.6 MJ 
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Length of Day 

Figure 2 also shows the number of hours the sun path lies above the 
horizon: 9 hr in winter, 15 hr in summer. The length of the light and 
dark periods with their respective roles in physiological processes and 
the changing ratio of dark to light are major direct and indirect factors 
in the energy budget of an ecosystem. At Christmas (northern hemi- 
sphere) the days have ceased getting shorter. By Easter they are longer 
than the nights, and light has definitely overcome darkness (Table 11). 
Day length provides an informational energy pulse that helps the in- 
ternal cycles of organisms stay in phase with each other and anticipate 
cyclic changes in the environment that lag after changes in the solar 
beam. This is the circadian rhythm. 

Horizontal planes on the earth poleward of the tropics never expe- 
rience the vertical sun, but daily exposure to the slanting beam in sum- 
mer lengthens poleward as the noon altitude diminishes. The net result 
is that solar radiation totaled through a summer day is nearly the same 
at all latitudes in the summer hemisphere. In winter, on the other hand, 
days shorten, and sun altitude diminishes with increasing latitude; the 
two trends reinforce one another, and the daily pulse of solar energy 
is much less at a high latitude than a low. The latitude of an ecosystem 
is more important in winter. 

INCIDENCE OF THE SOLAR BEAM ON ECOSYSTEMS UNDER THE 
CHANGEABLE ATMOSPHERE 

The altitude h of the sun determines not only how direct is the impact 
of the energy flux in the solar beam on a leaf or ecosystem, but also how 
long a path the beam must travel through the often turbid atmosphere 
before it reaches the ecosystem. In contrast to the precise trigonometric 

TABLE 11" 

Sunrise" Sunset" 

15 December 0716 1618 
15 March 0604 1758 
15 June 0412 1932 (15.3 hr length) 
15 September 0531 1802 
15 December 0716 1618 

a Milwaukee (43'" latitude). 
" Central standard time. 



40 111. DIRECT SOLAR RADIATION 

relation governing solar altitude, there is little precision in the atten- 
uation of the beam. 

The solar beam is depleted exponentially along its path; the longer 
the path the greater the depletion, but the amounts are highly depen- 
dent on photon energies, i.e., wavelengths, and the composition of the 
air. The atmosphere is most transparent in the wavelength range to 
which our eyes are sensitized, and it takes an effort of the imagination 
to visualize it as opaque or gray, yet for many other wavelengths it is. 
Many photons of the highest intensity are absorbed in photochemical 
reactions in the high atmosphere. Others are absorbed in heating mol- 
ecules of oxygen and water vapor without chemical change, and others 
are refracted by air molecules or cloud droplets. Dust takes a further 
toll. 

Path Length through the Overlying Atmosphere 

E x , ,  at a given wavelength is Beer’s law: 
The basic expression of attenuation of a beam with initial intensity 

Eh/EA,x = exp ( -csc h Jox kAp dz), 

in which E A  is the fraction reaching the surface at z = 0 (where z is the 
geometric height), k, the coefficient of absorption and scattering, p air 
density, and csc h expresses the approximate path length as a function 
of solar altitude. 

Many forms of depletion, expressed by k,, are amenable to mathe- 
matical formulation but in expressions difficult to work out numerically, 
and others are yet little understood. The interactions of photons of dif- 
ferent energy contents with the many kinds of gas molecules, particles, 
droplets, and clouds of particles and droplets in the earth’s often murky 
atmosphere are highly complicated, but all deplete the beam. Absorbed 
photons go no farther, but some that are scattered out of the beam reach 
underlying ecosystems from area sources, the sky and cloud bases, and 
will be discussed in the next chapter. 

Water droplets scatter the solar beam, but clouds of droplets have a 
more complicated effect that includes absorption. They weaken the 
beam and frequently block it, so that the disk of the sun is not visible 
and beam radiation vanishes from the environment of an ecosystem. 

Path length through the atmosphere depends on sun altitude, and 
Beer’s law can be generalized by a transmission coefficient T taken to 
the exponent rn representing path length. The path of the ray from ze- 
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nithal sun to an ecosystem near sea level is taken as rn = l,* i.e., aunit 
or minimal depth of atmosphere. (A value less than 1 is possible at 
mountain sites.) As the sun altitude h increases, rn increases with csc 
k, down to low altitudes. At sun altitudes previously mentioned, rn is 
as follows for ecosystems near sea level: 

90" 1.00 45" 1.4 
70" 1.06 20" 2.9. 

Over longer paths more opportunity exists for scattering and absorption 
to select certain wavelengths, in general reddening the beam. Photog- 
raphers like the "long interesting shadows" and the "warmer golden- 
orange light" of low sun (Sealfon, 1977). 

Beam flux density is equal to an exponential diminution of the extra- 
terrestrial flux density (taken here as 1375 W m-2): 

incident flux density = 1375 r"', 

in which T is a generalized transmission coefficient for all solar wave- 
lengths and is about 0.8 in clean air and 0.7 in the average. Under an 
atmosphere of average transmission characteristics, the flux density in- 
cident on an ecosystem growing on a slope perpendicular to the beam 
is (1375) (0.7)'.06 = 940 W m p 2  on a summer noon at the 45th parallel 
when sun altitude is 70" and rn = 1.06. When the sun is low and the 
path is long, a change in atmospheric transparency has a large effect on 
the flux incident on an ecosystem. 

Scattering and Absorption in Clean Air 

Although a "clean" atmosphere is harder and harder to find in view 
of the broadening scale of atmospheric pollution, it can serve as a starting 
point. Rayleigh scattering, most marked in the blue and ultraviolet wave- 
lengths, causes the beam to be depleted in a clean dry atmosphere as 
shown in Table 111. 

The next step is to consider an atmosphere with absorptivity by ozone, 
oxygen, and water vapor. If the vapor content is 10 kg in an atmospheric 
column of 1-m2 cross section, absorption further depletes the solar beam 
as shown in Table IV. The remnant beam when sun altitude is 90" is 
therefore 1.0 less 0.09 scattered and 0.09 absorbed, for an input of 0.82 
of the extraterrestrial flux. Ecosystems at sea level receive (0.82)(1375) 
W mW2, or 1128 W m-2 through clean, relatively dry air. 

Absorption by atmospheric gases other than ozone averages, over the 

* "m" is sometimes called "air mass," but this usage is confusing because the term has 
had an entirely different meaning in synoptic meteorology. 
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TABLE 111 

Depletion of the Direct Beam by ScatteririR i n  
a Clean Dry Atmosphere" 

Sun altitude m Depletion of beam 

90" 1.0 0.09 
70" 1.06 0.10 
45" 1.4 0. I2 
20" 2.9 0.22 

Data from Schulze (1970, pp. 53, 55) 

year about 2 W m-' by C02,  4 W m-' by oxygen (distributed through 
the depth of the atmosphere), and 80 W m p 2  by water vapor (mostly 
in the lower layers of the atmosphere) (Robinson, 1966). 

Flux Density under Atmospheric Aerosols 

The term "aerosols" takes in a wide range of kinds, shapes, sizes, 
and concentrations of droplets and particles in the air, and these attri- 
butes control their interactions with photons in the solar beam. "The 
distribution and properties of aerosols are highly variable and not well 
known" (Kondratyev, 1972, p. xii). Empirical indexes of attenuation are 
obtained by measuring beam intensity at the surface and comparing it 
with what it would be under clean dry air, taking into account the path 
length m. In the early days of air-mass analysis in synoptic meteorology, 
when observations aloft were few, it was felt that an index of turbidity, 
representing the effects of water vapor and aerosols, would identify 
airstream sources, and a contemporary book on synoptic meteorology 
(Chromow, 1940) presents the data of Table V. 

Aerosol and gas absorption, added to the depletion caused by scat- 
tering, removes fractions at different indexes of turbidity as shown in 

TABLE IV 

Depletion of the Direct Beam by Absorption in a Clean 
Atmosphere 

Absorption by Absorption by 
Sun altitude m 0 2  and 0 3  water vapor 

90" 1.0 0.02 0.07 
70" 1.06 0.02 0.07 
45" 1.41 0.02 0.08 
20" 2.9 0.03 0.10 
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TABLE V 

Linke Turbidity Index under Different Midlatitude Air Streams" 

Karadag Washington, Madison, 
Moscow (Crimea) D. C. Wisconsin 

Arctic and maritime polar air 2.5 2.6 2.6 2.2 
Continental polar air 3.1 2.7 2.8 2.6 
Continental tropical air 3.5 3.1 3.7 3.5 

I' Data from Chromow (1940, p. 225). 

Table VI. At low sun altitudes, more than half the initial flux density 
is lost in transit. 

In general, depletion of the whole solar beam is not excessive, oth- 
erwise we could not see the planets or the sun itself, but turbidity is a 
hindrance that meteorologists could overcome only in part by working 
on high mountains. Langley (1884), in reporting results of an arduous 
set of solar measurements at Mt. Whitney, stated that in attempting to 
measure extraterrestrial solar energy "we are as though at the bottom 
of a turbid and agitated sea, and trying thence to obtain an idea of what 
goes on in an upper region of light and calm." Radiation modeling found 
that a fivefold increase in aerosols "blocks out beam radiation com- 
pletely" (Lettau and Lettau, 1969), and the sun would become invisible 
in a cloudless sky! Visible radiation as a fraction of total solar is a function 
of turbidity (McCartney and Unsworth, 1978). Depletion on heavily 
polluted days in Milwaukee was greater in morning haze, but on days 
of moderate pollution greater in the afternoon when solar heating mixed 
particles through a deep layer (Bridgman, 1980). 

Summer aerosol turbidity over the U.S. is double that of winter in 
airstreams from the same source regions. High turbidity is associated 

TABLE VI 

Depletion of the Direct Beurn in Turbid 
A f rnospheres a 

Linke turbidity index 

Sun altitude 1.90 2.75 3.75 

90" 0.17 0.23 0.31 
70" 0.18 0.24 0.32 
45" 0.22 0.29 0.39 
20" 0.37 0.49 0.60 

' Data from Schulze (1970, p. 55). 
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with anticyclonic stagnation (frequent in the southern Appalachians) 
and maritime tropical air in summer (which in addition carries high vapor 
concentrations). Low values occur after front passages, more because 
of arrival of fresh polar air than because of any supposed cleansing effect 
of rain. 

Interruption of the Solar Beam by Clouds 

A thick cloud scatters (and also absorbs) the solar beam to the van- 
ishing point (Fig. 3). The optical thickness depends on the quantity of 
liquid water in the cloud droplets and how finely divided the water is, 
i.e., the surfaceholume ratio. For example, the incident beam is reduced 
to 0.1 by a 90-m path through stratus and altocumulus clouds (Coulson, 
1975, p. 53). It is reduced to 0.01 of its incident strength after only 70 
m in fainveather cumulus and 35 m in Cumulus congesfus. In clouds of 
the planetary boundary layer, liquid-water content seems to be the prin- 
cipal factor (Stephens et al., 1978). Terrain-bound clouds have a system- 
atic influence on the beam, as  do clouds that form in a diurnal regime. 

The duration of beam radiation at a site is not hard to measure, the 

Fig. 111.3. Even small clouds can interrupt the direct beam. Ecosystems in the Aus- 
tralian interior are shaded in this picture. 
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most ingenious device being a burning-glass sphere that concentrates 
the beam to burn a spot on a card; as the sun moves, a burned line is 
traced across the card, the length of which measures the hours of sun- 
shine, though not the energy flux density. 

Duration of sunshine in the conterminous United States ranges from 
a mean of 0.41 in December in the Northeast to a mean of 0.87 in August 
in the Southwest. In any one region the difference between extensive 
sheets of stratiform clouds in winter storms and smaller (but deeper) 
convective clouds in summer is about 0.2 (Angell and Korshover, 1975). 
Long-term variability is due chiefly to variability in cloudiness (Angell 
and Korshover, 1978). Duration reached maxima in the Great Plains and 
in the analogous zone in the Soviet Union in the mid-1930s (Berliand, 
1976). The variance of annual direct-beam mean flux densities reflects 
these differences in duration and also reflects variations in atmospheric 
transparency. 

Periods of low input occurred around 1915 and 1965 at Leningrad and 
since about 1950 at Iakutsk (Berliand et al . ,  1972). Low years run 0.05 
below the average. * From the standpoint of ecosystem energy conver- 
sions, these are years when solar radiation is less in quantity, has a more 
isotropic, less directional geometric character, and is somewhat richer 
in the high-frequency end of the spectrum. 

INCIDENCE OF THE SOLAR BEAM ON ECOSYSTEMS OF DIFFERENT 
ATTITUDES 

The receiving surfaces of ecosystems lie at many angles of orientation 
relative to the direction of the solar beam. It is convenient to class these 
as (1) perpendicular (or "normal") to the direction of the beam, which 
presupposes either a transient state or a heliotropic plant that tracks the 
ever moving sun; (2) horizontal surfaces on which the beam flux density 
is multiplied by the sine of the solar altitude; (3)  vertical walls; and (4) 
sloping surfaces. On these surfaces the incident flux density may be 
more or less than that on a horizontal surface, depending on the angle 
at which the slope faces the sun. 

Normal-Incidence Solar Radiation 

Although attenuated over a long path, the low sun in the early morn- 
ing delivers a strong energy flux to walls, animals, and vertical leaves 

*. Part of this loss is recovered as diffuse radiation; the net decline in total solar radiation 
is 0.14 of the beam variation in low latitudes and 0.20-0.24 of it in high (Budyko, 1974, 
p. 298). 
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that receive its full impact. At 0600 the solar beam on an average day 
in June delivers 320 W m-' to a normal surface at Karadag (45"N), four 
times the flux on a horizontal surface. The curve rises sharply to more 
than 500 W m-2, where it holds for several hours, then drops as sharply 
to zero at sunset. A sun-tracking surface adds the most energy when 
the sun is low in the sky at the beginning and end of the day. The 
difference at 45"N is substantial over the whole year: 172 W m-' average 
flux against 100. It is still larger at a higher latitude: 114 against 55 W 
m-' at Pavlovsk (latitude 60"N) (Kondratyev, 1965, p. 310). 

Solar-energy installations that concentrate radiation in order to obtain 
high temperatures must use the direct beam. These installations include 
solar furnaces, in which the incoming beam is concentrated several hun- 
dredfold," and devices for raising steam or obtaining high-temperature 
heat (1O0-40O0C), which operate at smaller concentrations, often with 
single-axis collectors. Pointing errors are important but can be reduced 
to 1 min of arc (Hughes, 1980). 

The direct beam can provide valuable heat to organisms, 
even in winter, if they present the right angle to it (Fig. 4). Sun scald 
of tree trunks results from solar heating of the sun-facing side. Peccaries 
in Arizona reverse the nocturnal heat loss of 155 W m-' and gain 23 
W m-' during the day (Zervanos and Hadley, 1973). Lizards that bask 
on sunny days can remain active all winter (Congdon et al. ,  1979). Insects 
in the summer Arctic and at high altitudes in the midlatitudes make use 
of the direct beam, especially as focused by the Arctic poppy mentioned 
earlier. This symbiosis is an ingenious conversion of solar energy to 
warm an insect enough for its wing muscles to function so it can fly 
with the pollen it has picked up. A mutual dependence of plant and 
insect that has evolved over the ages is powered by the direct beam. 

Basking. 

Incidence of the Direct Beam on Horizontal Surfaces 

Ecosystems that present an extensive horizontal surface to the sky 
and sun, perhaps a wheat field in Kansas, experience the vertical com- 
ponent (sin k) of the solar beam. The dominating influence of solar al- 
titude on both the sine effect and path length is displayed in empirical 
relations with the flux density of the vertical component of the solar 
beam. Approximate values of the clear-weather energy flux at several 
sun altitudes at Russian stations are shown in Table VII (Berliand, 1965). 

* A solar furnace of moderate size at the U.S. Natick Laboratories in Massachusetts 
produces an energy flux density of 4 x 10' W m-* (Davies and Cotton, 1957), which 
comes within a factor of 15 of the initial flux density at the sun. 
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Fig. 111.4. Birds in cold climates locate the spots where convection is weak and solar 
energy absorbed in their dark plumage is retained. Air temperature - 10°C on a sunny 
January day in Milwaukee. At right angles to the solar beam dark plumage is most effective 
(Lustick et al., 1980). 

TABLE VII 

Relation of Direct Solar Radiation on a Horizontal 
Surface to the Height of the Sun" 

Direct-beam solar radiation on a 
horizontal surface (W m ') 

Sun Under an atmosphere 

(deg) transparency Extraterrestrial 
altitude of average 

0 0 0 
10 90 246 
20 250 465 
30 400 780 
40 520 875 
50 660 1042 
60 760 1180 
70 830 1265 

" Data from Berliand (1965). 



48 

TABLE VIII 

Bounda y-Layer Stability at 
Different Sun Altitudes" 

111. DIRECT SOLAR RADIATION 

~~~~~~~~~ 

Sun altitude Pasquill's stability 
(deg) class 

night - 2  
0-15 0 

15-35 1 
35-60 2 
>60 3 

" From Luna and Church (1972) 

Associations of solar altitude with direct-beam input indicate absorp- 
tion of radiant energy and approximate the generation of sensible heat 
and the destabilization of the lower air. This chain of relations hangs 
together well enough to provide a rough approximation of the stability 
classes used in calculating the dispersion of pollutants. Large values of 
Pasquill's index (see Table VIII) denote instability that grows as the day 
progresses. Estimation can be further simplified by approximating sun 
altitude by shadow length (Lavdas, 1976). Formation of clouds in a diur- 
nal regime that follows the diurnal regime of evapotranspiration (Weis- 
chet, 1980) and the upward mixing of particles (Bridgman, 1980) tend 
to modify the geometrical simplicity of the march of solar altitude and 
reduce afternoon flux. 

The total flux received during a day, represented by the 
area under a daily curve, has two dimensions-the midday peak and 
the day length. A winter day is short, and its peak flux is weak compared 
with that of a summer day. The total energy input varies with the prod- 

Daily Totals. 

? 
E 
z 

Fig. 111.5. 

300- 

200- 

100- 

0- 

-100 - Q M J S D 

Flux density (W m-2)  of solar radiation through the year at lakutsk (62"N 
1atit;de) (means 1954-1959). (1) Direct solar beam on a surface perpendicular to it; (2) 
vertical component of the direct beam; ( 3 )  diffuse solar radiation, also on a horizontal 
surface. (Data from Barashkova et al., 1961, p. 447). 
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uct of these two ratios: Q the day length at latitude 60" times h, the peak 
intensity, or about h. 

The factors of solar altitude, day length, and atmospheric clarity join 
together to shape the annual regime of daily totals of the vertical com- 
ponent. Figure 5 shows three fluxes through the year at Iakutsk, Siberia 
(62"N), a high-latitude station with a large seasonal variation: direct 
beam at normal incidence (1) and its vertical component (2). It also shows 
diffuse solar radiation (3) scattered downward out of the solar beam 
(to be discussed in Chapter IV). The range in the normal-incidence beam 
(curve 1) from December to June is from 13 W m-' to 250, twenty times 
as much. The vertical component of the direct beam is a little greater 
than the input of diffuse radiation (curve 3). 

Direct-Beam Flux on Sloping Ecosystems 

The orientation (or aspect) of a sloping ecosystem, measured by its 
azimuth angle, and the changing azimuth of the sun as it journeys across 
the sky, along with the pair of elevation angles (the altitude of the sun 
and the steepness of the slope) are members of an equation for solar 
flux on the ecosystem (Robinson, 1966, p. 41). The simplified equation 
sets A as the difference between the azimuth angles of the sun and the 
slope, and steepness as E.  

cos p = cos E sin h + sin E cos h cos A,  

in which cos p is the function converting the flux in the solar beam to 
the flux normal to the slope in question. (p is the angle between the 
direction of the sun and a line normal to the slope; for a horizontal 
surface it corresponds to the zenith angle of the sun.) 

This formula is laborious to use, and many workers have compiled 
graphs and tables of its solution for many slopes, locations, and times 
of year. An algorithm to calculate daily totals (Swift, 1976) covers more 
cases and requires as inputs only the Julian date, latitude, and slope 
steepness and orientation. 

Shading from the direct beam by neighboring slopes also must be 
taken into consideration in deeply dissected country. East-west valley 
floors in the Alps below 20" slopes receive 0.46 of the radiation incident 
on a freely exposed flat surface, but north-south valley floors receive 
0.89 (Dirmhirn, 1964, p. 193). In valleys that lie east-west the sun-facing 
slope (called adret in the Alps) has a suite of ecosystems distinct from 
the opposite slope (or ubuc). In north-south valleys the early morning 
heating of the east-facing slopes gives biological and geophysical pro- 
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cesses an earlier timing than that on the west-facing slopes, and this 
timing often affects the circulation of the mountain-valley breeze system. 

Lee and Baumgartner (1966) mapped the solar climate at 22,000 grid 
points over 350 km2 of mountains in Germany and found that over about 
half the area solar inputs ranged from 0.95 to 1.05 of that to an unshaded 
horizontal ecosystem; 2% of the area received more than 1.20 of the 
input to a horizontal surface. South-facing ecosystems in a mountain 
basin received 0.05 more beam radiation than a meadow during the 
snow-melting season in the Sierra Nevada (latitude 39”N, elevation 2.0 
km), and those facing north received up to 0.10 less (Fig. 6). The resulting 
difference of three weeks in their melting regimes prolongs the period 
of meltwater yield from the whole basin. Similarly, east-facing ecosys- 
tems begin and end their daily pulses of meltwater generation 2-3 hr 
earlier than west-facing ecosystems; their juxtaposition prolongs the 
diurnal meltwater wave in the stream that drains both slopes. 

SPATIAL PATTERNS AND ECOLOGICAL CONSEQUENCES 

Microscales, Local, and Mesoscale Patterns 

At microscales the interplay of light and shadow in the foliage is an 
environmental condition that the photosynthesis apparatus readily deals 
with; gardeners know the value of dappled light for certain species. 
Leaves in more continuous shade deep in the foliage tend to have struc- 
tures that accommodate the special energy input. The moving sun flecks 

CASTLE PEAK 

1.00 - 1.02 
0.97 - 0.99 
0.94 - 0.96 
0.90-0.93 

Fig. 111.6. Relative direct-beam flux on topographic facets of the basin of the Central 
Sierra Snow Laboratory as of 1 May (flux on horizontal surface = 1.00). Statistically sig- 
nificant differences were found between facets for ablation of the spring snow cover. 
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beneath forest canopy bring bursts of direct-beam flux to forest-floor 
vegetation. 

At a larger scale, a man in the mountains under a 1000 W mP2 solar 
beam* and a pedestrian on a hot day in the city under a 700 W m-2 
beam soon learn the rudiments of the local pattern of the direct flux. 
Handel's wish that ". .. . where'er you walk/ Trees shall crowd into a 
shade" refers to strong summer sunshine; in contrast, almost without 
thinking, we seek the sunny side of the street in winter. 

Mesoscale patterns of beam energy, discussed earlier as slope effects, 
have ecological consequences in stands of Western white pine on:20% 
slopes in Northern Idaho (noon sun altitude in summer 60-65"): 

(1) The site index is greatest on northeast slopes, being 64 at azimuth 
46" compared to 61 at azimuth 226". (The mean daily values of the com- 
ponent of the solar beam perpendicular to these two slopes differ by 
about 40 W m-2 in summer.) 

The basal-area growth of individual pines, in contrast, is optimum 
on south slopes (azimuth 201") (Stage, 1976), an unexpected fact xon- 
firmed by analyzing slope aspect, steepness, and habitat effects in other 
common tree species. 

Urban dust domes reduce solar flux density by 10-20%, and more in 
the ultraviolet, and were one of the first biological costs of the Industrial 
Revolution. Comparison of visible-range beam radiation in central Mil- 
waukee with that at the field station of the University of Wisconsin- 
Milwaukee 50 km north showed 0.24 lower flux density in the city. 
Greatest depletion was in the blue, where it was 0.35 (Bridgman, 1978, 
1980). 

(2) 

Larger-Scale Patterns 

Persistent clouds cut off the solar beam in many coastal lands and 
mountains. Advected coastal fogs and stratus reduce solar impact for 
20 km or farther inland in central California; in northern Japan they 
handicap rice growing. A rapid decrease with distance of a spatial cor- 
relation of sunshine duration is found at stations in the southeastern 
and southwestern United States and is ascribed to different solar regimes 
at coastal and inland places (Angel1 and Korshover, 1975). 

Mountain ranges often support different cloudiness regimes than do 
lowlands and produce spatial differences in the direct-beam radiation 

* Strong sun in the Andes is uncomfortable because of the radiation gradient between 
the sun-exposed and the shaded parts of the body (Prohaska, 1970). A similar problem 
in balancing the temperature in an office budding is caused by the directional solar beam. 
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TABLE I X  

Mean Annual Values of Vertical Component of Direct-Beam Solar Radiation at 
Stations near the 60th Parallel North" 

Mean annual 
vertical 

component of 
Station Longitude solar beam Remarks 

Lenvick 
Bergen 

Helsinki 
Leningrad 
Voeikovo 
Ivdel' 
Sytomino 
Vanavara 
Iakutsk 
Okhotsk 

1"W 
YE 

25"E 
30"E 
30"E 
60"E 
62"E 

102"E 
128"E 
143"E 

40 
42 

58 
45 
50 
54 
56 
55 
68 
55 

Atlantic storms 
West coast location; a hearth 

of wave cyclone 
investigation 

Urban site 
Rural site east of Leningrad 

Continental interior 
Foggy coast of the Pacific 

Data from Berliand (1964). Data given in watts per square meter. 

received by ecosystems. Convective clouds occur from time to time in 
the summer in the Sierra Nevada but almost never over the Central 
Valley. Conversely, frequent anticyclonic circulation aloft in winter fa- 
vors radiation fog several hundred meters thick that keeps valley eco- 
systems in deep gloom for days or even weeks at a time; meanwhile, 
the ridges bask in intense sunshine (Miller, 1977, p. 356). Terrain-bound 
clouds and fog show up plainly in satellite imagery, e.g., in the Rhine- 
graben and Munster embayment (Wiessner and Fezer, 1979). 

The 60th parallel of north latitude (which coincidentally was the locale 

TABLE X 

Duration of Photosynthetically Active 
Beam Flux at Flux Densities Exceeding 
300 W m-' at Different Latitudes" 

Latitude 21 December 21 June 

0" 9.0 9.0 
20"N 7.0 9.8 
40"N 3.0 10.5 
60"N 0 11.0 

' Data from Shul'gin (1967, p. 96). 
Data given in hours. 
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of much of the pioneering research on solar radiation) traverses several 
cloudiness regions, which cause substantial differences in the vertical 
component of the solar beam (Table IX). 

Considering only the photosynthetically active fraction of the direct 
beam at the winter and summer solstices, different latitudes can be com- 
pared in terms of hours of flux densities exceeding 300 W m-* (Table 
X). The poleward decrease in winter is larger than the poleward increase 
in summer when the whole hemisphere is well supplied with solar 
energy. 

However, this season of high solar-beam input in the north lasts only 
a short time; as the sun turns back southward, days begin to shorten. 
High-latitude ecosystems are geared to a season of strong solar energy 
that lasts only a brief time. The latitude of an ecosystem expresses itself 
not in the June peak flow of energy, but rather in the shortness of the 
growing season. 

We have spoken principally of the changes in direct-beam flux through 
the day and year and from place to place. These are a central fact of life 
in the environment of ecosystems and often the most variable quantity 
in their energy budgets. 
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A large fraction of the solar energy scattered out of the direct beam 
as it passes through the atmosphere nevertheless reaches ecosystems 
at the earth's surface. The flux they receive tends to be stronger in the 
short wavelengths than is beam radiation, and they receive it from the 
whole dome of the sky. It causes no glare and casts no shadows and 
penetrates deep into ecosystem canopies. It remains for many hours 
daily at an intensity well-suited to photosynthetic energy conversion 
and reduces the abrupt change in radiant-energy loading that otherwise 
would occur when a moving line of shade crosses the photosynthetic 
apparatus in a leaf. 

Scattering takes several forms. Radiation of short wavelengths is ef- 
fectively scattered by air molecules. Particles in the atmosphere scatter 
differently than air molecules, and small particles scatter differently than 
large ones. Further differences result from the chemical nature of aero- 
sols, which affects their refractive index. Droplets in the atmosphere 
have different sizes and refractive indexes and occur in concentrations 
up to the dense crowding of water droplets in clouds, which areeffective 
scattering and reflecting agents. Most complex are the interactions be- 
tween photons and the many sizes and shapes of aerosols in different 
layers of the atmosphere. Ecosystems under such a changeable atmo- 
sphere receive a variable energy flux, difficult to calculate but easy to 
measure by a shaded pyranometer (Fig. 1). 

THE DIFFUSE FLUX GENERATED BY RAYLEIGH SCATTERING 

Rayleigh scattering by air molecules is the dominant process in clean, 
dry air. At a sun height of 45" this mode of scattering delivers about 55 
W m-' to the earths surface, considerably smaller than the flux densities 

56 
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Fig. IV.l. Low angle of the shade ring of a pyranometer on a midwinter day at latitude 
56”N is shown by Dr. Christensen at the H~jbakkegaard Experiment Station near Copen- 
hagen, where diffuse solar radiation keeps photosynthesis going almost all winter. 

under turbid or cloudy air. The Rayleigh formula for the volume coef- 
ficient of scattering is 

UA = 3 2 ~ ~ ( n ~  - 1)’/3NA4, 

in which nA is the refractive index, N the number of particles per unit 
volume, and A the wavelength (Kondratyev, 1969, p. 177). This coeffi- 
cient is used in Beer’s law to determine scattered flux density. 

The coefficient of scattering of beam radiation in a unit volume of air 
is very small for wavelengths in the solar infrared portion of the spec- 
trum-a tenth of the coefficient of scattering of red light and a hundredth 
of that of blue light. A secondary factor is the number of molecules per 
unit volume; the downward flux is much less at high altitudes-at 3 km 
it is about one-third less than near sea level (Flach, 1965). 

The scattering of photons around a molecule is principally forward 
and backward, and about half of the flux scattered out of the solar beam’s 
vertical component reaches the ground. Two parts of the sky generate 
large fluxes: the lower elevations near the horizon (where more air 
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molecules are present) and an area around the sun. An area opposite 
the sun generates substantially less flux than other parts of the sky. 
[Details of the instantaneous patterns may be found in Robinson (1966) 
and Kondratyev (1969).] This lack of isotropy complicates the calcula- 
tion of the diffuse flux incident on sloping ecosystems (Kondratyev, 
1977, p. 18). 

Brooks (1959, p. 47) suggested that about 0.45 of the flux received at 
the surface could be considered as "localized in a large cone angle 
around the sun" and treated geometrically like the solar beam. Its move- 
ment across the sky is like the sun's path discussed in Chapter 111. This 
basic pattern can still be discerned when haze process is added, but it 
is obliterated by cloud scattering. The balance (0.55) of the diffuse flux 
at the ground can be considered as derived at approximately uniform 
intensity over the hemisphere. It illuminates north slopes and walls, 
enters north windows, and bathes shade plants in an alternative flux 
of energy. 

At low sun angles the predominant flux of diffuse solar radiation, 
even on a horizontal surface, comes from the lower bands of the sky. 
As the sun moves higher, the upper bands of the sky begin to contribute 
more, and when the sun is at 45", the relative contribution from each 
band of the sky is about the same as from a uniformly overcast sky 
(Uchijima et al. ,  1976). This distribution pattern is employed to determine 
the diffuse flux received by leaves at different inclinations in an eco- 
system. The total flux, however, does not change much with sun height 
after it gets higher than lo"; from a height of 20 to 70" the flux increases 
only from 50 to 70 W rnp2 (Sivkov, 1968, p. 138). 

The diffuse flux is increased by reflection from the earth's surface. At 
the usual surface absorptivity of 0.75 the diffuse flux at a solar altitude 
of 37" is 63 W m-2; with a new snow cover (0.30 absorptivity) it is 
increased to 95 W m-2 (Sivkov, 1968, p. 81; Robinson, 1966). 

Scattering by air molecules, depending largely on the inverse fourth 
power of the wavelength of the incident radiation, is strongest in the 
ultraviolet and visible parts of the solar spectrum. In fact, if radiation 
of wavelength 0.2 pm were not absorbed by ozone aloft, it would be 
almost completely removed from the solar beam by molecular scattering. 
Strong attenuation affects radiation up to 0.29 pm in high mountains 
and up to 0.31 pm in lowlands at 50" sun height. 

Diffuse ultraviolet radiation can contribute up to three-quarters of the 
total UV, explaining why it is easy to sunburn while in the shade. The 
small heating effect of these wavelengths gives little warning of their 
photochemical strength. The UV fraction also serves as a rule in the 
communication convention of bees (Brines and Gould, 1979). Rayleigh 
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TABLE I 

FIux Density of Diffuse Solar Radiatiori tinder Different 
Atmospheres 

Sun Height 

Atmospheric condition 20” 45” 70” 
~~ ~~ 

Rayleigh (T  = 1) 30 56 62 
Rural atmosphere (T = 2.75) 70 95 100 
T = 4 (summer) 90 120 130 
“low transmission” 105 150 170 

’ Data from Dirmhirn (1964), Sivkov (1968), and Schulze 
(1970). (T is the Linke turbidity index.) Data given in watts 
per square meter. 

scattering is important in the visible spectrum. Solar infrared wave- 
lengths go largely unscattered and reach ecosystems with a mainly di- 
rectional character. 

DIFFUSE RADIATION UNDER A HAZY ATMOSPHERE 

The relatively straightforward geometry of attenuation in Rayleigh 
scattering does not express what happens in a hazy atmosphere, in 
which photons of different energy content meet particles and droplets 
of all sizes, shapes, and refractive indices. The size of particles that are 
larger than air molecules reduces selectivity in the spectral patterns of 
the scattered light. For instance, an increase in salt particles turns the 
sky white, especially near the horizon. Furthermore, as aerosol concen- 
tration increases, shown perhaps by diminishing visual range, Rayleigh 
scattering contributes relatively less and less to the total result and is 
very weak at ranges as low as 5 km (Bullrich, 1964, p. 150). 

Haze makes a unit volume of air a more effective scattering agent and 
substantially increases the flux density of diffuse radiation at the earth’s 
surface, its influence being greater on the diffuse than on the beam flux 
(McCartney, 1978). Table I shows that flux density under haze in a cloud- 
less sky increases to 100 W m p 2  or more, compared with about 50 W 
m-’ under clean air. Kalitin (1943; also cited in Kondratyev, 1969, p. 
379) found that at an altitude of 20” the diffuse flux increased from 90 
W m-’ to 145 W m-’ as the vertical component of the beam decreased, 
due to aerosol attenuation, from 240 W m-’ to 165 W m-’, a recovery 
of 55 of the 75 W m-’ lost. From a standpoint of photosynthesis, most 
of the loss in the direct beam in a turbid atmosphere is “recovered” 
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within the diffuse radiation (McCree and Keener, 1974); changes in tur- 
bidity within the present range are not likely to reduce photosynthetic 
rates of crops more than 5%. 

A gradual increase in atmospheric dust may be evident in increases 
in the mean cloudless-day diffuse flux at 16 cities in the USSR (at sun 
altitudes 40-45"), from 70 W m-' in 1961-1962 to 90 in 1969-1970 (Ber- 
liand, 1975, p. 404) and has been discussed as a factor in climatic change. 

Difference in flux density distinguishes the eastern from the western 
United States. Western deserts and mountains lie under clean, dry low- 
density air as long as man-made pollutants are kept under control. Sight 
distances are long, shadows are black, and the atmospheric environment 
has a directional dimension that is lacking in the more isotropic radiation 
field of the eastern humid lowlands. In conditions of very high turbidity 
urban atmospheres produce a flux that increases from 100 W m-' at a 
sun height of 20" to 210 W m-' at 70" (Meinel and Meinel, 1976). 

DIFFUSE RADIATION UNDER A CLOUDY ATMOSPHERE 

Clouds of small ice crystals or water droplets scatter beam radiation 
and, even when thin, become powerful sources of diffuse solar radia- 
tion. A wisp of cloud floating in a clear sky generates a strong diffuse 
flux, obvious in its whiteness and intensity. Single clouds on the side 
af a pyranometer station away from the sun can reflect so strongly as 
to drive the pen off the chart. Crest clouds, more distant but longer 
lasting, reflect on the instrument over several hours and produce a 
"padding" of the trace (Ives, 1946). Moving clouds near the sun transmit 
a large part of the solar beam if optically thin, scatter it if thicker, and 
increase hemispheric radiation by 0.05-0.15, or up to 15 W m-2 
(Robinson, 1977). Cloud shape affects their scattering power, and the 
sometimes intricate topography of their top surfaces seems espe- 
cially important (McKee and Klehr, 1978). 

As cloud cover spreads over the sky, say from 0.3 to 0.7, the diffuse 
flux increases by about half, from 130 W m-' to 200 (Barashkova ef al . ,  
1961, p. 61). The increase in cirrus deriving from contrails may have 
increased diffuse radiation in parts of the United States, but the lack of 
observations does not permit a clear answer. 

When clouds thicken, the brightness of their bases diminishes. The 
bright edges of a small cumulus surround a gray center that marks a 
thicker part of the cloud. Little light emerges from the bottom of a deep 
cumulonimbus-sometimes less than 0.1 of the flux from a cloudless 
sky. Multiple scattering turns much of the radiation upward, and ab- 
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sorption also occurs and reduces the diffuse flux emerging from the 
cloud base. Some clouds might absorb 20-40%, but the "component 
responsible for this large absorption, and its variability, is mainly un- 
known" (American Meteorological Society, 1972). 

The simple exteriors of clouds belie their real complexity, for clouds 
are populations of many sizes of droplets that interact variously with 
radiation, depending on relative wavelength and droplet size, which 
are in the same range of magnitude. Moreover, this population of drop- 
lets is continuously changing; some grow and others vanish. These 
changes go fast in the brief life of a convective cloud and spatial differ- 
ences are large. These dynamic processes in cloud microphysics change 
the diffuse flux that reaches the ecosystem below. One relevant cloud 
dimension is the ratio hlL, in which h is the geometric depth and L a 
free-path length directly proportional to scattering radius of droplets 
and inversely proportional to the liquid-water mass per unit volume; 
both factors being liable to rapid fluctuation. An increase of hlL from 1 
in thin clouds to 10 in thicker ones can result from a change in droplet 
population or water content, or from overall growth in depth, or from 
all three factors in combination. This change in hlL from 1 to 10 when 
the sun altitude is 45" reduces the relative transmission of energy to the 
ground from 0.85 to 0.30 (Robinson, 1966, p. 62). 

These diverse effects of clouds on the diffuse flux at the underlying 
surface are usually integrated by cloud type, a classification that im- 
plicitly contains approximate information on water content, droplet size 
distribution, and depth. Table I1 shows such mean data for two sun 
altitudes and for half- and full-sky cover by three cloud types. A non- 
linear effect is present; i.e., doubling the cloud cover does not double 
the flux density under it. A study at Davos, Switzerland, found maxi- 

TABLE I1 

Diffuse Radiation from Different Types of CIouds" 

Solar altitude 20" Solar altitude 45" 

0.5 cover Overcast 0.5 cover Overcast 

Cirrus 55 90 85 160 
Altocumulus 75 100 130 220 
Cumulonimbus 65 5 5 b  120 140'' 

Fog 125 - 60 - 

a Data from Kondratyev (1969, p. 383); Fog data from Haunvitz (1948, cited 
in Brooks, 1959, p. 54). Data given in watts per square meter. 

Even less under deep cumulonimbus. 
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mum flux when the fraction of sky covered was between 0.7 and 0.9, 
depending on type (Bener, 1963). The flux under an overcast sky is 
almost always less than under broken clouds; overcast conditions often 
indicate great cloud depth. 

An increase in surface albedo increases the downward diffuse flux 
even more under clouds than under a cloudless sky because it increases 
the opportunities for multiple reflection. This effect is important in polar 
regions and, along with extensive cloud cover and low sun path, ex- 
plains why the diffuse flux dominates the shortwave radiation input to 
high-latitude ecosystems. 

Clouds, like haze, increase the effect of sun altitude on the diffuse 
flux. The flux increase per degree of increased sun altitude, instead of 
about 1 W m-2 under cloudless skies and some turbidity, becomes 3 W 
m-2 per degree of sun altitude under cirrus and cumulonimbus and 4 
W m p 2  or more under altocumulus [from data in Kondratyev (1969, p. 
383)]. Generalized observational data from the extensive radiation net- 
work in the USSR (Table 111) show that the diffusing effect of middle- 
level clouds is particularly strong at sun altitudes greater than about 40". 

SPECTRAL COMPOSITION OF THE DIFFUSE FLUX 

Selective Scattering 

Attenuation of the solar beam in the atmosphere is sensitive to wave- 
length, particularly those wavelengths that involve air molecules in Ray- 
leigh scattering and small particles in Mie scattering. Large particle and 

TABLE 111 

Diffuse Solar Radiation from Different Sky Conditions" 
~ ~ ~~ 

Through overcast sky 
Cloudless-Sky 

Sun altitude average Cirrus Middle Low clouds 

5" 35 35 25 12 
10" 45 70 60 45 
20" 70 125 115 90 
30" 90 1 70 160 140 
40" 100 210 230 180 
50" 115 240 290 220 
60" 125 250 335 250 

Data from Barashkova et a/ .  (1961). Data given in watts per square 
meter. 
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water droplet scattering acts more uniformly on photons of all wave- 
lengths. The spectral composition of the diffuse flux reaching an eco- 
system therefore depends on atmospheric composition, but usually 
involves a shift toward the blue end of the spectrum. 

The wavelength of peak radiation intensity is shifted from 0.55 pm 
in the undepleted beam to approximately 0.45 in the diffuse flux, so that 
the diffuse flux under a cloudless sky is enriched in photosynthetically 
active radiation. At a wavelength of 0.7 pm the intensity of the diffuse 
flux is less than half its maximum intensity, and at 1.0 pm it is only 0.15 
of the maximum (Schulze, 1970, p. 119). 

The diffuse flux under clouds is depleted in the short wavelengths 
and relatively strong in wavelengths longer than 0.55 pm (Dirmhirn, 
1964, p. 91). However, snow cover, with high reflectivity in wavelengths 
shorter than 1.0 pm, augments diffuse flux from clouds above it in the 
shorter visible wavelengths (Dirmhirn, 1964, p. 100, 130). 

In general, the spectral composition of diffuse solar radiation is at least 
as valuable for photosynthesis in ecosystems as is the direct beam; in 
clear weather it is more valuable although inadequately observed (Grum 
and Becherer, 1979, p. 118). Forest meteorologists feel that the photo- 
synthetically active fraction of the diffuse flux is important enough to 
warrant separate measurement. 

Illumination 

The frequencies important in illumination and photosynthesis come 
close to coinciding, both lying in the 0.4-0.7 pm region. The energy flux 
in this region is not a uniform fraction of the total flux of shortwave 
radiative energy. However, Kondratyev points out that the general re- 
lationships of radiant-energy flux to sun height and cloud interception, 
the two principal influences, hold in general also for the 0.4-0.7 km 
region. * 

People sometimes like the amenity of direct-beam sunlight in a room, 
but too much of it brings shifting shadows, glare, and overheating, and 
it "cannot be relied on as a major source of illumination in buildings" 
(Hopkinson et a l . ,  1966, p. 24). Skylight or diffuse solar radiation is more 
useful and can be maximized by building orientation, screens, and win- 
dow design. 

* Illumination is measured in lux. 1 lux (Ix) = 1 lumen (Im) m-'; if 680 Im are taken as 
1 W for typical relation of visible flux to total solar flux, then 680 Im m = 680 Ix = 1 
W m- '  (Gates, 1965). For comparison, illumination from a full moon at 60" altitude is 0.7 
Ix,or 1 mW m -*. This illumination, beautiful on a night ride in the country and useful in 
the Northeastern power blackout of 1965 (missing in 1977), is only one-twentieth of the 
flux from the sun 6" below the horizon. 
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VARIATIONS OVER TIME 

Diffuse radiation reaches ecosystems even when the sun altitude is 
negative, that is, in the dawn and dusk periods. This diffuse flux runs 
about 500 lx at sunset or sunrise and 15 lx at a sun altitude of - 6", which 
is defined as the end of civil twilight, and signals time for many animals. 
A summer trip from Berkeley (38'") to Whitehorse, Yukon (61"N), found 
that the morning song of robins began from 55 to 117 min before and 
ended from 13 to 32 min before actual sunrise (Miller, 1958). These 
lengths of time before sunrise increased steadily as the observer traveled 
poleward because the flatter angle of the sun's path at high latitudes 
brings it near the horizon for a longer time before it actually emerges; 
twilight is longer at high latitudes than at low. 

Several nocturnal primates keep their internal clocks in time by noting 
a level of about 2 lx (or approximately 3 mW m-'), which in Los Angeles 
occurs 12-24 min after sunset (Kavanau and Peters, 1976). Clouds, rain, 
and occasional extreme temperatures affected this relation less than 
other radiation fluxes; twilight is more stable from day to day than is 
illumination before sunset. 

Diurnal Regime 

The flat response of the diffuse flux density to changes in sun altitude 
beyond lo" or so, especially in clear weather, indicates a relatively steady 
flow of energy to ecosystems through the principal part of the day. The 
mean hourly fluxes at two stations in June (Table IV and Fig. 2) show 
this flat maximum. Even in December, the flux at Tbilisi remains within 
0.15 of its peak intensity for a third of the daylight period. Figure 2 also 
shows diurnal marches at a station (Kinshasa) under equatorial cloudiness. 

The daily pulse of energy in diffuse radiation is a function of day 
length, and the hourly coefficient where the midday sun altitude is 20" 
and snow lies on the ground is approximately 0.25 MJ m-' (Barashkova 

TABLE IV 

Mean Hourly Values of Flux Density of DiJfuse Shortwave Radiation in ]mea 

00 02 04 06 08 10 12 14 16 18 20 22 24 Mean 

Tbilisi 42"N 0 0 0 65 155 210 215 205 145 60 0 0 0 88 
Iakutsk 62"N 0 0 20 90 165 185 220 200 165 90 35 0 0 100 

a Data for Iakutsk from Barashkova et a!. (1961); Tbilisi data from Tsutskiridze (1967, p. 
53). Data given in watts per square meter. 
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00 04 08 12 16 20 24 

Fig. IV.2. Diurnal marches of diffuse solar radiation at Kinshasa (4"s latitude) in De- 
cember and at Tashkent (41"N latitude) in December and June (W m-'). [Data from Berliand 
(1 96-31, 

et al . ,  1961, p. 65). At a place without snow (Milwaukee at the equinox) 
where cloudiness exceeds 0.6 and the midday sun height is 45", the ratio 
is 0.45 MJ m-2, and the energy pulse in a 14-hr day totals 6.3 MJ mP2. 
Under the clouds of the intertropical convergence zone at Kinshasa 
the pulse is 10.3 MJ m-2. Daily pulses of diffuse radiation exceed 20 MJ 
m-2 at Arctic stations (Berliand, 1965). Aperiodic changes in this energy 
pulse occur when cloud systems of varying density move over a place 
and bring a shift in spectral composition of the radiant-energy input. 

Annual Regimes 

Flux densities of diffuse solar radiation in summer average 80-100 W 
m-2 over a 24-hr day, except that in mountains and deserts they are 
smaller. Those in winter are quite small, as received on horizontal sur- 
faces (Table V). Solar collectors that are tilted toward the equator inter- 
cept at a more favorable angle the part of the diffuse flux that comes 
from the region of the sky near the sun. 

Changes in diffuse radiation from winter to summer and from year 
to year are illustrated at the Blue Hill Observatory of Harvard University 
(latitude 42"N, altitude 195 m) (Fig. 3). The June average is 93 W mP2, 
with a standard deviation of 10 W mP2; the December average is 26 
W m-2, and the standard deviation is again about 0.1 of the mean. 
Annual values during the IGY period at USSR stations vaned only 
slightly from the long-term mean (Pleshkova, 1965). At Voeikovo, near 
Leningrad, 1957 ran 4% above, 1958 5% below, and 1959 right at the 
long-term mean. 



TABLE V 

Mean Monthlu Values of the Flux of Diffuse Shortuiaoe Radiation" 

Month 

Location ( d e g . ) D  J F M A M J  J A S O N D  Reference 
Latitude 

Iakutsk 62" 6 11 28 49 82 101 98 90 68 47 29 15 6 Barashkova ct al .  (1961) 
Eskdalemuir 55" 12 16 34 55 91 119 125 124 101 70 37 20 12 Berliand (1964) 
Wien 48" 18 28 44 63 87 102 106 95 82 64 46 29 18 Sauberer and Dirmhirn (1958) 
Tbilisi 42" 31 41 53 76 88 91 85 96 80 60 50 38 31 Tsutskiridze (1967) 
Blue Hill 42" 26 29 42 55 70 83 94 95 87 59 41 30 26 Berliand (1964) 
Tashkent 41" 30 36 46 58 67 69 60 47 48 47 43 33 30 Barashkova et a / .  (1961) 

a Data given in watts per square meter. 
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o !  
1946 48 50 52 54 56 58 

Fig. IV.3. Mean diffuse solar radiation at Blue Hill Meteorological Observatory (42”N 
latitude) in June and December for several years (W m-’). [Data from Berliand (1965)l. 

SPATIAL VARIATION 

Small Scale 

Diffuse solar radiation impinges all day on all terrestrial ecosystems 
and cannot be shaded out as can the direct beam. Microscale variations 
in intensity are produced when a part of the sky is blocked out by a 
steep ridge or neighboring taller vegetation if the block is not snow 
covered. 

Mesoscale variations associated with slopes are generally small. Dif- 
fuse radiation tends to be more uniform than the direct beam on different 
slopes and provides illumination of slopes and walls in shadow. Its 
energy input to a north wall is not too different from that on a south 
or west wall (Dirmhirn, 1964, p. 178). Its intensity on south and 
east-west slopes relative to the flux on a horizontal surface is shown 
in Table VI. At low sun the south slope receives less than a horizontal 
surface because part of its sky is blocked out, an effect that can be com- 
puted (Robinson, 1966). 

Larger Scale 

Variations in the diffuse flux occur in mountain ranges and coastal 
lands that generate special cloud regimes. Diffuse solar radiation con- 
tributes less energy at high altitudes than low because fewer scattering 
molecules are interposed between the sun and the earth’s surface. Dif- 
fuse insolation was 31 W m-’ in an average of several clear days at an 
elevation of 4 km in the Pamir mountains, and 54 W m-’ on the desert 
to the west. In cloudless summer weather it averages 55 W m-’ at Kaz- 
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TABLE VI 

Relative Diffuse Radiation on Slopes in the Northern 

Slope steepness 

Orientation Sun altitude 20" 45" 

South slope 10" 0.98 1.06 
30" 0.95 1.16 

East or west slope 10" 1.19 1.04 
30" 1.55 1.22 

" Data from Mukhenberg (1965). 
Figures include radiation reflected from opposite 

slope. 

begi Observatory (3.7 km) in the Caucasus and 90 W m P 2  at Tbilisi (0.4 
km) (Tsutskiridze, 1967, p. 59). The gradient is 10 W m-' km-'. Esti- 
mates of the diffuse solar flux to different altitude zones in the eastern 
Alps (Dirmhirn, 1964, p. 94) show a decrease of about 8 W m-2 km-' 
in winter and 15 W m-2 km-' in summer. Diminution of the smoothing 
effect of the diffuse flux sharpens the contrasts in energy budgets of 
ecosystems on different slopes at high altitudes. 

The western United States gets less energy from the flux of diffuse 
radiation than do the eastern states. The deserts of central Asia receive 
about 0.1 less than do comparable regions of the Soviet Union. Other- 
wise, yearly mean fluxes show only a weak spatial pattern. A poleward 
decrease occurs but is reversed at the Arctic coast. As known since the 
earliest polar meteorological expeditions, Arctic stations receive much 
diffuse radiation due to the prevalence of snow cover and thin layers 
of stratus, a cloud type that seems to be caused by the small diurnal 
variations of radiation in the Arctic summer (Herman and Goody, 1976). 

We tend to think of diffuse solar radiation as the sky at dawn or the 
north light in an artist's studio, but it actually quietly carries during the 
day a substantial quantity of energy from the overarching vault of the 
sky. Its midday flux density ranges up to 200-300 W m-2 and is a func- 
tion of sun height, aerosol nature and concentrations, and the micro- 
physical characteristics of clouds; these factors also affect the degree to 
which it is enriched in high-energy photons and the photosynthetically 
active fraction of the solar flux. It is continuous during the day and in 
addition begins before sunrise and lingers after sunset. In its largely 
nondirectional aspect it resembles energy fluxes we shall discuss in later 
chapters. 
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TOTAL INCOMING SOLAR RADIATION 

It is reasonable to combine the radiant-energy fluxes described in the 
two preceding chapters because they have similar spectral compositions 
and diurnal regimes and compensating aperiodic variations. Clouds and 
aerosols that reduce or cut off the direct solar beam usually increase 
diffuse solar radiation, so the sum* of the two fluxes varies less than 
either one does individually. 

However, special qualities of each flux for ecosystems make it im- 
portant to know the relative contribution that each one makes to the 
total solar input. 

The direct beam can be focused and transformed into thermo- 
dynamically efficient, high-temperature operating cycles (solar furnaces, 
flower corollas). 

The direct beam is more sensitive than diffuse radiation to slope 
of the receiving surface and produces greater differentiation among 
ecosystems. 

(3) The two fluxes penetrate ecosystems differently and must be sep- 
arately entered in the subroutines of photosynthesis and energy-budget 
models. 

(4) The fluxes display different spectral distributions. 

(1) 

(2) 

Diffuse radiation carries more photosynthetically active radiation (0.65), 
the direct beam less (0.42); the solar infrared that makes up much of the 
direct beam has little photosynthetic value. t 

* See note on terminology at end of chapter. 
t This fact is worth noting because animals like us seem to appreciate the direct beam, 

with its heating and orienting values, much more than we do diffuse radiation. We tend 
to think of weather dominated by diffuse radiation as featureless or gloomy. 

71 
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THE RELATIVE CONTRIBUTIONS OF THE COMPONENT FLUXES 

The diverse geometries and spectral compositions of these two fluxes 
make it desirable to know their relative magnitude. In clear weather this 
relation depends on sun angle and the concentration of scattering aero- 
sols. In cloudy weather it depends on the weakening or interruption 
of the direct beam. Reduction of the direct beam generally means a 
strengthening of the diffuse flux-up to a point; seldom is the gain in 
diffuse as large as the loss in the beam. 

Clear skies let most of the direct beam through and scatter relatively 
little. At sea-level sites the diffuse fraction is typically 0.15-0.20, varying 
with wavelength (Table I). 

Considering the total solar spectrum, the beam contributed 0.96 in 
clear midday weather at 1.6-km altitude (Table 11). A morning hour at 
a coastal site on successive days in summer found the direct beam con- 
tributing 395 W m-* on one day and zero on another while diffuse 
radiation was about the same on both mornings (Table 11), and the direct 
beam contributed 0.58 and 0, respectively, of the total solar input. 

Turning to daily totals (Table 111), the direct beam and diffuse radiation 
in mostly clear weather in Moscow averaged 126 W m-' and 144 W m-', 
respectively, or 0.47 and 0.53 of the total. The direct beam contributed 
less than half of the total because of its low angle much of the day. The 
same effect is seen in the sunny day (2 July) at Hamburg (Table 111). The 
direct flux is small or absent on cloudy days; whether the diffuse flux 
is increased or not depends on cloud thickness. 

In general, an increase of an hour in daily duration of sunshine in the 
average day brings an increase of approximately 0.03 in the relative share 
of the direct beam in the total (Flach, 1965, Fig. 11). The directidiffuse 

TABLE I 

Contribution of Clear-Sky Diffuse Solar Radiation to Total Solar Radiation a! 
Different Wavelengths" 

Fraction Fraction 
Fraction arriving in Fraction arriving in 

Wavelength arriving as direct Wavelength arriving as direct 
(Km) diffuse beam (Km) diffuse beam 

0.3 0.72 0.28 0.7 0.09 0.91 
0.4 0.33 0.67 1.0 0.05 0.95 
0.5 0.19 0.81 2.0 0.02 0.98 
0.6 0.13 0.87 

' Data from Schulze (1970, p. 119). Sun height = 60". 
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TABLE I1 

Midday Solar Fluxes in Summer 

Location 

Direct Diffuse Total 
Sky Hour 

condition ending W m ' Fraction W m - ' Fraction W m -' 
Blue Canyon," 39"N, 13 Clear 1150 1020 0.96 45 0.04 1065 

Hamburg,' 54"N 

July 1963' 

2 July 1974 Sunny 1000 395 0.58 286 0.42 681 
1 July 1974 Cloudy 1000 0 0  256 1.0 256 

a Blue Canyon measurements by R. A. Muller and the author (unpublished). 
'Sun height 70°, path 0.89, altitude 1.6 km. Extraterrestrial flux at this hour was 1275 

W m-2.  
Hamburg measurements by Deutscher Wetterdienst (Germany, 1974). 

ratio is also "a rather sensitive measure of the overhead degree of tur- 
bidity" and might be used to monitor aerosols (Deirmendjian, 1980). 

Integration over a month incorporates the regularly changing height 
of the sun, kinds and concentrations of aerosols, the irregularly changing 
cloud cover and depth, and concentration and size distribution of cloud 
droplets. These factors govern the direct and diffuse fluxes at a mid- 
latitude station subject to cyclonic cloudiness in winter (June) (Table IV). 
The range in diffuse radiation flux density over the months of the year 
is only a third of the range in the direct beam, which responds much 
more to the summer increase in sun altitude. The direct-beam fraction 
varies from about 0.45 in winter to 0.65 in summer. The cloud shields 

TABLE I11 

Whole-Day Averaxes of Solar Fluxes in Summer" 

Direct Diffuse Total 

Location Sun altitude W m ~ ' Fraction W m - 2  Fraction W m - 2  

Moscow University 
6 June 1976, mostly sunny 55" at noon 126 0.47 144 0.53 270 
3 June 1976, rainy 55"at noon 0 0 48 1.00 48 

2 July 1974, 0.76h 58" at noon 134 0.50 136 0.50 270 
1 July 1974, 0.09h 58" at noon 10 0.10 93 0.90 103 

Hamburg Observatory 

Data from Monthly observational summaries by MGU (Moscow, 1976) and Hamburg 

Sunshine duration as fraction of that astronomically possible. 
Observatory (Germany, 1974). 



TABLE IV 

Monthly Mean Values of Direct, Diffuse, and Total Solar Radiation near Melbournea,’ 

December March June September December 
Range in all 12 

W m-’ Fraction W m-’ Fraction W m-’ Fraction W m-’ Fraction W m - *  Fraction months 

Direct 204 0.66 129 0.63 38 0.46 104 0.61 204 0.66 200 
Diffuse 108 0.34 75 0.37 42 0.54 67 0.39 108 0.34 71 

- 
Total 312 

- 
204 

- 
80 

- 
171 

- 
312 

a Data from Funk (1963). 
’’ Aspendale, 38”s Latitude. 
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of winter cyclones produce the same effect in other regions, e.g., in 
central Asia, where the direct beam contribution at Tashkent varies from 
0.48 in winter to 0.75 in summer (Barashkova ef al. ,  1961, p. 69). 

In equatorial regions themselves massive convective clouds block the 
direct beam more than the cloud sheets of well-spaced midlatitude cy- 
clones do. A traveler, coming to an airport like Singapore's, descends 
through a deep troposphere crowded at every level with enormous 
clouds of every shape, to reach a surface at which only approximately 
0.4 of yearly total solar radiation arrives direct from the sun, high though 
it is every day. Sun height and cloud types in high latitudes are radically 
different from those of equatorial Iands, but the direct beam contributes 
no more-hardly half the yearly total. 

The diffuse fraction is large on days when only a small fraction of the 
extraterrestrial flux Q gets through a cloud-filled atmosphere; for daily 
data at Canadian stations the overall relation is 

D/Qo = 1.2 - 1.2QdQ, 

in which D is diffuse and Qo total solar radiation at the surface (Tuller, 
1976) (Qo/Q is the Angot number). When the surface receives half the 
extraterrestrial flux density (the range of this ratio is from 0.2 to 0.8 by 
days, 0.3 to 0.7 in monthly means), the formula becomes 

D/Qo = 1.2 - (1.2)(0.5) = 1.2 - 0.6 = 0.6, 

and diffuse radiation forms 0.6 and beam radiation 0.4 of the total. 
Chang (1980) suggests that the sum of the two ratios is more stable than 
either one alone. 

Albedo is secondary to atmospheric factors in explaining the D/Qo 
ratio (Tuller, 1976); turbidity is important, at least in the visible range 
(McCartney, 1978), as, of course, is cloud cover, the annual ratio vary- 
ing from 0.28 at 19 desert sites to 0.63 at 22 polar sites (Chang, 1980). 
The ratio varies with the season, and at high altitudes (3  km) is not 
consistent (Neuwirth, 1979). 

Ecosystems at high elevations lie under a relatively thin blanket of 
diffusing molecuIes, and rn (the optical path for molecular scattering) 
is reduced by ~1101.3, where p is the local pressure in kilopascals and 
101.3 kPa is mean sea-level pressure. This formula does not apply to 
depletion by water vapor and particles, which are concentrated in the 
lower layers of the atmosphere. 

As sun height increases beyond 15-20', the scattering path is short- 
ened, and diffuse solar radiation increases more slowly than the vertical 
component of the direct beam, which follows the sine function. The 
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relative fraction of diffuse in the total, which is 1.00 before dawn, de- 
creases to 0.2 or less at midday. 

FLUX DENSITIES OF TOTAL SOLAR RADIATION INCIDENT ON 
ECOSYSTEMS 

Clear-Day Radiation 

Sun-earth geometry (Chapter 111) is the only factor in flux density of 
the vertical component of incoming solar radiation outside the atmo- 
sphere. A horizontal surface at 43"N latitude (Milwaukee) along the 
earth's orbit around the sun experiences variation from about 140 W m-2 
in December to 490 in June, a range of x 3.5; the range would be greater 
except that the earth is closer to the sun in the northern hemisphere 
winter than in summer. These means over the 24 hours incorporate the 
effects of longer day length in June as well as the more direct incidence. 

At this latitude each factor experiences an approximate 1.85 times 
increase from December to June; 1.85 x 1.85 results in the 3.5 increase 
in the mean flux. At higher latitudes both factors are larger and so is 
the summer increase over winter. 

Downward scattering retrieves about half the energy attenuated by 
scattering but none of that absorbed by atmospheric gases, and cloud- 
less-sky solar radiation at the earth's surface, incorporating both beam 
and diffuse components, amounts to around 0.8 of the extraterrestrial 
flux density. The ratio is smaller in winter than summer because the 
longer paths of the direct beam in winter offer more opportunity for 
absorption and outward scattering. 

In a way it is a source of wonder that the atmosphere, as deep and 
massive as it is, transmits any energy to the underlying surface. It is, 
in fact, opaque in some spectral bands, but in the wavelengths where 
solar emission is strong these opaque or partially absorbing bands are 
not numerous or wide. The molecules composing the bulk of our at- 
mosphere just do not vibrate to most of the solar photons, which pass 
through with minimum absorption. 

Clear-day radiation at the nearest station (e.g., Madison, 102 W m-2 
in December and 370 in June, Baker and Mink, 1975, p. 18) forms the 
base from which solar radiation on days of average cloudiness at a study 
site is calculated. It represents a stable upper limit of solar energy input 
for the season and location (incorporating latitude and the transparency 
of the regional air). 
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Ecosystems under Clouds 

Thick clouds appear to absorb 5-10% of the cloudless-sky radiation, 
but measurements vary, and the mechanism is not entirely clear (Amer- 
ican Meteorological Society, 1972), an uncertainty that reduces the ac- 
curacy of estimates made from satellite imagery (Tarpley, 1979). In ad- 
dition, reflection by clouds increases from an approximate equality with 
transmission in clouds of 40-m depth (Kondratyev, 1969, p. 303) to 
0.85 or more in clouds of 400-m depth, which transmit relatively little. 
Strong reflection identifies deep clouds to the satellite sensor, which 
sees them as brighter than snow; weak transmission identifies them to 
the observer in the gloom at the ground, who may receive 0.05 or less 
of the cloudless-sky intensity. 

Total radiation from the sun at altitude 30" is shown in Table V for 
mean aerosol depletion and various sky conditions or cloud densities, 
although scatter in these relations is large because we usually lack in- 
formation about the cloud parameters (height of base, thickness, droplet- 
size distribution, vapor density, and so on) that are radiatively important 
(Liou, 1976). 

Observations of the solar disk (Table V) are routine in Europe but rare 
in the United States. Like other visual observations, they have some 
systematic observer errors (Gal'perin, 1974) but when corrected can be 
combined with observations of cloud type and sky cover at a given sun 

TABLE V 

Flux Densities of Solar Radiation through Different Conditions of 
Cloudiness at M o s c o w ~ . " ~ ~ ~  

Condition of sky or 
cloud density (W m-2) Fraction 

Flux density 

Cloudless 418 1.00 
Scattered clouds, not covering sun 397 0.95 
Sun's disk visible through 

cirrus 363 0.87 
stratus 286 0.68 

high clouds 307 0.73 
low clouds 203 0.49 

Thick overcast 98 0.24 

' Data from Nebolsin, cited in Kondratyev (1969, p. 458). 
' Latitude 56"N, summer; path = 2. 

Sun not visible, because of 

Extraterrestrial solar flux density approximately 450 W m-2 ,  
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height to estimate total solar radiation. The difference between two steps 
of the cloud density scale (0-4) is small for scattered clouds (0.1-0.3 
cover) but amounts to 60 W m-’ at 0.4-0.7 cover, 100 W m-* at 0.8-0.9, 
and 160 W m - 2  under overcast, at all hours in the year when the path 
length is 3 (Haurwitz, 1945) at Blue Hill Observatory. 

The ratio of the fluxes under cirrus to cloudless-sky fluxes in Table 
V declines slowly from 0.97 at sky cover 0.3 to 0.92 at sky cover 0.85 
and then drops off sharply to 0.77 with overcast. Under alto-cumulus 
a similar slow decline accelerates at sky cover of 0.85. This break in the 
relation of flux density to cloud cover at 0.85 appears to be associated 
with a maximum diffuse flux at 0.8 to 0.9 cloud cover [Bener (1963); 
see also Chapter IV of this volume]. Overcast is most likely to occur 
toward the center of a cloud system, where clouds are deepest. 

Deep cloudiness is often associated with convergence in cyclonic flow 
aloft. Subsidence in anticyclonic flow prevents cloud development in 
the middle troposphere, but low clouds and fog may be present over 
lowlands. The boundary layer under anticyclonic subsidence over such 
lowlands as northwestern Europe tends to fill with fog or stratus, con- 
trasting with the adjacent mountains, which rise into the levels of sub- 
siding air and clear skies. The contrast of the North European Plain is 
beautifully described in early pages of ”The Magic Mountain” by 
Thomas Mann, as young Hans Castorp leaves his ancestral Liibeck and 
travels up out of the clouds to a sanitarium in the therapeutic sunshine 
of the Alps. The Sierra at 2.1-km altitude experiences in winter a fre- 
quency of 0.81 sunny days (those exceeding 50 W m-2 in December), 
while Davis in the Sacramento Valley experiences only 0.61 such days. 

Cyclonic and anticyclonic curvature on the 700-mbar surface above 
the Sierra in spring shows cyclonic flow associated with weak solar ra- 
diation and slow snow melting, especially in the tightly curved flow of 

TABLE VI 

Flux Density of Mean Solar Radiation on a Horizontal Surface Exceeded on 
0.1, 0.5, and 0.9 of the Days at the Solstices and Equinoxes, Argonne 
laboratory 

20-26 22-28 21-27 20-26 20-26 
Dec. March June Sept. Dec. 

Clearest days, 0.1 108 269 351 232 108 
Median, 0.5 57 185 291 159 57 
Cloudiest days, 0.9 15 49 136 52 15 

’ Data from Baker and Mink (1975, p. 40); latitude 42”N. 
‘’ Values given in watts per square meter. 
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a cold low aloft. Anticyclonic flow brings days of strong solar radiation 
and large meltwater waves moving down the streams every afternoon 
(Miller, 1955, p. 78). 

Statistical treatment of daily radiation data (Table VI) indicates that 
the clearest 0.1 of days receive amounts similar to the clear-day mean 
for the latitude as given by Budyko (1974, pp. 46-47). A dark day in 
summer receives about as much energy as a sunny day in winter, and 
seasonal variation is sometimes lost in the effects of dense cloud systems. 
In continental interiors, however, summer is usually less cloudy than 
winter, and the cloudiness factor reinforces the factors of sun height 
and day length to produce a several-fold increase in flux density (Fig. 
1). 

SPECTRAL COMPOSITION OF THE INCIDENT SOLAR FLUX 

Uftraviolet. Ultraviolet radiation (0.290-0.385 bm) on a horizontal 
surface runs 0.06-0.08 of the total at Aspendale (Collins, 1973), the larger 
fraction being at low sun altitudes. The summer flux density averaged 
18 W m-' on all days and 23 W m-' on cloudless days. At least half 
of the total in cloudless conditions arrived in the diffuse mode. 

Radiation in the photosynthetically 
active wavelengths is a variable fraction of the total and averages about 
0.45, depending on exact definition of the range (Ross, 1975, p. 18). This 
fraction tends to be constant on clear days because scattering, mostly 

Photosynthetically active radiation. 
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Fig. V . l .  Mean annual march of solar energy on a horizontal surface at Lemont, Illinois 
(Argonne National Laboratory, 42"N latitude). Curve (1) extraterrestrial; (2) at the earth's 
surface under clear skies; (3) under half-cloudy skies; (4) under overcast (W r K 2 )  (Baker 
and Klink, 1975, p. 15). 
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in the short wavelengths, balances absorption, mostly in the long (Wil- 
liams, 1976). 

June means of photosynthetically active radiation run 100-125 W m-2 
in high latitudes and 125-150 W m-’ in southern latitudes of the Soviet 
Union (Efimova, 1965). Summations for growing seasons variously de- 
fined thermally are 1125 MJ m-’ at Leningrad over the period when 
mean air temperature exceeds 5°C and 915 MJ m-2 over the period when 
it exceeds 10°C. 

Summer can be defined as the period with sufficient photosyntheti- 
cally active radiation at the times when leaf cells are warm and moist 
enough to convert this radiation into other forms of energy. Ecosystems 
far north of Leningrad receive only 400-500 MJ m-’ during the period 
warmer than 10°C; ecosystems in the Ukraine range from 1350 MJ rn-’ 
received in the 10” C season in Polesia, 1580 in the steppe, to 1750 near 
the Black Sea (Konstantinov et al., 1972). Summer thus defined varies 
fourfold, from 400 MJ m-’ near the Arctic Ocean to 1750 near the Black 
Sea. 

Although skylight is the preferred source of illumina- 
tion in buildings, the direct-beam component sometimes plays a role. 
Some house plants, for instance, need beam radiation at least part of 
the day. 

This accompaniment of the more useful flux 
in the spectral regions of illumination and photosynthetic activity is 
sometimes unwelcome. Most ecosystems reflect much of it, and some 
buildings exclude it by special window glass. One approach proposed 
is to separate it from the illuminating wavelengths at a ”cold-mirror” 
(Duguay, 1977), which reflects visible wavelengths for lighting a build- 
ing interior and transmits infrared to a heat pipe that produces hot water. 

Illumination. 

Solar infrared radiation. 

DETERMINING THE COMBINED SOLAR FLUXES ON HORIZONTAL 
SURFACES 

Observations 

Measuring total solar radiation presents less difficulty than measuring 
either beam or diffuse flux separately, for which the sun has to be, 
respectively, followed or blocked out. Pyranometers absorb incoming 
radiation from the hemisphere on a horizontal surface under a glass 
dome that reduces convection and shuts out radiation of wavelengths 
longer than 3-4 p.m. The sensors are alternating black and white con- 
centric circles or wedges, the black segments of which absorb more ra- 
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diation than the white, or else all-black sensors thermally compared 
against a heat sink. The temperature difference generates a current of 
a few to 50 millivolts in thermocouple circuits. Solar photoelectric cells 
are also used, with provision for their spectral selectivity. For special 
wavelengths, such as those producing photosynthetic activity, filters are 
added. The small number of pyranometer stations, even in countries 
with old meteorological traditions, is unfortunate for many kinds of 
study because the extrapolation error rises above & 15% at sites only 50 
km from a station (Hay and Suckling, 1979). 

Networks of solar radiation sensors exist in many national meteoro- 
logical organizations and are occasionally organized for special purposes, 
e.g., studies of ozone pollution, or for establishing spatial differences 
at a scale untouched by national networks, e.g., on sugar plantations 
in Hawaii, or the Wisconsin network of Kerr et al. (1968). Individual 
stations aid research in agriculture, glaciology, and snow hydrology. If 
radiation data are not used in real-time forecasting, observers may not 
notice when the sensors have drifted out of calibration (Durrenberger 
and Brazel, 1976; Fritschen and Gay, 1979, Chap. 5) and some records 
have experienced this problem. 

Estimating Solar Radiation 

Geometric and predictable factors in the delivery of total solar radia- 
tion are combined in estimating procedures with empirical means of 
accounting for the effects of turbidity and clouds. The weakness of these 
methods is that neither aerosols nor clouds are well-observed with re- 
spect to their radiative properties. For example, we have neither suffi- 
cient data on particle size distributions aloft nor information on cloud 
density or other parameters. 

Many inhomogeneities exist in the real atmosphere, and they may 
change rapidly, "particularly in regard to cloud content and distribu- 
tion" (Atwater and Ball, 1978). A crude attenuation model (Miller, 1950) 
obtained good reconstitutions of hourly solar radiation in clear weather 
but found that available observations of cloud characteristics* were so 
primitive as to make difficult any degree of precision in cloudy weather. 
One solution is to develop an attenuation figure from a nearby radiation 
station. This method is improved by considering three solar compo- 
nents, the direct beam, circumsolar diffuse, and all-sky diffuse (Revfeim, 
1978) and can give hourly radiation on slopes as well as on horizontal 

* For example, cloud density, even in the visual scale used at Blue Hill Meteorological 
Observatory (Haurwitz, 1945) is not routine in many countries. 
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ecosystems, since it considers the nonisotropic nature of the diffuse flux 
(Kondratyev, 1977, p. 29). 

Some estimating methods begin with the daily extraterrestrial flux, 
as presented by Leighly (Smithsonian Institution, 1966, p. 419), and 
work downward. Others begin with cloudless-sky solar radiation ob- 
servations made in the region. Both beginnings were employed in an 
energy-budget approach to evaporation from Lake Huron (Bolsenga, 
1975), in which solar radiation had high importance. Simple formulas, 
like the Savinov-Angstrom equation: 

Q = QcP - (a + bn)nl, 
in which a and b are coefficients, n is the fractional cloud cover as a 
monthly mean, Qc the cloudless-day radiation, and Q the actual monthly 
radiation (Budyko, 1974, p. 45), give adequate results for mapping en- 
ergy budgets (Flocas, 1980). The quadratic in n indicates the greater 
likelihood of thick clouds when the general sky cover is extensive, as 
shown, for example, by Satterlund and Means (1978) in the Pacific 
Northwest. 

Estimating methods stretch a small quantity of real data over a large 
period or region, most reliably in anticyclonic weather (Hay and Suck- 
ling, 1979). They are not recommended for short periods and certainly 
not for individual days for which correlations with existing stations yield 
an estimate with a standard error no better than ? 25% (Kerr et al., 1968) 
unless daily sums are obtained from hourly estimates using cloud im- 
agery from geosynchronous satellites (Tarpley, 1979). 

VARIATIONS IN TOTAL SOLAR RADIATION OVER TIME 

Ecosystems must deal with several variations in the solar radiation 
that reaches them: 

(1) the diurnal rise from zero before sunrise to a midday peak and 
subsequent decline, marked by a large energy impact during the morn- 
ing hours; 

(2) a continuous change in the direction of the beam component 
through the day; 

(3) fluctuations in flux density, directional component, and spectral 
composition when clouds pass over the sun; 

(4) runs of dark or bright days as cloud systems pass; 
(5) seasonality of flux density and spectral composition, and a 

change in azimuth angle of the beam early and late in the day; 



VARIATIONS IN TOTAL SOLAR RADIATION OVER TIME 83 

(6) 
Site-specific depletion, caused by aerosols, also produces time varia- 

tions. The daily and seasonal variations are astronomical in origin, re- 
current, and predictable. The third, fourth, and last items listed are 
neither periodic nor predictable, but they do impose episodic fluctua- 
tions on the daily and annual regimes of solar energy received by 
ecosystems. 

changes from year to year. 

Diurnal Regimes 

Definitions of day length vary, depending on how much of the twilight 
period is included. Radiation flux density in twilight periods influences 
some organisms and keeps circadian clocks in time; the dark period 
serves this photoperiodic function in others, and in the Arctic this role 
may be replaced by the low-sun period of the day (Teeri, 1976). Plants 
and animals use these signals "to synchronize their activities with the 
seasons" (Adkisson, 1966). The internal clocks are not always known, 
but they must keep accurate time in detecting small changes in the rel- 
ative duration of light and dark; in order to estimate seasonal changes 
within a week, the clock must be accurate within 1-370, yet many insects 
estimate the time of year with an accuracy of less than a week. 

The other coordinate of the diurnal energy pulse is midday flux den- 
sity, which in summer reaches 800-1000 W m-2 in mountains and des- 
erts and -600 W m-2 in humid lowland climates. These flux densities 
decline uniformly in the southern hemisphere in June to zero at the 
Antarctic Circle. In the northern hemisphere maxima are found at about 
latitude 30" and decline poleward (Berliand, 1964). The sharpness of the 
daily curve is most marked on a winter day when two midday hours, 
1100-1300, account for about 0.40 of the daily total, but only 0.22 of the 
total in a 16-hr summer day (Whillier, 1965). In solar-energy coordination 
with the load curve of an urban utility, the midday peak could reduce 
the utility load substantially (Kalhammer, 1979). 

Frequency distributions of hourly flux densities of total solar radiation 
in summer (Table VII) show the relative incidence of high rates at a 
station where the sun is never high, in the midwest, and at two dry 
sites. Flux densities exceeding 800 W m-2 differentiate the stations most 
plainly. 

The measures, day length and midday flux density, that express the 
diurnal march of total solar radiation are illustrated in Table VIII. The 
seasonal contrast at high latitudes is exemplified at Iakutsk, where the 
winter is nearly as dark as, and far colder than, at the North Pole, the 
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TABLE VII 

Frequencies of Hourly S o h  Radiation in Summer Exceeding Several Lev& of Flux Density“ 

Exceeding 

Location 400 W m -’ 600 W m - - *  800 W m - 2  1000 W m-’ 

Keflavik, Iceland, 65’” 0.26 0.14 0.07 0 
Columbus, Ohio, 40”N 0.52 0.34 0.20 0.04 
Yuma Test Station, 33”N 0.65 0.52 0.38 0.16 
Wake Island, 19”N 0.61 0.47 0.33 0.13 

From graphs in Bennett (1965, p. 16), based on short records. 

sun is low and the days are short. These astronomical factors form a 
regime that might be much modifed, even in the mean, by a diurnal 
regime of cloudiness or turbidity. 

Aperiodic Variations 

Passing systems of clouds bring bright days and dark days. Bright 
days are sharply limited by solar geometry and irreducible atmospheric 
losses, but low values can extend down to very low fluxes under deep 
clouds. The frequency distribution is cut off at its upper end and skewed 
out at its low end, as shown in the Sierra Nevada in the snow-accu- 
mulation and snow-melting seasons (Table IX). The range in spring is 
large, from less than 100 to more than 400 W m-’, and the negative 
skewness expresses a high frequency of days near the clear-day maxi- 
mum and is found in many climates, e.g., Moscow in spring and summer 
(Kotova and Poltaraus, 1979). 

The frequency distribution of daily solar radiation at Blue Hill Me- 
teorological Observatory shows two modes in January, which corre- 
spond to cloudy days under winter cyclones or nearly all clear between 
cyclones, corresponding to the familiar U-shaped frequency curve of 
cloud cover. The June distribution has several nodes. Smaller storm 
systems are less likely to cover the station all day, and convective clouds 
of summer produce intermediate daily energy pulses. Some stations 
display a tendency for colder days in winter to be sunnier (Baker and 
Enz, 1979) but this useful association is not always present (Asbury et 
al . ,  1979). 

If we take a mean flux density of 300 W m-’ to represent a bright day 
(or an energy pulse of 26 MJ m-’), there is a frequency of 0.58 at the 
Sierra Laboratory in April and 0.80 in June. At Los Angeles 62% of the 
days in June receive more than this value, as do about half the days in 
the humid East (Table X). Regions of fewer than 40% of days above 300 



TABLE VIII 

Flux Densities of Total Solar Radiation on Average Days in Iune and December at Selected Stations" 

Time Total 
24-hr daily 
mean pulse 

Location 00 02 04 06 08 10 12 14 16 18 20 22 24 (W nC2)  (MJm-') Data source 
~ 

Iakutsk, 62"N 
June 
December 

June 
December 

Madison, 43"N 
June 
December 

Poona, 19'" 
(short record) 
June 
December 

Kinshasa, 4"s 
June 
December 

Edmonton, 54"N 

0 0 20 160 350 485 570 510 380 230 80 10 0 
0 0 0 0 0 1 0 4 5 2 5  0 0 0  0 0  

0 0 5 135 370 560 655 605 445 275 45 0 0 
0 0 0 0 0 70 160 130 15 0 0 0 0 

0 0 0 90 370 600 695 660 475 195 10 0 0 
0 0 0 0 10 140 245 210 70 0 0 0 0 

0 0 0 17 295 595 730 660 420 115 0 0 0 
0 0 0 0 143 500 685 615 330 10 0 0 0 

0 0 0 0 160 375 600 530 250 0 0 0 0 
0 0 0 0 230 520 700 600 350 0 0 0 0 

237 
7 

255 
30 

260 
56 

237 
190 

160 
200 

Barashkova ef 01. (1961) 
20 
0.5 

Hay (1977) 
22 
2.6 

U.S. Weather Bureau (1964) 
23 
5 

Berliand (1970) 

20 
16 

14 
17 

Robinson (1966, p. 138) 

' Data given in watts per square meter. 
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TABLE I X  

Frequency Distribution of Daily Means of Total Solar Radiation, Central Sierra 
Snow Laboratory (bat. 39"N), 1946-1951" 

24-hr average flux 
density (W m ~ *) 

Less than 50 
SO-99 

100-149 
150-199 
200-249 
250-299 
300-349 
350-399 

>399 

Frequency 

January April 

0.19 0 
0.16 0.08 
0.4.5 0.05 
0.20 0.10 
0 0.09 
0 0.10 
0 0.26 
0 0.31 
0 0.01 

Cumulated frequency 

January 

0.19 
0.35 
0.80 
1.00 
1.00 
1.00 
1 .oo 
1.00 
1.00 

April 

0 
0.08 
0.13 
0.23 
0.32 
0.42 
0.68 
0.99 
1.00 

Mean 107 274 
Median 113 310 
Interquartile deviation 73 145 

a Source: Miller (1955, p. 9), from published data of the Corps of Engineers 
and Weather Bureau Cooperative Snow Investigations. 

W m-' are found in the lower South and New England, as well as the 
Pacific Coast (Bennett, 1975). 

Runs of consecutive dark or sunny days are significant to ecosystems 
and solar-energy installations in which radiation conversions are asso- 
ciated with some kind of storage. Successive high-radiation days in sum- 
mer deplete soil storage; as the soil dries, it heats the air more and 
provides less vapor to be condensed into clouds that would block some 
of the remorseless sun; drought is incipient. Runs of low-radiation or 
high-radiation days, deriving from storm spacing and upper-air steer- 
ing, are as important in the energy climate of an ecosystem as in its 
hydroclimate (Miller, 1977, pp. 228-242, 304-316). Days when solar ra- 
diation averaged less than 125 W m-' at Baghdad had a year-long fre- 
quency of 0.14, but in sequences of 3 days or longer they had a frequency 
of 0.04 (Abbas and Elnesr, 1974). Consecutive bright days in summer 
were 4 times as frequent in Phoenix as in Miami (Fritz and MacDonald, 
1960). Runs of 3 days or more of sunny weather in St. Paul occur 1.8 
times each June (Baker and Enz, 1979). 

The parameter of interdiurnal variability takes into account this clus- 
tering of dark or sunny days (Table XI). Its values in June range from 
0.42 of the mean at Utsunomiya to 0.02 at Cairo. Interdiurnal variability 
in dry regions is generally less than 0.1 of the mean flux density, but 
in cyclogenetic regions it exceeds 0.4. 



TABLE X 

Meridional Profiles of Frequencies of ] m e  Days Exceeding 300 W M-'"'' 

Latitude Latitude Latitude 
West Coast (ON) Frequency Interior ("N) Frequency East Coast ("N) Frequency 

Fairbanks 65 0.35 Fort Churchill' 59 0.55 Knob Lake 55 0.26 
Vancouvel'. 49 0.42 Winnipeg 50 0.43 Caribou 47 0.35 
Seattle'. 47 0.40 St. Cloud 46 0.46 Halifax' 45 0.32 
Medford 43 0.71 Madison 43 0.52 Blue Hill' 42 0.44 
Sierra Snow Laboratory 39 0.80 Argonne 42 0.48 Seabrook 39 0.48 
Davis 38 0.88 Little Rock 35 0.51 Charlestonc 33 0.51 

Honolulu" 21 0.57 Brownsville' 26 0.71 
Los Angeles' 33 0.62 Lake Charles' 30 0.71 Miami' 26 0.44 

a Sources: Machine listings of National Weather Records Center, ESSA, Environmental Data Service; Midwestern data from Baker and 
Klink (1975); Canadian data from Hay (1977, p. 123). 

24-hr mean flux density of 300 W m-' is equal to daily pulse of 25.9 MJ m-*. 
'- Coastal station. 
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TABLE X I  

interdiurnal Variability of Total Solar Radiation 

Station June December 

Resolute Bay, Canada 56 Polar night 
Utsunomiya, Japan 79 36 
Cairo, Egypt 12 23 
Kinshasa, Zaire 47 65 

Data from Berliand et al. (1972). 
’ Data given in watts per square meter for mean 

daily flux density. 

Seasonal Regimes 

The daily pulses of solar radiation to midlatitude ecosystems change 
from summer to winter as a result of joint operation of day length and 
midday flux density (Table VIII). The June day is shorter at Edmonton 
and Madison than at 62”N, but midday radiation is stronger, giving a 
daily pulse similar to that at Iakutsk. 

June-December differences indicate the range of energy inputs to 
which ecosystems must accommodate themselves-19.5 MJ m-’ at Iak- 
utsk and Edmonton and 18 at Madison. A meridional profile through 
the interior of North America (Table XII) shows the zonal change in this 
June-December difference. The astronomical component of this figure 
is augmented in the middle latitudes, where cloudiness is more exten- 
sive in winter than in summer. At Tacubaya, however, the rains begin 
in June, and daily radiation is reduced by about 1 MJ m-’, blunting the 
annual march. 

Year-to-Year Variability 

A sophisticated data-quality study of records in the midwestern 
United States found that clear-day radiation varies little from year to 
year ”as long as pyranometers remain stable” (Baker and Klink, 1975, 
p. 6). Year-to-year variation in average-day radiation is caused by dif- 
ferences in the vigor and number of cloud systems. In the period of 
record at Karadag (1938-1952, 1955-1959) (Barashkova et al . ,  1961), 
monthly means in June ranged from 147 W m-’ to 226 W m-’, and 
dispersion of the monthly values is expressed in a standard deviation 
of 22 W m-’ (0.12 of the mean). 

Annual means vary less, naturally, from year to year. Based on 24-yr 
records of sunshine duration, the variation among years in total solar 
radiation at each site averages 0.03 (Hoyt, 1978), corresponding to ap- 
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TABLE XI1 

Differences between Daily Pulses of Total Solar 
Radiation in june and December in Znterior North 
America" 

Latitude Difference in 
Station (ON) energy pulse' 

Resolute Bay 
Fort Churchill 
Edmonton 
Moosonee 
Madison 
Little Rock 
San Antonio 
Tacubaya 

75 
59 
54 
51 
43 
35 
29 
19 

26 
20 
19.5 
18 
18 
15.5 
15 
5 

~ 

a Data from LJ. S. Weather Bureau (1964) and 
Berliand (1964, pp. 74-76, 100). Data given in 
megajoules per square meter. 

10 MJ m-2  = 116 W m - 2  over 24 hr. 

proximately 5 W m-2. Year-to-year variation of photosynthetically active 
radiation received at Berlin gave a standard deviation equal to 0.071 of 
the mean and 0.079 of the quantity absorbed in a cornfield (Birke and 
Rogasik, 1976). 

SPATIAL DIFFERENCES IN TOTAL SOLAR RADIATION 

Small-Scale Contrasts 

Microscale differences in total solar radiation on horizontal surfaces 
are largely due to shading by trees or ridges, as discussed in Chapter 
111. Mesoscale differences caused by shading by individual clouds have 
a cooling and stabilizing effect (Ivanov and Khain, 1975), and more last- 
ing contrasts are produced by topographically bound clouds. 

The geometry of sloping ecosystems was summarized in 
Chapter 111 for beam flux, but these surfaces also are contrasted in their 
receipts of diffuse radiation.* Ridging the fields in the Iakutsk region 

* Detailed formulas for determining the total flux are available in Robinson (1966), Meinel 
and Meinel (1976), and Revfeim (1978), among others. Slopes in drainage basins among 
other slopes are discussed by Hay (1971) and Swift (1976). While difficulties are presented 
by the nonisotropy of the diffuse component (Kondratyev, 1977, p. 18) and the size of the 
flux reflected from adjacent slopes, "the most complicated problem" in such calculations 
arises from the effects of clouds (Kondratyev, 1977, p. 42) 

Slopes. 
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(62"N Lat.) extends the period of useful solar energy input from four 
months on a horizontal surface to seven months on a 20" south-facing 
slope. Differences in total radiation among sloping ecosystems fre- 
quently exceed 50 W m-' in the daily mean and at particular hours are 
still greater and support topographically bound wind systems that shift 
through the day. 

By considering diffuse as well as beam radiation to slope facets in a 
dissected part of Baffin Island, the sites favorable to glacier formation 
were identified (Williams et al., 1972). An ecological study in virgin 
steppe of central Russia measured solar radiation of 285 W mP2  on the 
upland, 235 in a valley bottom, and 305-325 on the opposite south-facing 
upland (Rauner et al., 1974), a range of 80 W m-' or almost a third of 
the areal average. 

Flat plates collect the diffuse as well as the 
beam flux, and tilted collectors producing domestic or farm hot water 
and space heating use solar radiation efficiently without flux concen- 
tration. The angle of tilt for winter efficiency is commonly 15" plus the 
latitude (see Meinel and Meinel, 1976, for performance data). 

Energy storage is as much a problem as is determining the collector 
area needed (50-70 m'), and depends on the climatological duration of 
low-radiation periods. In Wisconsin conditions 50-100 kg of water stor- 
age of heat are needed for 1 m2 of collector (Duffie and Beckman, 1976). 
Dark days (<50 W m-') at St. Paul occur in December at a frequency 
of 6.7 and runs of three or more such days at 1.9 (i.e., two per year) 
(Baker and Enz, 1979, Table 7). 

The fossil-energy costs of steel and aluminum used in collectors are 
not inconsiderable (Whipple, 1980) and draw attention to the possible 
contributions of passive solar space-heating (perhaps 10" watts more 
by the year 2000; this conversion is equivalent to 1 W m-' over the 
urban areas of this country). 

Solar-energy collectors. 

Urban Scales 

Sunny days, as defined by the 300 W m-' threshold in June, tend to 
be 0.1 fewer in a city than outside it when judged by a few station pairs 
in the United States. Adelaide receives less direct-beam radiation than 
Flinders University, 160 m higher, but more diffuse in about the same 
amount (Lyons and Forgan, 1975). Boston, on the other hand, receives 
0.15-0.20 less than Blue Hill in total solar radiation. The contrast be- 
tween Moscow University and a rural station grew larger over the period 
from 1955 to 1964 (Dmitriev and Abakumova, 1969). 
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Larger Scales 

Differing cloud regimes in lowlands and mountains produce different 
radiation regimes within fairly short distances, even in the maritime 
climate of Norway (Skaar, 1980). Davis and the Sierra Snow Laboratory 
differ, as mentioned earlier with regard to winter fog in the valley, which 
is nearly cloudless in summer while convective clouds form in the moun- 
tains. Davis receives more than 300 W m-2 on 0.88 of June days, while 
at the Snow Laboratory, 140 km northeast and 2 km higher, only 0.80 
of these days receive more. 

The Wisconsin network (Kerr and Rosendal, 1968; Kerr et al., 1968) 
identified radical shifts in the spatial pattern of solar radiation. In a given 
month the tracks of a few storms form a distinct radiation pattern that 
may display little resemblance to a pattern drawn from the coarser na- 
tional network. The effect of the Great Lakes on cloudiness is evident 
in some months. Spatial correlation coefficients of solar radiation in in- 
dividual days in March averaged 0.8 with the ten stations nearest (within 
150 km) to two base stations in north central and west central Wisconsin, 
but only 0.6 with a base station near Lake Michigan (Kerr et al . ,  1968). 

Coastal and mountain effects are combined across southern Honshu, 
where heavy winter clouds on the Japan Sea side reduce solar radiation 
52 W mP2  below that on the lee side, a rate of change of 30 W m-2 per 
100 km (Nishizawa, 1977). A still steeper gradient exists in the trades 
on Oahu between an annual mean of 150 W m-2 on the windward side 
of the Koolau Range to 250 W m-2 over Pearl Harbor (Ramage, 1979), 
a distance of only 15 km, but a flux density difference highly important 
to sugar cane production. 

Meridional profiles of solar radiation are featureless in summer over 
a stretch of 60 degrees of latitude. In winter, on the other hand, contrast 
in solar energy input between low and high latitudes is approximately 
5 W mP2  per 100 km. 

Few equatorial ecosystems receive large yearly quantities of solar ra- 
diation. Folklore about the withering intensity of the equatorial sun has 
been disproven by measurements; at Djakarta (Berlage, 1948), at 6"s 
latitude midday flux density on a horizontal surface averaged between 
550 and 580 W m-2 in different months-about the same as summer 
intensities at Madison, Edmonton, and Iakutsk (Table VIII). The daily 
mean flux density of 180-195 W m-2 is much smaller than the June 
means in the United States. 

In latitudes lower than 40" strong radiation is more a matter of lack 
of cloudiness than latitude. The spatial pattern is cellular (Budyko, 1974), 
and in the dry parts of every continent annual mean flux densities of 
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210 W m-’ extend poleward nearly to latitude 40”. Poleward of latitude 
40°, the cloudiness factor takes second place behind latitude except near 
the oceans. The high-latitude lands receiving less than 100 W m-’ an- 
nually-the dark part of the earth-are the Arctic and Antarctic coasts. 
In northern Norway tundra ecosystems receive only 80 W m-’. 

Nevertheless, even at the high latitude of Denmark (Smensen, 1975) 
and Sweden (Lonnroth et al., 1980) solar energy fluxes are large enough 
to play a major role in national energy planning (80% in the Swedish 
plan). Solar cells for high-quality electrical energy, managed forest eco- 
systems for methanol and high-temperature process heat, and direct 
solar for space-heating would yield economic energy over a wide range 
of quality. 

Although not a single energy flux, total solar radiation makes a con- 
venient combination because its two components have similar time re- 
gimes and spectral quality, and both are important to ecosystems. The 
basic controls are sun height and atmospheric cloudiness, with aerosol 
concentration having a minor effect, although the pure geometric effect 
of sun height on flux density is buffered by the area-source character 
of the diffuse component and by aperiodic fluctuations caused by pass- 
ing cloud systems. The variable direction, spectral composition, and flux 
density of solar energy present a major problem that terrestrial ecosys- 
tems meet in many ways. 

Note on Terminology: The sum of incoming solar radiation has several 
names: sun and sky radiation, ”global radiation,” insolation (incoming 
solar radiation), or simply total solar radiation. Note that ”sky radiation” 
does not refer to radiation emitted by atmospheric gases (the subject of 
Chaptei VI) but only to high-energy photons that are scattered out of 
the solar beam but are unchanged in wavelength, arriving at the earth’s 
surface as diffuse radiation from the hemisphere of the sky. Global ra- 
diation is a confusing term because the concept actually refers to radia- 
tion from only the hemisphere above an ecosystem. Biologists sometimes 
measure radiation with spherical receivers, but these data are hard to 
interpret in terms of other radiation fluxes and are not discussed here. 
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An invisible, little-known energy flux that has sometimes gone un- 
recognized as the largest supplier of energy to ecosystems almost any- 
where in the world is entirely different from the two fluxes of radiation 
and their sum that we have described in Chapters 111-V. This is the 
downward flux of longwave radiation* (wavelengths from 4 to 50 pm), 
i.e., the downward component of a field of radiant energy that fills the 
atmosphere. It is neglected partly because of its invisibility, partly be- 
cause it is reasonably steady, t a characteristic highly valuable to eco- 
systems receiving it. 

MAGNITUDE AND SIGNIFICANCE OF THE FLUX 

Quanta emitted as a result of rotational and vibrational motions in 
triatomic molecules in the atmosphere, though emitted in bands rather 
than continuously over the spectrum, and though emanating from gases 
that form only a trace of the total atmosphere, reach the earths surface 
at flux densities of 200-400 W m-2. This flux is at times augmented by 
the radiation emitted by droplets and particles. 

* Terminology Longwave radiation is called “atmospheric” because it is emitted by the 
atmosphere; also “terrestrial” (as contrasted with solar), but then it is likely to be confused 
with the upward flux from the earth itself; also ”nocturnal” because it is more easily 
measured at night, but it is larger by day; also “thermal” because its effects are primarily 
heating. 

t This flux is sometimes confused with the net resultant of the upward and downward 
components of the field of longwave radiation, which in reality is not itself an energy flux 
but merely the resultant of fluxes from distinct sources and not so easily amenable to 
physical interpretation. As a small quantity (less than 50 W m-’) in the energy balance, 
it may receive perfunctory attention in analysis; this is discussed in Chapter X. 

96 
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These streams of radiative energy do not originate in the bulk con- 
stituents of the atmosphere, nitrogen and oxygen, for their molecules 
have no absorption or emission bands in the spectral region 4-50 pm 
relevant to radiators having a temperature of 250-300°K (Wien's law). 
In this spectral region, however, a few triatomic molecules intermingled 
with the bulk constituents emit photons by rotational transitions at 
wavelengths longer than 15 pm and by vibrational and 
rotational-vibrational transitions at wavelengths shorter than 15 pm. 

The 4-8-pm band, from C 0 2  and H20,  has an energy content of the 
order of 50-100 W mP2, mostly generated in the lowest 50 m of the 
atmosphere, for which water-vapor content and temperature can gen- 
erally be represented by measurements at the usual shelter height, 1.5-2 
m. Radiation at wavelengths greater than 12 pm, in overlapping bands 
from COz and HzO, mostly comes from the lowest 0.2-0.6 km of the 
atmosphere. Its energy content, depending on temperature and hu- 
midity of these layers, is approximately four times as great as that in 
the 4-8-pm band. A minor stream in wavelengths from 9.5 to 10 pm 
originates in ozone molecules in the stratosphere. 

The total inflow of radiation dwarfs other inflows of heat in the energy 
budgets of almost all ecosystems. By its very size and steadiness, it 
smooths the conditions under which ecosystems survive and function 
and helps provide a predictable environment. During the polar night 
"the environment is composed of thermal [i.e., longwave] radiation, 
modified at times by turbulent winds" (Gates, 1963). Because energy 
is seldom supplied by conduction from the substrate and turbulent trans- 
port from the stable nocturnal atmosphere at flux densities larger than 
50-100 W mP2, longwave radiation dominates the energy budget. The 
size of this gift renders it unnecessary for an ecosystem to extract more 
sensible heat from air or soil and thereby affects these other heat fluxes. 

When it fails, ecosystems are in trouble. Brooks (1952) calculated a 
downward flux of only 210 W m P 2  in the freeze of 22 January 1937 in 
California. To remain at an above-freezing temperature, an ecosystem 
must be able to disburse approximately 315 W m-2; when the income 
dropped, so also did orchard temperature-to a level at which dis- 
bursement was 280 W m-2, about -8"C, which was catastrophic for the 
trees. 

RADIATION UNDER A CLOUDLESS SKY 

Variations in concentration and temperature of atmospheric sources 
of longwave radiation produce variations in the downward component 
at the surface of the earth. 
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"Permanent" Gases 

Changes in stratospheric ozone are ecologically less important for their 
effect on longwave radiation than they are for that on solar ultraviolet. 
The thermal contribution of ozone is small because the emitter is cold; 
flux density is 15-20 W m-2 (Staley and Jurica, 1972). Tropospheric 
ozone, which is now recognized on a regional scale, may also affect the 
longwave flux. 

Carbon dioxide, even at its present trace concentrations, emits 
strongly in several spectral regions, totaling to a flux density of about 
70-75 W mP2. A diurnal variation is caused by the variation in its tem- 
perature and its concentration, which is usually lower by day, substan- 
tially so in valleys (Reiter and Kanter, 1980). If its concentration doubles 
or triples as a result of human dependence on fossil energy, this flux 
will increase substantially, as shown by many models [see Ramanathan 
et al.  (1979); Manabe and Wetherald (198O)J. 

Water Vapor 

Water vapor, the most variable constituent of the atmosphere, radiates 
in the 5.5-7.5 pm and >13 pm bands, overlapping somewhat with the 
CO, emission bands, to deliver from half to three-quarters of the clear- 
sky flux density. Its range, from 150 to 300 W mP2, depends on vapor 
concentration and temperature, which are so well correlated in many 
regions that an estimating formula can bury vapor concentration in the 
temperature variable (Swinbank, 1963; Deacon, 1970). In its 5.5-7.5-pm 
spectral region most of the energy is emitted by vapor molecules near 
the ground-within 0.1-0.2 km (Kondratyev, 1969, p. 620), and local 
vapor sources may be important. Emission in longer wavelengths comes 
from deeper layers of the troposphere. 

If "precipitable" water (the vertically integrated mass of vapor in the 
atmospheric column) is taken as the independent variable, the down- 
ward component of longwave radiation at the underlying surface is as 
shown in Table I. Because much of the flux originates near the ground, 
shelter observations of vapor pressure are also appropriate predictors 
(Table 11). The range of temperature occurring at each vaIue of vapor 
pressure introduces a variation of 40-50 W rn-, about the mean relation 
shown in TableJl,-@t the large effect of water vapor is still clear. 

Aerosols 

The contrib aerosol components is generally recognized as 
augmenting the longwave flux, even when specific effects are not yet 
identified. Substances with absorption-emission bands within the win- 
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TABLE I 

Downward Longwaue Radiation at 
Different Massrs of Atmospheric 
Water Vapor" 

Mass of 
atmospheric 

(kg m - 2 ,  

vapor Flux density 
(W m-') 

5 230 
10 260 
20 320 

a Data from Barashkova (1960), 
from 4-yr record at Karadag. 

dow from 7 to 14 pm, in which natural constituents of the atmosphere 
(except stratospheric ozone) do not emit, are particularly important, and 
some of these may be increasing in concentration as a result of indus- 
trialization and chemicalized agriculture (Wang et at., 1976; Wang et at., 
1980; Donner and Ramanathan, 1980). 

Particles, including some of biological origin, also may generate sub- 
stantial radiation in the window (Dalrymple and Unsworth, 1978b). 
Calculations of radiation at wavelengths around 6 pm show that ordi- 
nary aerosols augment the water-generated flux of zenithal radiation to 
the ground by 0.17 (Kattawar and Plass, 1971), even though this spectral 
region was outside the window. 

Source Geometry 

Molecules at a particular level absorb certain wavelengths of the de- 
scending stream from colder molecules above. They emit radiation at 
nearly the same wavelengths but with greater intensity since they are 
warmer. The descending flux increases in density as shown by sound- 
ings (Kuhn et a l . ,  1959) and is the basis for many models. 

The descending stream coming from the zenith carries less energy 
than do those at lower angles. At a horizon angle of 50" the increase is 
3%, at an angle of 30" it is 7%. The sky directly overhead is the coldest 
in terms of the radiative energy an ecosystem receives from it, and the 
8-12 pm window is most marked (Schulze, 1970, p. 128). Monte Carlo 
modeling shows that the zenith always emitted less flux than did the 
lower parts of the sky, an order of magnitude less from a dry, cloudless 
atmosphere at one particular wavelength (Kattawar and Plass, 1971). 

Measurements at Blue Hill Meteorological Observatory over the whole 
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TABLE I1 

Douinurard Longwave Radiation at 
Dqferent Surface Vapor Pressures" 

Vapor pressure Flux density 
(mbar) (W m-') 

2 200 
6 270 

12 340 
20 380 

' I  Data from Barashkova (1960), 
4-yr record, wind speed 5 m sec ~ ' 
or higher. Karadag 45"N. 

longwave spectrum (Brooks, 1952) found the zenithal flux to be 4 W m-' 
sr -' less than the hemispherical average. The flux from a band of the 
sky 15" above the horizon was 7 W m-' sr more than the average, 
which is in accord with computations (Kondratyev, 1969, p. 598). The 
flux from the band 38" above the horizon approximates the mean flux 
from the whole hemisphere (Dines and Dines, 1927; Dalrymple and 
Unsworth, 1978a). The suggestion that the flux be considered as two 
components-one from an isotropic and one from a directional source 
(Unsworth and Monteith, 1975)-is similar to the one noted in Chapter 
IV for a two-source geometry of scattered shortwave radiation.* 

SOURCES OF VARIATION UNDER CLOUDS 

Longwave radiation increases when water vapor condenses into drop- 
lets that radiate continuously over the whole longwave spectral range, 
including the 8-12 pm window in which water vapor does not radiate. 
A cloud base near the ground radiates virtually as a blackbody, but the 
window tends to reappear if the cloud base is at 3 km (Kondratyev, 
1969, Fig. 9.22, p. 623), and hence colder. If the cloud base is at 9 km, 
the window is only half-filled because in the adjacent bands, around 7 
pm and 14+ pm, the vapor and C 0 2  below cloud level are radiating 
strongly. The lower and warmer the cloud base, the less likely that its 
radiation will be obscured by the intervening atmosphere (Niilisk, 1972). 

* During much of the day, the area of the sky generating the least scattered solar radiation 
is also near the zenith, and a number of microclimatic practices utilize this cold hole for 
a kind of passive cooling (Brooks, 1959). It is particularly effective for ecosystems under 
dry, cloudless atmospheres. 
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Middle clouds, for example, increase the cloudless-sky flux density 
by 0.15 (or 40 W mP2) when the surface vapor pressure is 6 mbar, but 
by only 0.09 (or 20 W m-2) when vapor pressure is 12 mbar (Barashkova, 
1960). Modeling shows the smaller effect in humid low latitudes (Kuhn, 
1978), and night observations at Calcutta (De and Gupta, 1964) display 
an increase with overcast over clear skies in dry December (64 W rn-’ 
change) that is twice as large as the increase in the moist season (June). 

Considering the height and low temperature of cirrus clouds, they do 
not contribute a great deal to the longwave flux arriving at the earths 
surface-about 0.05 in Barashkova’s (1960) measurements. The effect 
would probably be relatively most important in cold, dry weather when 
warmth and vapor concentration in the intervening atmosphere are lack- 
ing. It was not unc6mmon in the Sierra Nevada to note reduced noc- 
turnal cooling when a nearby airways station reported clear skies 
through the hours of darkness, but ”high thin overcast” as soon as the 
sun made a cirrus deck visible. The effects of radiation from this deck 
were significant in these low-flux conditions and made up about half 
of the net loss of heat by exchange of radiation between snow and sky. 
Cirrostratus in storm systems is denser and appears to have a significant 
emissivity (Platt and Dilley, 1979). 

MEASUREMENT AND ESTIMATION 

The vertical component of incoming longwave radiation is measured 
by the difference between two hemispherical sensors open respectively 
to solar and all-wave radiation, not a precise procedure. An alternative 
is a sensor dome that screens out solar wavelengths below 3.6 pm, such 
as the one developed by Schulze (1970, p. 196) in the early 1950s. These 
hemispherical pyrgeometers need to be protected from solar overheating 
(Enz ef al. ,  1975; Gaevskii, 1960). Other means of eliminating solar ra- 
diation have been proposed to make daytime measurements more ac- 
curate (e.g., Kozik, 1957). 

Calibration is more difficult than for shortwave instruments, which 
are not always well calibrated either. Whether for this reason or because 
downward longwave radiation has not appeared as a separate flux in 
many energy-budget studies, few routine observations are made even 
in countries with good radiation networks. The Hamburg Observatory, 
reporting daily sums, has the only long published record known to me. 

The lack of observations and the steadiness of the flux have encour- 
aged development of calculation methods to determine long-term 
means. Empirical formulations for cloudless-sky radiation that have 
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been used for 50 years include shelter temperature and vapor pressure 
with varying numerical coefficients, as described in Brunt (1934), Bu- 
dyko (1974), and in many other places.* In some formulations the as- 
sociation of air temperature and vapor pressure is employed to fold the 
latter term into the former (Swinbank, 1963) as noted earlier, although 
in certain conditions vapor pressure is explicitly needed (Idso, 1974). 
Downward longwave radiation can be expressed as a fraction of black- 
body radiation at shelter temperature, applying an apparent emissivity 
term that depends on humidity (Brutsaert, 1975; Marks and Dozier, 1979; 
Satterlund, 1979) or aerosol concentrations. 

Employment of 1.5-m air temperature to represent the temperatures 
of the radiating layers of the atmosphere is another approximation be- 
cause at different wavelengths the flux is generated by layers of different 
depths. The implied shelter-troposphere relationship is also disturbed 
when inversions occur. Kanemasu and Arkin (1974) ascribe a systematic 
diurnal deviation between observed and computed flux densities in 
Kansas to the fact that the shelter thermometer underestimates the tem- 
perature of the radiatively active depth of air at night and overestimates 
it in the daytime. 

Paulsen and Torheim (1964) point out that "these empirical formulae 
will take different forms in the different climates.. . ." This problem 
is approached by graphical formulations such as those of Elsasser or 
Shekhter, using temperature and vapor concentrations of separate layers 
from specific radiosonde ascents and various ways of integrating over 
wavelength (Charlock et al., 1976; Haltiner and Martin, 1957, Chap. 8). 
Cloudiness enters the graphical solutions by a blackbody assumption 
[criticized by Goody (1964)l and the algebraic solutions by relations like 
those used for shortwave radiation. 

A cloud coefficient can be derived from the ratio of observed to clear- 
day total solar radiation (Anderson and Baker, 1967). One may be de- 
rived as in solar radiation formulas, perhaps as cloud cover n to some 
power, say 2.5 (Kreitz, 1954). 

Graphical and algebraic expressions for downward longwave radia- 
tion are useful for large-scale work, perhaps in modeling, and in re- 
constructions of the past. It seems desirable, however, to measure locally 
at least long enough to assess errors in coefficients. 

* These formulas are one of several combinations of air temperature and humidity, de- 
veloped for such purposes as equivalent temperature and equivalent potential temperature 
in meteorology and a plethora of "effective" temperatures in physiology and air-condi- 
tioning engineering. Longwave radiation was felt to be implicit in the physiological expres- 
sions used in a study of sultry weather in the central United States (Havlik, 1976, p: 33). 
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VARIATIONS OVER TIME 

The salient characteristic of the longwave radiation coming into eco- 
systems is its steadiness, compared with shortwave radiation fluxes and 
indeed with energy fluxes yet to be discussed. Paulsen and Torheim 
(1964) in noting that on a winter day in Bergen the flux is only 0.25 less 
than that on a summer day, refer to "this well-known, however re- 
markable, feature . . . ." Variations, though subdued in a relative sense, 
do, however, have ecological significance because of their absolute mag- 
nitude. The spectrum of time scales over which longwave radiation var- 
ies displays peaks associated with the occurrence of the two principal 
radiators-clouds and boundary-layer gases. Adding the two astronom- 
ical cycles of boundary-layer variation, day and year, give us a total of 
five time scales: 

(1) minute to minute, caused by passing individual clouds; 
(2) the day; 
(3)  variation from day to day, caused by passing cloud systems; 
(4) the year; 
(5) variation from year to year, caused by changes in the frequency 

of synoptic systems in different years, and in concentration of radiating 
gases. 

Sources of the variation in longwave radiation are the variations in 
atmospheric heat and vapor at scales 2 and 4 and in cloud cover and 
aerosol concentration at scales 1, 3, and 5. The correlation with short- 
wave radiation is positive at scales 2 and 4, negative at scales 1, 3, and 
5 (see Chapter VII). 

Momentary Variations (Scale 1) 

Microscale variations occur as a radiating cloud coming over the sky 
raises the flux density by 25 W m-' or more. These have less impact 
than cloud-induced changes in the solar beam, but afford a degree of 
compensation in total energy input. Their effects on dew formation are 
familiar. 

Diurnal Variations (Scale 2)  

The difference between night and day values of flux density runs 
parallel with, not counter to, the diurnal march of solar radiation and 
are large in summer, small on winter days (Table 111). Details of the daily 
march reflect the familiar lag in boundary-layer conditions behind the 
surface heat fluxes. A slow decrease occurs at night, sometimes expo- 
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TABLE 111 

Low and High Flux Densities of Downward Longwave Radiation In the Diurnal March 

Hourly values 
(W m-’) 

Range 
Station and season Low High (W m-’) Source 

Bergen, summer clear day - 

Bergen, winter clear day - 
Bergen, June mean 327 

Bergen, December mean 302 
Wien, July 325 
Eastern Alps (3 km), summer 

clear days - 
all days - 

Tashkent, June clear day 345 
Karadag, July 280 

Tashkent, June all days 350 
Tashkent, December clear day 260 
Tashkent, December all days 280 
Central Asia, desert summer 

day 305 
Central Asia, desert July days 303 
Central Asia, Pamir Mts. (4 km), 

July 195 
Windsor, autumn 290 

- 
375 

311 
350 

- 

- 
- 
345 
395 
400 
280 
310 

445 
406 

237 
360 

75 
48 
-0 

9 
25 

50 
35 
65 
50 
50 
20 
30 

140 
103 

42 
70 

Paulsen and Torheim (1964) 
Paulsen and Torheim (1964) 
Paulsen and Torheim (1964) 
Paulsen and Torheim (1964) 
Dirmhirn (1964) 

Wagner (1980) 
Wagner (1980) 
Barashkova (1960) 
Lopukhin (1957) 
Lopukhin (1957 
Lopukhin (1957) 
Lopukhin (1957) 

Aizenshtat and Zuev (1952) 
Aizenshtat (1960) 

Murninov (1959) 
Braze1 and Osborne (1976) 

nentially. At Tashkent (in a large oasis), the decrease from flux densities 
of the summer evening amounts to 25-30 W m-2 by dawn (Aizenshtat, 
1957). It is about 20 W m-2 on May nights at Calcutta (De and Gupta, 
1964). Brooks (1952) measured it in dry country as about 0.07 of the 
initial flux density. 

The ecological significance of this flux at night lies in its effect on leaf- 
cell temperatures, especially useful in cold weather. In summer it is less 
welcome since it increases the respiration level of vegetation. Radiation 
(360-380 W m-2) on July and August nights in Tashkent (and other 
oasis or low-latitude cities) slows the cooling of houses and adds to the 
discomfort of sleeping.* 

Interdiurnal Variations (Scale 3) 

Longwave radiation fluctuates from day to day as a result of changes 
in atmospheric warmth, moisture, and especially cloud content. Cold 

* The death toll of the 1965 earthquake was less than might have been expected because 
many people were sleeping outside their houses, as they used to do in Arizona before air 
conditioning became common. 
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advection brings days when radiation from dry, cold, often cloudless 
air is very small. For example, in November 1977, a northerly stream 
of cool and very dry air (specific humidity 0.08 g kg-’ in the 80-60 kPa 
layer) over southeastern Wisconsin emitted a downward flux calculated 
as 190 W m P 2  and measured as 195 W m-2. Still lower fluxes occur in 
colder air later in the winter. 

Warm advection, transporting millions of megajoules of energy pole- 
ward, supports rapid radiation of much of this heat to the underlying 
surface, and the downward flux might at times exceed the upward flux. 
The large excess (65 W m-* or 0.26 of the mean) of radiation on cloudy 
days in December at Hamburg over that on clear days exemplifies a 
major avenue by which Atlantic heat reaches ecosystems of western 
Europe. 

Radiation on clear and cloudy days in summer differs by only 20 W 
m-’, or 0.05 of the mean. Interdiurnal variations at Hamburg average 
19 W m-2 in December (0.06 of the mean, smaller than the 65 above 
because clear or cloudy days tend to come in clusters, and 13 W m-’ 
in June (0.03 of the mean). 

Annual Variations (Scale 4) 

Like the diurnal march, the annual march follows the rhythmic heat- 
ing and moistening of the lower troposphere. Differences in June and 
December means are shown in Table IV, as well as the range between 
highest and lowest months which lag the solstices. (Maxima in the an- 
nual march typically occur from mid-July to mid-August.) The annual 
variation in Europe is small near the coast, larger inland (Wien) and still 
larger in the central chernozem zone [95 W m-’ at Kursk (Rudnev, 
1980)]. 

The range in monthly mean values at Tashkent (vertical transect in 
Fig. 1) over the year is not much more than the range in hourly means 
from night to day (horizontal transect). All three forms of variation, the 
diurnal and annual associated with boundary-layer warmth and mois- 
ture and the interdiurnal associated with cloud systems, appear to dis- 
play about the same magnitude. 

Year-to-Year Variation (Scale 5) 

Differences in synoptic weather systems from year to year affect cloud 
cover and air temperature and cause variation in longwave radiation. 
The standard deviation of mean monthly values of the flux in the same 
winter or summer month (data for 15 yr available at Hamburg) is about 



TABLE IV 

Flux Densities of Incoming L o n p a v e  Radiation in the Annual March" 

Difference Range between 
June- high and low 

December June December months Source Station 

Barrow, 71"N 
Bergen, 60" 
Hamburg, 54" 
Wien, 48" 
Karadag, 45" 

night, clear weather 
all days 

Tashkent, 41" 
night, clear 

broken clouds 
overcast 

Tashkent, 41" 
all hours 

New Delhi, 29" 
early night 

Calcutta, 23" 
night, clear 

overcast 
Poona, 19" 

early night 
Sydney, Montana, 49" 

clear days 
Phoenix, 33" 

clear days 

210b 
305 
300 
282 

270' 
350 
345 
353 

60 
45 
45 
71 

70 
75 
80 
95 

Maykut and Church (1973) 
Paulsen and Torheim (1964) 
Germany, Wetterdienst (1954-1974) 
Dirmhirn (1964) 

Barashkova (1960) 245 
295 

330 
365 

85 
70 

230 
285 
300 

340 
370 
360 

110 
85 
60 

Aizenshtat (1957) 

29 1 370 79 Lopukhin (1957) 

Mani and Chacko (1963) 

De and Gupta (1964) 

370 450 80 

418 
448 

320 
383 

98 
65 

345 375 30 Mani and Chacko (1963) 

Aase and Idso (1978) 

Idso (1974) 

265' 75 - 

135 315 450 

a Data given in watts per square meter. 
Estimated. 
Winter and summer means. 
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Fig. VI. l .  Isopleth diagram of the downward flux of longwave radiation at Tashkent 
(41"N latitude) (W m-*). [Data from Lopukhin (1957).] A horizontal transect across the 
diagram shows the restrained diurnal march of this flux in a given month; a vertical transect 
shows the annual march at a given time of day, which has a wider range. The pattern is 
repeated indefinitely as days and years follow one another. 

4% of the mean flux. The frequency of cloud systems in different sum- 
mers affects both the monthly mean and the day-to-day variance. 

Although the role of radiating aerosols is not fully understood, it 
seems likely that their increase in the urban and global atmospheres will 
cause a systematic rise in the flux density of downward longwave ra- 
diation. The effect of increased COz concentration has been much dis- 
cussed on the basis of calculated radiation fluxes, and it is unfortunate 
that our baseline data on this radiation flux are so scanty. 

SPATIAL VARIATIONS IN INCOMING LONGWAVE RADIATION 

Micro- and Mesoscale 

The longwave radiation entering an ecosystem is usually augmented 
downward by emission from the upper leaves. The vertical profiles of 
energy fluxes will be discussed in Chapter XX, but here we can note 
an example: A flux of 335 W m-' entering a red pine stand was increased 
to 395 W rn-' at the ground (Reifsnyder, 1967). The environment of the 
lower leaves is one of isotropic radiation, quite different from the en- 
vironment of the outer leaves. 

It was early recognized that frost is a radiative phenomenon, and on 
still nights the important factors are incoming longwave radiation flux 
and that emitted by leaves and fruit. What could be more obvious than 
to supply a radiator above an orchard? At the time of the 1937 freeze 
in California it was believed that a soot cloud was such a radiator, and 
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growers made their orchard heaters smoke as much as possible and 
burned old tires by the ton. The smoke from hundreds of citrus orchards 
drifted into Los Angeles. Although city people were months in cleaning 
up the gummy deposits, they did so cheerfully because they sympa- 
thized with the growers, but research by Brooks and others, sparked 
by this massive frost, determined that the smoke had less radiative ben- 
efit than the heaters did. Smokeless heaters with hot radiating stacks 
were subsequently developed. 

The radiation principle was later applied by fogging systems that pro- 
duce water droplets between 10 and 40 pm in diameter. A trial (Brewer 
et al . ,  1974) showed downward longwave radiation was about 240 W m-2 
under clear skies and 280 W m-2 under the fog (the heat demand for 
the orchard at 5°C was 335 W mP2). The fog emitted 40 W m-', much 
less than was expected, and met 0.4 of the net loss of heat by radiative 
exchange. Changes in drift "disrupted the fog coverage and pushed the 
fog uphill to normally warmer areas-where it was not needed as badly 
as it was in the lower basin" (Brewer ef af., 1974). This tendency of 
artificial fogs or smokes to drift away has also been noted in European 
practice (Bagdonas ef a/ . ,  1978, pp. 97-99). Moreover, chemical smokes 
are hazardous. 

Radiation from a ridge or stand of trees to an adjacent low ecosystem 
can be evaluated for various geometrical situations. Trees displace the 
horizon sectors of the sky from which, because of their warmth and 
optical thickness, the radiation flux to an ecosystem is relatively great, 
though at a low angle. Tree stands and hills do not cover the central 
area of the sky that is important by the cosine relation and usually the 
coldest radiator. Radiation input to slopes can be calculated as shown 
by Kondratyev (1969) or Unsworth and Monteith (1975), or it can be 
modeled (Zdunkowski and McDonald, 1966; Marks and Dozier, 1979). 
Greenland (1973) ascribes the winter surplus (instead of deficit) of all- 
wave radiation in a New Zealand valley at 43"s to radiation emitted by 
air heated by adjacent hillsides. 

Urban atmospheres emit more longwave radiation than do rural, e.g., 
those of Windsor (Braze1 and Osborne, 1976), Hamilton (Rouse ef al., 
1973), and Montreal (Oke and Fuggle, 1972). The added load of excess 
longwave radiation in summer heat waves has lethal potential and 
should be monitored. 

Larger Scales 

Cloudy coastal regions presumably receive more longwave radiation 
in winter than interior regions as a result of heat advection. This is 
obvious in western Europe, where the Bergen and Hamburg stations 
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cited lie on the oceanic side of a major air-stream boundary in January 
(Klaus, 1979). However, we need to separate the aspects of advection 
relevant to longwave radiation: (a) the warmth of the air itself, (b) ad- 
vected clouds, and (c) conversion of latent heat into radiation when 
clouds form over the receiving region. For example, does summer cold 
advection onto the coast of California reduce the longwave flux more 
than the advected stratus clouds increase it? 

Warm moist lowland atmospheres contrast with the thin, 
usually dry, cold atmosphere above mountain ecosystems. The vertical 
difference in relatively dry air in central Asia in summer is about 30 W 
m-' for a kilometer change in altitude (Zuev, 1960; Aizenshtat, 1960). 
The same variation occurs in summer in the eastern Alps, somewhat 
less in winter (Sauberer, 1954). The summer gradient is confirmed from 
Wagner's (1980) measurement at 3 km altitude. 

The incomplete station coverage in Table IV suggests 
annual means of about 240 W m-' in Alaska," 320 W m-' at the Eu- 
ropean sites, more at Tashkent, still more in India, over the Indian Ocean 
380 W m-' (Portman and Ryznar, 1971, p. 46), and in regions under 
equatorial air 400 W m-'. If we postulate air temperature near the 
ground at 33°C and vapor pressure near 45 mbar for air in equilibrium 
with a surface evaporating at its maximum rate in a high-energy climate, 
incoming longwave radiation from the usual formulas (Brutsaert, 1975; 
Staley and Jurica, 1972; Kondratyev, 1969; Swinbank, 1963) approaches 
450 W m-' from a cloudless sky and slightly more from thick low clouds. 

The smallest fluxes come to ecosystems at high altitudes and high 
latitudes, and under cold dry atmospheres that possess and emit little 
energy. A classic investigation of atmosphere-surface interaction during 
a long cooling period in the Yukon valley (Wexler, 1936) determined a 
downward flux of only 85 W m-' and was confirmed in a later study 
when a low temperature record for North America was set (Wexler, 
1948). Fluxes in shorter interstorm periods on the Greenland ice cap 
(70"N) diminished to 125 W m-' (Miller, 1956; Schlatter, 1972); mea- 
sured fluxes in cloudless winter weather at Resolute (75"N) averaged 
125 W m-' also (Suckling and Wolfe, 1979). 

Zonal means of downward longwave radiation in the northern hemi- 
sphere, calculated by Niilisk (1960) in comparing several methods, dis- 
play poleward decline from 400 W m-' in equatorial latitudes to 170 W 
m-' at 60-70"N latitude. This range over the ecosystems of the globe 

Attitude. 

Global Extremes. 

* Nevertheless, even here at 71"N latitude the flux is large enough in summer to play 
an important role in models of soil thawing and of tundra productivity (Miller et al.,  1976). 
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contrasts with the relatively small time variation to a given ecosystem. 
The comparatively steady and large input of energy to any particular 
ecosystem buffers fluctuations in its receipts of solar energy and plays 
a sustaining role in its total energy budget. 
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RADIANT ENERGY ABSORBED BY 
ECOSYSTEMS 

Photons of different wavelengths emerge at different angles from the 
hemisphere above an ecosystem and are variously received by it. Some 
are reflected by surfaces in the upper layers, some are absorbed there, 
others penetrate to deeper layers where they are reflected, absorbed, 
or transmitted farther. The net effect for the ecosystem as a whole is 
reflection of a fraction of the incident photons and absorption of the 
others. The pattern of these two processes with depth will be discussed 
in Chapter XX; here we look at ecosystems as radiation-absorbing, en- 
ergy-transforming entities. 

The interactions of photons with ecosystem surfaces, like their inter- 
actions with molecules and particles in the atmosphere, are a complex 
case of the general question of interaction of radiation and matter that 
occupied much of 19th century physics. Our task is to recognize the 
multiplicity of photons of specific frequency and direction striking the 
outer surfaces of an ecosystem that can be highly selective in rejecting 
or absorbing these photons and to generalize these events into time and 
spatial patterns of the flux density at which absorbed radiant energy 
becomes available to power ecosystem functions. 

ECOSYSTEM CHARACTERISTICS THAT AFFECT ABSORPTION OF 
RADIANT ENERGY 

Characteristics of an ecosystem that influence its interaction with in- 
coming radiation include its depth and openness, roughness, moisture 
status, and the molecular composition of its surfaces. 

114 
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Depth 

The porosity or transparency of the receiving surface, whether water, 
vegetation, or snow, controls penetration and backscattering within an 
optically active layer, which might be 10 m deep in a forest, 1.2 mm in 
sand, or 0.4 mm in clay soil (Tolchel’nikov and Komiakov, 1980). Muddy 
water scatters incoming solar radiation back from its top layers, allowing 
little absorption in the deeper layers. In contrast, a Pinus taeda stand at 
Duke University (Gay, 1966) absorbed 0.89 of the incoming solar energy 
in spring and 0.87 in fall. The complex structure of a forest has to be 
known if we are to determine radiation absorption and conversion to 
biomass (Hutchison, 1979). Absorptivity of Nigerian ecosystems in- 
creases from 0.77 in those 0.3 m deep to 0.81 in those 3 m deep and 
0.87 in those 30 m deep (Oguntoyinbo and Oguntala, 1979). Leaf area, 
which is associated with ecosystem depth, can be sensed by reflectivity 
in the 0.7-1.1 pm band (Thomas ef al. ,  1977). 

Overgrazing reduces ecosystem depth and roughness and tends to 
reduce absorptivity, with serious effects in many semiarid regions of the 
world. Exclosure of an area in the Sinai in 1974 increased its vegetation 
density and its absorptivity by 0.06 in the 0.55-0.9 pm spectral region 
(Otterman, 1977); logging in Quebec decreased biomass and shifted ab- 
sorptivity from 0.93 to 0.82 (McCaughey, 1978), drought changes solar 
absorptivity over large areas (Norton ef al., 1979), and Australian pas- 
tures in need of fertilization can be mapped by remote sensing (Vickery 
et al., 1980). 

As snow ages, its active depth increases because fewer crystal facets 
scatter radiation and more solar radiation penetrates deeply, not to 
emerge again; the result is the familiar low albedo of old snow cover 
(Dirmhirn and Eaton, 1975). With snow grains larger than 1.5 mm, size 
appears to be less important than density (Bergen, 1975). 

Roughness 

A rough surface tends to absorb more radiation than a smooth one, 
partly because photons reflected downward by taller elements of the 
surface may be captured at their second contact. Roughened loam ab- 
sorbs 0.03-0.04 more solar radiation than a smooth loam (Idso ef al. ,  
1975). Roughness tends to enhance midday absorption and to increase 
the dependence of absorptivity on sun height (Arnfield, 1975). 

Longwave absorptivities in the 7-15 pm range are 0.94 for sand and 
0.97 for lawn, a rougher surface (Lorenz, 1966). The high absorptivities 
of ecosystem canopies are consistent with their structure as an agglom- 
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eration of blackbody cavities or Hohlraum radiators (Reifsnyder, 1967b), 
especially in orchards and row crops (Sutherland and Bartholic, 1977). 

Tree crowns absorb more solar energy than individual leaves or 
needles (Miller, 1955, p. 97), and the stand canopy still more. Rudnev 
(1974) shows an increase from absorptivity of 0.90 of incident photo- 
synthetically active radiation by hardwood leaves to 0.93 by crowns and 
to 0.944 by forest canopy; similar increases occur in solar infrared 
radiation. 

Surface Wetness 

A water film on leaves and particles of soil or snow also increases the 
likelihood of multiple internal reflection of photons. Wet sand is ap- 
preciably darker and more absorptive than dry sand. Wet snow during 
midday melting absorbs more solar radiation, and this positive feedback 
accelerates melting in sunny weather. 

Solar absorptivity of drying loam at Phoenix (Idso et al., 1975) de- 
creased from 0.83-0.86, depending on sun angle, to 0.67-0.71 in dry 
soil, the moisture of a thin top layer (2-mm thick or less) being most 
important. The change from wet to'dry in such a thin layer is rapid; in 
a few hours "the value of the soil color is visibly changing from dark 
to light" (Idso et al. ,  1975). Ratios of reflectivity in six spectral bands 
from 0.449-0.484 up to 0.953-1.031 p,m added no information on soil 
moisture and so can be used to identify soil types (Reginato et al., 1977). 
Wet leaves can be identified at radar as well as solar wavelengths, in 
which a wet pine forest displayed absorptivities several hundredths 
greater than a dry forest (Kasperavichene, 1965). Wet soils absorb about 
0.01 more than dry in the longwave region. 

Molecular Composition 

Quartz absorbs less than 0.90 of incident longwave radiation, less than 
most other minerals or soils (Rudnev, 1974). Leaf chlorophyll absorbs 
in the blue and red regions of the spectrum and not in the green or solar 
infrared regions; water is highly selective in transmission and absorp- 
tion. Most leaves absorb 0.90-0.98 of longwave radiation with some 
specific differences, such as 0.94 ? 0.04 for Zea mays and 0.995 & 0.04 
for Saccharurn officinarum (Ross, 1975a, p. 173). 

Determining reflectivity or absorptivity of a substance at different 
wavelengths is a standard laboratory measurement for leaves and other 
ecosystem components, and a spectrophotometer can be used in the 
field. Measurements have been most common in the visual range, but 
the growing employment of airborne or satellite-borne scanners has 
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extended the range of wavelengths as well as the spatial scale. Ecosystem 
absorption over the solar spectrum is measured by a pair of pyranom- 
eters, one upright and the other inverted above the upper surface. 

Determining Absorption 

Albedo (1.0-absorptivity in the solar spectrum; from the Latin alba 
meaning white) is measured (Fig. 1) and published at all stations in some 

Fig. VII.1. Sensor for reflected solar radiation (left) registering data to be subtracted 
from measurements of incoming solar radiation to give the amount of solar energy ab- 
sorbed by the grass, here on the observation field of the Glavnaia Geofizicheskaia Ob- 
servatoriia at Voeikovo near Leningrad. Beam radiation is measured by pyrheliometer on 
post at right. 
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meteorological networks, usually at standard sites that are grassy in 
summer and snow-covered in winter. Thornthwaite’s plea (1961) that 
albedo is a fundamental characteristic of the surface of the earth and 
should be intensively studied preceded a growth of interest on the part 
of agricultural, forest, radiation, and satellite meteorologists that has 
made it a familiar word, and its measurement is now more common. 
Dirmhirn (1968) shows that a reflectance measurement at 0.725 pm rep- 
resents the solar spectrum, and this sampling is used in some satellite 
analyses. 

Airborne measurements have been found to be in agreement with 
those at standard observation sites in central Asia (Sitnikova, 1963), but 
with snow cover and wave-roughened water the occurrence of small 
angles of incidence can generate enough specular (mirrorlike) reflection 
to bias the airborne readings (Dirmhirn and Eaton, 1975). 

Longwave radiation reflected from the surface is virtually indistin- 
guishable in the field from radiation emitted by the surface. Absorptiv- 
ities or emissivities of ecosystems in this spectral range are usually built 
up from laboratory determinations for components, but data are ”sparse 
and sporadic” (American Meteorological Society, 1972). Remote sensing 
studies have occasioned many attempts to estimate ecosystem and sur- 
face emissivity, often from scanning in a particular wavelength region 
(see, e.g., Sutherland et al.,  1979). 

GEOMETRIC COMPONENTS OF RADIANT ENERGY 

In preceding chapters we distinguished between beam and diffuse 
radiation from the sun and also saw that solar radiation scattered in the 
atmosphere and longwave radiation emitted by it display geometric 
source patterns. Clearly, the shifting azimuth and altitude of the sun, 
the circumsolar source of much diffuse solar radiation, and the low- 
altitude bands of the sky that generate much diffuse solar and longwave 
radiation affect the angles at which photons strike ecosystem surfaces 
and hence ecosystem absorptivity. 

Beam Radiation 

The significance of direction is obvious when a receiving surface re- 
flects the solar beam like a mirror, as snow and water may do under a 
low sun, or when the midday sunshine penetrates deep between leaves, 
individual plants, or crop rows. The glare from a water body at low sun 
angles indicates low absorptivity, contrasting with the high absorptivity 
(0.95 or more) when the sun is high, although values do not follow 
Fresnel’s law precisely (Robinson, 1966, p. 203). Specular reflection from 
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snow occurs only at sun heights lower than 45" (Middleton and Mungall, 
1952) and is small in new snow (Dirmhirn and Eaton, 1975), but it is 
partly responsible for a diurnal variation in absorptivity, as with water 
bodies. Sun altitude affects the absorptivity of many terrestrial ecosys- 
tems, and midday values may be 0.05-0.10 greater than those at the 
ends of the day. 

Diffuse Radiation 

The absorptivity of grass is 0.04 more for diffuse than for direct short- 
wave radiation, the difference decreasing as the grass grows older and 
dies (Tooming, 1960); at Tbilisi, however, a small reduction in absorp- 
tivity sometimes occurred when diffuse radiation made up a larger share 
of total solar radiation (Tsutskiridze, 1961). Dirmhirn (1953) found that 
meadows and forests absorb more of the blue-sky diffuse radiation than 
of that emerging from cloud bases. The relative penetrations of beam 
and diffuse solar radiation depend not only on leaf area, but also on leaf 
angles and whether leaves were distributed in space in a random or 
clumped manner (Ross, 1975b). 

Relative Contributions 

How much incoming energy is directional, and how much comes from 
a hemispherical source? Since much of the diffuse shortwave comes from 
the circumsolar source, most of the radiant-energy intake incident on 
an ecosystem in daytime is directional, and sun height affects total solar 
energy absorbed (Ross, 1975a, p. 305). 

The direct-beam component accentuates effects of slope in the terrain 
and the shape factor in biological organisms. Branches and animal bodies 
expose less extensive absorbing surfaces to the direct beam than to hemi- 
spherical-source radiation. Sun pits or points (Fig. 2) that follow the 
sun occur only in weak diffuse solar and longwave fields (cold, dry, 
very clear air) and strong beam radiation, as in the high Andes. Situ- 
ations of beam dominance are, however, more the exception than the 
rule, judging by flux-density data presented in the foregoing chapters, 
particularly when one adds area-source longwave radiation to the area- 
source fraction of the diffuse solar flux. 

SPECTRAL COMPOSITION OF RADIANT ENERGY ABSORBED 
BY ECOSYSTEMS 

Absorbed radiation in the ultraviolet and visible ranges of the spec- 
trum has photochemical and biological significance, dissociating mole- 
cules and fixing carbon, and all wavelengths have a heating value. 
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Fig. VII.2. Sun-facing pits and points of a city snow remnant in late February 1978 on 
a dry, cold day when beam radiation was dominant over area-source solar and longwave 
radiation. Points move to follow the sun, and the next morning still indicate where it set 
on the day before. 

Ultraviolet Radiation 

Differently absorbed by the parts of a flower, ultraviolet radiation 
gives a signal to potential pollinators that helps them minimize the en- 
ergy costs of foraging. In the black-eyed Susan (Rudbeckia hirta) three 
glucosides with strong absorption in the 0.34-0.38 p,m band, serve as 
nectar guides to orient insects (Thompson et al., 1972). Other flowers 
use the strategy of reflecting petals against UV-absorbing foliage, or 
conversely, of UV-absorbing flowers against UV-reflecting backgrounds 
(soils or glaucous leaves) (Frolich, 1976). 

Photosynthetically Active Radiation 

In the growing state the absorptivity of most ecosystems, particularly 
aquatic ones, for photosynthetically active radiation is about 0.9 and 
increases with increasing chlorophyll concentration (Bray et al., 1966). 
At the 55th parallel in the western Soviet Union 0.6 of the annual total 
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comes during the months when mean air temperature exceeds 10°C 
(Efimova, 1965) and of this 0.9 is absorbed, i.e., about 130 W m-’during 
the growing season. 

In latitudes above 40” the winter flux densities of photosynthetically 
active radiation are small. They fall, in continental interiors, upon dor- 
mant vegetation, desert, or snow, and absorption is of the order of 10-20 
W m-’. Vegetation in coastal regions is active in winter and absorbs 
more energy than do the dormant ecosystems inland or at higher 
altitudes. 

Solar Infrared Radiation 

Absorptivity of foliage for radiation of wavelengths greater than 0.7 
pm is much less than for photosynthetically active radiation. By using 
data from Dirmhirn (1964), we estimate that in June 120 W m-2 in the 
solar infrared reaches a grain field near Wien, of which 85 W m-’ is 
absorbed, and that 100 W m-’ arrives as visible radiation, of which 90 
W m-’ is absorbed. When this field is snow-covered, the situation is 
reversed: more solar infrared radiation is delivered, and much more is 
absorbed, 15 W rn-’ of infrared compared with 5 W m-2 of visible. 
Absorptivity is less in deep ecosystems than in thin ones because leaves 
absorb less than soil. Corn with a leaf area index of 1.0 absorbs 0.73 of 
the solar infrared, but corn with an index of 6.0 absorbs only 0.63 (Ross, 
1975a, p. 303). 

Solar infrared radiation has only a heating effect when absorbed, like 
longwave radiation, but, unlike longwave, it is intermittent, and its 
daytime pulses change in size and spacing through the year. This 
intermittency is important in melting snow cover, giving meltwater gen- 
eration an on-and-off character that eases the burden on drainage net- 
works. Foliage absorbs relatively little solar infrared but does so at hours 
when it is absorbing a great deal of photosynthetically active radiation, 
so that the solar infrared only augments daytime heating. 

Longwave Radiation 

The regimes of longwave radiation absorbed by ecosystems are ap- 
proximately expressed by the regime of the downward flux (Chapter 
VI), less a few percent reflected during periods of snow cover and full 
leaf, depending on species, and somewhat more in periods of bare soil, 
if any. These variations are a restrained diurnal variation of approxi- 
mately 0.1, an annual variation of 0.2-0.3, and an interdiurnal variation 
nearly as large. 
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TABLE I 

Absorpfiuify of a Field of Bariq" 

Wavelength (pm) 

0.4 0.5 0.55 0.6 0.65 0.7 0.75 0.8 
~ ~~ 

Green field 0.97 0.96 0.90 0.89 0.91 0.59 0.50 0.58 
Yellow field 0.96 0.85 0.78 0.75 0.74 0.56 0.60 0.68 
Dead plants 0.92 0.81 0.74 0.72 0.70 0.64 0.58 0.62 

a Data from Ross (1957). 

SPECTRAL PATTERNS OF ABSORPTIVITY COEFFICIENT 

At the ecosystem scale spectral absorptivity changes from time to time 
(Table I). As the barley matures, less red light (0.60-0.65 Fm) is ab- 
sorbed, and when it dies, less of all the visible wavelengths is absorbed. 
As an oak-hickory system at Oak Ridge, Tennessee, leafed out, its ab- 
sorptivity of photosynthetically active radiation rose from 0.93 to 0.97, 
but that of infrared declined from 0.80 to 0.66 (Matt et al.,  1979). 

Substantial differences in spectral absorptivity exist among species. 
For example, over the 0.32-2.6 Fm range upper leaf surface reflectivities 
of 0.45 for oak and 0.50 for plantains (MacBryde et al., 1971) led to oak- 
leaf temperatures of 45°C in the heat wave of July 1966, while plantain 
leaf temperatures were mostly lower than 40°C; a difference of this size 
is ecologically important at levels so near the lethal temperature. 

Absorption by leaves depends on their state of health and moisture 
balance. Disease, moisture stress, insect attack, and other misfortunes 
change the reflectance in certain wavelengths to such an extent that the 
afflicted plants can be spotted by remote sensing. Multichannel scanners 
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Fig. V11.3. Spectral absorptivity patterns of snow cover and green vegetation to 2.0 
pm wavelength [from Sivkov (1968, p. 98)). The blackness of snow in infrared wavelengths 
shows up clearly here. 
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are most effective because the ratios between reflectivity at two or more 
wavelengths can have diagnostic value and also serve to identify par- 
ticular crops to be mapped by crop forecasters (MacDonaId and Hall, 
1980). Such differences are evident in the contrasting, almost reversed, 
spectral patterns of a typical green ecosystem and a snow cover (Fig. 
3). The snow reflects strongly and absorbs little in the visible wave- 
lengths, and the plants vice versa. The snow is dark in the solar infrared, 
especially between 1.6 and 2.5 Fm (O'Brien and Munis, 1975), and the 
foliage is again the opposite." The absorptivity of most inorganic ma- 
terials changes more gradually with wavelength than is true of snow 
or leaves; however, the same effect can be obtained when a film that 
reflects solar radiation strongly and is transparent in the 8-13 Frn long- 
wave window is stretched above a surface with large longwave emis- 
sivity (Addeo et al . ,  1980); the space covered is cooled below outside air 
by 5-7°K. 

Radiation Absorbed in Different Spectral Regions 

The fluxes of radiant energy absorbed by an ecosystem vary with the 
season (Table 11). While the winter sum (280 W m-2) is about half the 
summer sum, its content of photosynthetically active radiation is an 
order of magnitude smaller. 

The lag of the longwave component after the solar component tends 

TABLE I1 

Spectral Components of Ahsorbed Radiation at Wien"." 
- ~~ 

Photosynthefically 
active radiation Solar infrared Longwave Total 

Fraction Fraction Fraction 
W m - 2  absorbed W m-' absorbed' W absorbed'. W m-' 

June 90 0.17 85 0.16 350 0.67 525 
December 5 0.02 15 0.05 260 0.93 280 

Latitude 48"N. 
Data from Dirmhirn (1964, pp. 131, 133, 141). 
Fraction of total absorbed radiation. 

* However, solar flux densities per micrometer are much smaller in the infrared than 
in the visible wavelengths, so that the net heating effect is smaller than the curves suggest. 
Because the plant-snow difference is larger in the visible than in the solar infrared, plants 
absorb more total solar energy, as is well known and is illustrated by a zonal absorptivity 
of all land areas in the latitude band 48-50'" of 0.69 in December against 0.81 in June 
(Kukla and Robinson, 1980). 
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TABLE 111 

Components of Annual Absorbed Radiation along 55"N Latitude in Western USSR",' 

Photosynthetically active 
radiation at air 

temperature 
Solar 

Longwave infrared <1o"C >1o"c Sum 

Density (W rn ~ ') 210 50 18 32 310 
Fraction 0.68 0.17 0.05 0.10 1.00 

Longitude 20 to 100"E. 
Data from NiiIisks (1960) calculations and maps by Efimova (1965) and Budyko (1963). 

to produce a lower-quality mix of forms of radiative energy in fall than 
at the same sun height in spring. However, the comparison of the 
amounts absorbed also depends on ecosystem absorptivity in spring and 
fall, which is a function of growth habit, i.e., whether the ecosystems 
are green at these seasons or present only bare branches, bare soil, or 
dying foliage. 

Annual mean flux densities of the spectral components of radiant- 
energy intake can be estimated from published data, say along the 55th 
parallel north (Table 111). 

It is noteworthy that only 0.15 of the radiation has photochemical 
value and that a third of this small quantity is absorbed when low tem- 
perature hinders photosynthetic energy conversion. 

As noted in Chapter VI, longwave and solar regimes of radiation tend 

TABLE IV 

Components of Radiant-Energy lntake at Hamburg on Two Days in l a n u a y  
1957"." 

Clear Cloudy 
11 Jan 57 12 Jan 57' Difference 

Absorbed shortwave radiation 42 6 - 36 
+ 67 Absorbed longwave radiation - 260 

Radiant-energy intake 302 333 + 31 

Fraction as shortwave 0.14 0.02 

- 327 _ _  

Fraction in direct beam 0.11 0.003 

a Data from Germany, Wetterdienst (1957). 
Data in watts per square meter. 
January 12, though optically dark, was bathed in invisible longwave ra- 

diation and enjoyed more radiant-energy intake than January 11. 
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TABLE V 

Components of Radiant-Energy Intake at Hamburg in Iune 1954“,’ 

Clear days Cloudy days Difference 

Absorbed shortwave radiation 264 125 - 139 
Absorbed longwave radiation 314 - 335 +21 
Radiant-energy intake 578 460 - 118 

Fraction as shortwave 0.46 0.27 

a Data in watts per square meter. 
” Data from Schulie (1970, p. 106) (grass ecosystem). 

to be associated-positively correlated in the daily and annual regimes 
and negatively in those variations caused by clouds. In the case of the 
negative association the passing of a cloud shifts the spectral mix of 
radiation delivered to an ecosystem with an enrichment of photosyn- 
thetically active radiation in the diffuse flux. Solely thermal effects may 
be either increased via longwave radiation emitted by the cloud or de- 
creased as the solar infrared in the beam flux is cut off. 

Whether or not the shading effect of a cloud or a cloud system out- 
weighs the emissive effect depends on sun height, and this depends on 
season. Arrival of a cloud deck in winter means an increase in downward 
longwave radiation of 50 W m P 2  or more, exceeding the decrease in the 
shortwave input. It brings a change in spectral composition of the ra- 
diant-energy intake and a net increase in its overall flux density of 31 
W m P 2  (Table IV). 

The shading effect of clouds in summer, on the other hand, usually 
exceeds the radiation they emit (Table V). More solar radiation is lost 
to the grass ecosystem than is gained as longwave, for a net decrease 
of 118 W m p 2  (or about 0.2) in all wavelengths, of which perhaps 50 
W m-2 lies in the photosynthetically active region. 

VARIATIONS IN RADIANT-ENERGY INTAKE OVER TIME 

Short-Term and Diurnal Variations 

Rapid fluctuations in radiant energy absorbed in an ecosystem are 
usually caused by the passing of a cloud or a break in an extensive cloud 
deck and have been noted in connection with the changed geometry or 
spectral distribution of the absorbed energy. 

The diurnal march of absorbed radiant energy is the resultant of the 
regime of sun height in its effects on beam and diffuse radiation fluxes, 
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Fig. VII.4. Diurnal march of radiant-energy intake (absorption of solar and incoming 
longwave radiation, W m-‘) by grass at Hamburg Observatory on 5 June 1954 [from 
Fleischer (1954)]. Note that the curve never is lower than 300 W m-2.  

modified by small changes in ecosystem absorptivity. All combine to 
cause a rapid increase in radiant-energy intake during the morning. 

Midday flux densities on a clear summer day in the Sierra Nevada 
(1.6 km altitude) were nearly 1300 W m-2, from which a decline to less 
than 400 W m P 2  at night occurred. A complete day at a sea-level station 
(Fig. 4) shows a range of 675 W mP2. Diurnal ranges at radiation sites 
for which values of absorbed solar and longwave radiation flux density 
could be computed generally exceed 500 W rn-’ (Table VI). These large 
changes in available energy within the daily period bring about the fa- 
miliar changes in ecosystem temperature and in all the other fluxes in 
its energy budget. 

Aperiodic Variations 

Aperiodic and interdiurnal variations in radiant-energy intake by 
ecosystems have been discussed in regard to cloud effects but not ab- 
sorptivity. The net change in the two cases cited from Hamburg shows 
that overall flux density on the cloudy day in winter was 31 W m-2 
more (Table IV) and in summer 118 W m-2 less (Table V) than on the 
clear day. Advection of heat, moisture, and clouds in winter storms 
usually increase the radiant-energy intake of the underlying ecosystems. 

Some changes occur suddenly when rain wets ecosystems or snowfall 
covers them, or gradually when soil dries out or becomes smoother, 
when leaves unfold or fall, or snow cover ages. The surface with the 
most changeable albedo is snow cover. A new-snow value of 0.15-0.20 
(depending on snowstorm conditions) is followed by an increase (Miller, 
1955, pp. 128, 133), which brings a rise in absorbed radiant energy after 
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TABLE VI 

Daily Ranges of Radiant-Energy Znfake in Different Seasons" 

Season Location and site (W m-') Observer 
Range 

Winter 
Equinox 

Equinox 

Equinox 
Summer 
Summer 
Summer 

Summer 

Summer 

Krawarree, N.S.W., native grass 
Central Sierra Snow 

Laboratory," melting snow 
Columbia, Md., new city 

field 
paved area 

Yale Forest, Pinus resinosa stand 
Hamburg, grass 
El Mirage, Calif., dry-lake site 
Blue Canyon, Calif.,' dry, 

sparse vegetation 
Shafrikan, Uzbekistan 

nearly bare soil 
irrigated cotton 
saxaul shrub 

Kara-Kul' Valley, Pamir Mts." 

600 
500 

635 
805 
765 
675 
985 

1020 

848 
935 

1020 
525 

D. H. Miller (unpublished 1971) 
Miller (1955) 

Landsberg and Maisel (1972) 
Landsberg and Maisel (1972) 
Reifsnyder (1967a) 
Fleischer (1954) 
Vehrencamp (1953) 
D. H. Miller and R. A. Muller 

(unpublished 1963) 

Aizenshtat (1960) 
Aizenshtat (1960) 
Aizenshtat (1960) 
Zuev (1960) 

~ ~~~ ~ 

" Calculated by author from sets of solar and longwave radiation measurements. 
2.2 krn altitude. 

'' 1.6 km altitude. 
" 4.0 km altitude. 

a storm in spring equal to 14 W m-2 additional energy in the ecosystem 
every day. The increase is most rapid when alternate thawing and freez- 
ing and an abundance of free energy produce rapid weathering of snow; 
the feedback is positive. 

A negative feedback occurs when plowed soil becomes smoother: ab- 
sorptivity decreases with time (Table VII). 

Seasonal Variations 

The most obvious change in absorptivity with season is found in re- 
gions of winter snow in ecosystems. A different regime of ecosystem 
absorptivity is displayed by crop ecosystems in which the soil is bare, 
wet, and rough in winter and spring and is rapidly dried and warmed 
by reason of its high absorptivity then. Annual crops emerge and cover 
bare soil; native ecosystems put out new leaves and extend their can- 
opies in spring, absorbing more photosynthetically active radiation and 
less of the solar infrared. Leaves grow old, lose chlorophyll, color, turn 
brown, and drop-all processes that affect ecosystem absorptivity. The 



128 VII. RADIANT ENERGY ABSORBED BY ECOSYSTEMS 

m spring. 
follows: 

from 
from 
from 
from 

TABLE VII" 

Fraction 
Type of surface absorbed 

Newly plowed soil 0.83 
Large lumps of dirt 0.80 
Small lumps 0.75 
Dust cover 0.72 
Graded, smooth surface 0.70 

' Data from Kondratyev (1969, p. 424). 

daily fall-color maps in Wisconsin newspapers suggest how quickly 
some of these seasonally induced changes take place, even in forest. 
Rudnev (1974) reports solar absorptivities in successive phenological 
periods in a mixed forest as 0.74, 0.80, 0.91, 0.88, 0.87, and 0.88. 

In general, the phenological changes in ecosystems and the coming 
and going of snow in them reinforce the seasonal changes in incident 
solar and longwave radiation to produce a marked increase in radiant- 
energy absorption in the growing season. Radiant-energy intake in the 
yearly cycle of the grass ecosystem at Hamburg varies from a 24-hr mean 
of 300 W m P 2  in winter to 500 in early summer. This variation is smaller 
than the range between winter (290 W m-2) and summer (525 W mP2) 
at Wien, which is inland and lower in latitude (48"N latitude) (from data 
of Sauberer, 1956). The contribution by absorbed solar radiation at Ham- 
burg is minute in the dark winter when longwave radiation from the 
cloudy, warm marine air is the principal source of energy that helps the 
ecosystem to survive. Solar radiation absorbed in the bright, long days 
of summer comprises about a third of the total radiant-energy intake at 
that season. 

Seasonality also appears in the day-to-day variation (Table VIII). Al- 
though we consider winter the season of storms and clouds, the stan- 
dard deviation of daily values in summer is twice that in winter and makes 
up a larger fraction of the mean (coefficient of variation in December is 
0.08, in June 0.12). 

Absorption of radiant energy by the grass ecosystem increases rapidly 
The changes in mean value from month to month are as 

mid-February to mid-March 
mid-March to mid-April 
mid-April to mid-May 
mid-May to mid-June 

+60 W m-2 
+60 W m-2 
+50 W m P 2  
+30 W m P 2  
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TABLE VIII 

Monthly Means and Standard Deviations of Daily Values of the Components of Radiant-Energy 
lntake at Hamburg” 

Means and standard deviations“ Coefficients of variation 

Radiant- Radiant- 
Absorbed Absorbed energy Absorbed Absorbed energy 
shortwave longwave intake shortwave longwave intake 

December 195T 15 2 10 300 2 30 315 & 25 0.67 0.10 0.08 
June 1958d 165 f 70 350 2 22 515 2 60 0.38 0.06 0.12 

Source: Miller (1973). 

Coefficient of correlation between daily values of absorbed shortwave and longwave 

Coefficient of correlation between daily values of absorbed shortwave and longwave 

” Data given in watts per square meter. 

radiation is 0.62. 

radiation is 0.68. 

These are substantial additions of energy each month to a situation in 
which relatively small rates of supply and demand had previously been 
in balance. If all the added energy had to be removed solely by increased 
emission from the radiating grass surface, grass temperature would have 
to rise, according to the fourth-power law, by 10°K to 12°K in each month 
to keep the energy budget in balance. However, the increased energy 
input evokes such other responses as reversals in soil-heat and sensible- 
heat fluxes and increases in the biological processes of photosynthesis 
and transpiration. These changes in flux strength produce the familiar 
rise of soil and air temperature, evaporation and atmospheric humidity, 
and biological production. Change in the radiant-energy intake of an 
ecosystem clearly expresses the seasonality of its forcing functions. 

Variation from Year to Year 

Extensive anaIyses at the Voeikov GeophysicaI Observatory in Len- 
ingrad of long series of radiation measurements (Budyko, 1971, pp. 
137-143) show considerable stability in most radiation fluxes from year 
to year, and hence in the absorption of radiant energy. We can evaluate 
such variations in the growing season from the Hamburg record (Table 
IX). Sunny summers tend to have less longwave input. Variance in total 
radiant-energy intake among years is reduced, as is shown by a co- 
efficient of variation that is smaller than that of either component. 
Long-term changes unassociated with year-to-year differences in the 
frequency of cloud systems may be caused by change in absorptivity for 
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TABLE IX 

Statistical Parameters of Radiant-Energy lntake for 16 liint,s at Hainbur8 
Obserr7a tory ‘’ 

Flux density 
(W rn-’) 

Standard Coefficient 
Mean Range deviation of variation 

Absorbed shortwave radiation 175 72 19 0.109 
Absorbed longwave radiation 345 54 14 0.041 
Radiant-energy intake 520 80 17 0.033 

‘ Source: Miller (1973). 

solar radiation that results from changes in biomass, depth, or roughness 
of an ecosystem. Some are caused by drought (e.g., solar absorptivity 
in the Sahel). The English drought in 1976 reduced solar absorptivity 
by an average of 0.10 (Henderson-Sellers, 1980), equivalent to 20 W m-*. 
Overgrazing and logging also reduce absorptivity, as does the mulch 
residue left in crop ecosystems when no-till farming practices are 
adopted, which reduce radiant-energy absorption; the lower soil tem- 
perature in some areas slows the decay of organic residues in the soil, 
delays seed germination, and inhibits root growth (Gersmehl, 1978). 
Increasing utilization of passive solar energy may be expected to increase 
the radiation absorbed by cities about 1 W m-’; active solar collectors 
in the numbers foreseen by Hafele (1980) can be calculated to increase 
it by an additional 1-2 W mP2. 

SPATIAL PATTERNS OF ABSORBED RADIANT ENERGY 

Small Scale 

Radiation absorbed by the upper part of a forest canopy is different 
in spectral and geometric composition and in quantity from that ab- 
sorbed by snow on the forest floor or understory vegetation. Differences 
exist among the diverse microenvironments in a city, in which vertical 
surfaces are important in themselves and in their effect on adjacent sys- 
tems, and in which green, paved and heated surfaces are closely 
mingled. 

Large differences in absorbed radiant energy are more a matter of 
ecosystem-scale differences in shortwave absorptivity than they are of 
differences in the diffuse radiation fluxes, which show small spatial con- 
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trasts; differences in solar-beam incidence are important in dissected 
topography. Differences in ecosystem absorptivity, small in the long 
wavelengths, are large in the solar wavelengths, with snow cover form- 
ing a separate class. Absorptivity increases in this order: dry soil, low 
vegetation, forest stands, aquatic ecosystems. 

Many contrasts reflect differences in terrain as it influences one or 
another radiation flux, individually noted in preceding chapters. Others 
follow from differences in ecosystem moistness or depth: Irrigated cotton 
in central Asia takes in approximately 100 W m-’ more energy than 
desert, and a deep shrub ecosystem (Huloxylon sp.)  150 W m-’ more 
than the native ecosystem (from data of Aizenshtat, 1960). Pine forest 
in eastern Oregon took in 580 W m p 2  (24-hr mean) while a pumice 
surface took in only 530 (Gay, 1979). 

Large Scale 

The range of values of radiant-energy absorption by ecosystems can 
be visualized from some cases near the low and high extremes. The 
lower limit for a growing ecosystem lies around 300 W m P 2  because a 
green cover at the freezing point must emit 315 W m-’ and must acquire 
this much energy from its environment, the most effective way being 
by radiative transport. We therefore can think of absorption of 300 W 
m-’ as a threshold of energy conversion, biologically related, like the 
6°C temperature threshold. 

Values smaller than 300 W m-’ occur in winter, at night, at high 
latitudes, and at high altitudes. Measurements at the Central Sierra 
Snow Laboratory (altitude 2 km) found about 240 W m-’ on spring 
nights (U.S. Corps of Engineers, 1956), evidenced in thick crusting of 
the snow mantle. On the Greenland icecap at 3 km altitude in summer, 
in the realms of endless day, similar values (Miller, 1956) are experi- 
enced, and winter values are about 125 W m-’. 

At low altitudes also the polar night brings small values of radiant- 
energy intake, as small as 80 W m-’ determined by Wexler (1936) in a 
classic study, Insulation by the snow mantle is a true survival factor. 

The occurrence of high values depends on sun height and type of sur- 
face cover. Sparse vegetation on dry surfaces under dry, clear atmo- 
spheres experiences midday rates of radiant-energy intake in summer 
that are roughly the same in many places-about 1200 W m-’. The 
noon maximum was 1230 W m-’ at El Mirage Dry Lake in California 
(Vehrencamp, 1953); Miller and Muller measured 1290 W m P 2  in the 
Sierra Nevada; at a higher latitude in central Asia Aizenshtat’s (1960) 
data for sparse camelthorn shrub yield a rate of 1175 W m-2. Vegetation 
deepens the zone of radiation absorption, and Aizenshtat’s data indicate 
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absorption of 1265 W m-’ by a cotton field and 1350 W m P 2  in a deep 
mantle of saxaul. 

Data on absorptivity can be combined with data on longwave and 
solar radiation to yield zonal means of absorbed radiant energy: 

60”N 290Wm-’ 20”N 510Wm-’ 
40”N 410 W m-’ Equator 510 W m-’ 

These accord roughly with the few measurements we have. Equatorial 
clouds produce a flux of low photosynthetic value, as is evident in low 
rice yields. The principal difference between low and middle latitudes 
reflects the long period of high radiation at low latitudes, where ”winter 
never comes” to ecosystems. 

THE TEMPERATURE-INDEPENDENT INTAKE OF ENERGY 

We have integrated the major geometric and spectral forms of radiant 
energy that ecosystems absorb. This is the energy that they convert into 
other forms, and so this quantity-although it lumps together direct 
and diffuse, ultraviolet and longwave, and all frequencies in between- 
has ecological, physical, and environmental significance (Miller, 1972). 
The resultant is not an energy flux per se, but a mix that sums up all 
the fluxes that an ecosystem must take in, regardless of its temperature. 

The energy intakes described so far do not, by and large, depend on 
the temperature of the receiving ecosystem. Their absorption depends 
on such ecosystem properties as depth, leaf inclination to the sun, and 
albedo, but not to any important degree on ecosystem temperature: the 
immediate thermal response of an ecosystem to increased or decreased 
absorption affects the incoming fluxes not at all; it is essentially passive, 
with no feedback opportunity. 

Clearly, the story cannot stop here. No ecosystem is so helpless in an 
often hostile universe as might be inferred from the preceding statement; 
rather, when it is heated by absorbing additional radiant energy, it has 
a means of accelerating heat-removing fluxes. These are in one way or 
another functions of its surface temperature (as well as of environmental 
conditions), such that rise in surface temperature in the energy budget 
is therefore central, as is recognized in energy-budget models. It is a 
means of balancing the temperature-dependent energy fluxes to be de- 
scribed against the temperature-independent fluxes we have considered 
up to now and summarized in this chapter. 
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The reaction of an irradiated ecosystem to an increase in the flux of 
radiation it absorbs is an immediate rise in the temperature of its outer 
surface To. This increase accelerates outgoing energy fluxes and main- 
tains the balanced energy state of the ecosystem. Surface temperature, 
one of the most interesting and variable of all climatic elements, is the 
mediator in this balancing process. 

The place of To in individual outflows will be discussed in the follow- 
ing chapters, and the final chapters of the book will show its role in the 
whole energy budget. This chapter is therefore a hinge between our 
earlier consideration of energy flows that are independent of surface 
temperature and those that are dependent on it. We have come halfway 
through our inquiry into the energetics of ecosystems. 

Surface temperature is also a basic environmental condition of the 
processes of photosynthesis and respiration in ecosystems and is "at 
once a consequence and a control of the radiative exchanges and the 
chemistry of green tissues" (Hare, 1966)-those tissues upon which all 
life depends. Its significance is therefore both physical and biological. 

DEFINING SURFACE TEMPERATURE 7'0 

Differentiation from Air Temperature 

Veselovskii observed in 1857 [cited in Budyko (1960)l that atmospheric 
warmth is not the same as surface warmth, which he expresses as the 
"heating power of the sun's rays or the temperature obtained from the 
sun by bodies at the earth's surface." Air temperature* and surface tem- 

* Or shelter temperature, unfortunately sometimes called "surface temperature" by 
meteorologists as distinct from air temperature aloft. 
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perature are generated differently and are not parallel in their distri- 
butional patterns. The difference between them is often substantial and 
varies with time, as well as with such factors as moisture status. "Plailt 
temperature may be a valuable qualitative index to differences in plant 
water regimes" (Tanner, 1963) because drying leaves must heat up to 
stay in energy balance, and the leaf-air difference becomes an indicator 
of moisture stress (Jackson et al. ,  1977). 

"Don't believe the ice in your driveways; the National Weather Service 
says the temperature has been above freezing in Milwaukee since 10 
p.m. Wednesday," reads an item in an evening newspaper in February. 
It explains that the ground is still cold (in fact it was frozen to a depth 
of 0.2-0.3 m), but "weathermen keep their thermometers in shelters 5 
feet off the ground, and the air there may be 10 degrees [F] warmer than 
it is at ground level" (Milwaukee Journal, 1976). The 1.5-m temperature 
at 0900 was + 5"C, and the surface temperature was estimated as -4°C. 
Similarly, the temperature of the air over a snow cover gives little in- 
dication of the energy conversion at the snow surface. I have seen snow 
remain frozen and unthawing when the shelter thermometer read + 6"C, 
and I have seen it melting and wet when the thermometer read -3°C. 

In the desert, midday surface temperatures averaging 57°C were 19°C 
above air temperature at 2.0 m (and 19°C above soil temperature at 
-0.2 m) (Dodd and McPhilimy, 1959). Because in daytime the 1.5-m 
temperature continuously seeks, through the exchange of radiation and 
sensible heat, a compromise between surface temperature and upper- 
air conditions, it seldom displays a unique relation with the temperature 
at the true active surface of the earth. Recognition of the inadequacies 
of 1.5-m temperature in practical questions of plant survival and growth 
led Geiger (1927, 1965) and others to seek information on the true en- 
vironment and in the process to develop the discipline of microclimatology. 

The Locus of Surface Temperature 

As we saw in Chapter 11, the "surface of the earth" usually is not a 
neat two-dimensional plane but has substantial depth. One operational 
definition of this surface is the plane below which most heat moves by 
conduction (Miller et a]., 1976). Yet the penetration of solar radiation 
into snow cover can produce net subsurface heating with melting while 
the top surface remains dry (Munn, 1966, p. 135). Bare soil is penetrated 
to shaIlow depths by solar radiation, and in it the locus of surface tem- 
perature is defined within a few millimeters and is to be distinguished 
from the temperature of the top layer of the soil column. Patches of 
bare soil among sparse plants (Fig. 1) exert radiative effects on them 
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Fig. VIII.1. Bare soil reflecting and radizting upward into shrub canopies of sand-plain 
ecosystem in Western Australia. Sheep on wheat stubble in background. 

(Reifsnyder and Lull, 1965) and make it hard to define the true ecosystem 
surface (Budyko, 1960). 

In ecosystems of greater plant density the leaves ”comprise the es- 
sential portion of the active surface” (Budyko, 1960) and display a tem- 
perature regime that differs from that at the soil surface just beneath 
(Fimpel, 1964). Leaf exposures range all the way from physiological full- 
sun leaves to leaves in intermittent sun flecks to complete-shade leaves, 
and their temperatures range accordingly. Ecosystems searching for 
light and COz reach up into the atmosphere and blur the earth/air in- 
terface by forming a medium for optimum leaf ventilation that is mostly 
air, but the temperature of the air within the space “is, by no means, 
equal to the temperature of the active surface” (Budyko, 1960). Leaves 
have different radiation exchanges than do air molecules. 

There exist, in fact, several energy-converting loci, each at a temper- 
ature that balances its energy inputs and outputs, as will be discussed 
in Chapter XX. Operationally, it is convenient to define the surface 
where To is being measured as the locus generating the upward flux of 
longwave radiation (see next chapter) within the field of view of a re- 
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mote-sensing thermometer above the ecosystem, which tends to rep- 
resent the field of absorption of radiation from the upper part of the 
sky, i.e., midday beam and circumsolar diffuse solar radiation. 

SIGNIFICANCE OF SURFACE TEMPERATURE 

Surface Temperature as an Indicator of State 

The importance of leaf temperature in the functioning of plants was 
outlined years ago when Brown and Escombe (1905) found tight quan- 
titative relationships among CO, uptake, respiration, transpiration, and 
leaf temperature. The energy budget that relates leaf temperature to 
external conditions came to be studied intensively in the resurgence of 
research on evapotranspiration as an energy conversion (Budyko, 1948; 
Penman, 1948; Thornthwaite, 1948), which led to a physically based 
biometeorology in which leaves held a central place (Raschke, 1956; 
Budyko, 1956; Gates, 1962, 1963; Tanner, 1963).* Subsequent work is 
based on “an understanding of the physical theory underlying most of 
the [biological] processes studied’ (Murphy, 1974), and practical prob- 
lems in agronomy and forestry that were conceptualized in Geiger’s 
(1927) microclimatology focus on these physical processes. 

Photosynthesis (without photorespiration) has been studied to de- 
termine the temperature dependency of all its subprocesses and allow 
”interfacing with equations describing the leaf energy budget” (Ten- 
hunen et d., 1976b), ”which is our most powerful tool for linking leaf 
and environment.” Net photosynthesis displayed a shift in maximum 
rate to a lower leaf temperature when radiation flux density decreased 
(Tenhunen et al., 1976a). It appears that leaves perform well when 
strongly irradiated and warm-a parallel to the joint occurrence of both 
photosynthetically active and inactive (infrared) spectral components in 
solar radiation. Leaves of many desert plants are typically small and 
therefore less superheated, but large-leaved species represent a special 
adaptation with some advantages in photosynthesis (Smith, 1978). 

The role of leaf temperature in biomass production led to the sug- 
gestion that growth units (the cumulated sum of daily temperatures 
above some threshold such as 10°C) would give better results if leaf 

* Earlier work on leaf temperature was mostly oriented toward special environments 
like the timberline or to the leaf as environment of certain insects like needle miners. A 
few studies paid attention to sun and wind (Ehlers, 1915; Michaelis, 1932; Henson and 
Shepherd, 1952) and reported data that could be used in a leaf-temperature submodel in 
an energy-budget study of pine canopy (Miller, 1955, pp. 97-104, 1956). 
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temperature were substituted for air temperature (Davitaia, 1960; Bu- 
dyko, 1960). For comparison, annual sums are as follows at stations at 
about the 30th meridian east: 

(a) (b) Ratio 

Murmansk (69"N) 780 1090 1.40 
Leningrad (60"N) 1820 2140 1.18 
Kiev (50"N) 2600 2790 1.07 

(b)/(a) 

where (a) represents heat units calculated from air temperature (2-m 
shelter height) (kelvin-days), and (b) heat units calculated from surface 
temperature; values are substantially greater on south slopes. The large 
discrepancy in northern regions partly explains why vegetation growth 
is better than the air temperature would indicate; tundra ecosystems are 
usually warmer than standard climatic data indicate, and surface tem- 
perature is employed in modelling them. 

Other plant organs also experience surface temperatures that differ 
from air temperature. Pine bark absorbing 746 W m-' of radiation 
reached 27°C while air temperature was -2"C, and other surfaces at the 
north edge of a pine stand in the Netherlands were as warm at a time 
when solar radiation was 560 W m-' on a flat surface (Stoutjesdijk, 
1977). The surface temperature of bare soil is important to seedlings; if 
rain comes so late in the pastoral zone of northern Australia that 
sorghum does not germinate until early summer, the emerging plants 
encounter, in sunny weather, soil-surface temperatures as high as 65°C 
and few survive (Wadham et al., 1964, p. 75). Winter wheat sown into 
stubble left after the harvest of spring wheat on the northern Great Plains 
exhibits To that is 10°K lower on hot days than if the wheat is sown into 
bare soil (Aase and Siddoway, 1980). In mountains pine seedlings are 
vulnerable to heat damage at and just above the hot soil surface. A more 
favorable situation is found in porous rocks of the dry valleys of Ant- 
arctica, which harbor an indigenous microbial flora 1-2 mm beneath 
their surface (Friedman and Ocampo, 1976). This near-surface zone ab- 
sorbs meltwater and warmth that permit brief periods of metabolic 
activity. 

The relation of the tem- 
perature of an evaporating surface and the rate at which liquid or solid 
molecules are converted to vapor derives from the nature of the process: 
The warmest molecules have the most kinetic energy and are most likely 
to break free of their bonds. The warmer the surface, the greater is the 
number of escaping molecules, each of which removes energy from the 

Surface Temperature and Evapotranspiration. 
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surface and tends to depress its temperature unless the energy is re- 
placed. Evaporation, as an energy conversion, is most fruitfully inves- 
tigated in an energy framework [see Miller (1977, Chapters 10-12) for 
examples] in which To is an index of energy supply. Surface temperature 
is remotely measured for evaporation determination from cotton in dif- 
ferent stages of moisture stress /see, e.g., Brown (1974)l and wheat (Jack- 
son et al., 1977), as well as over larger, nonuniform landscapes (Soer, 
1980). Moisture stress resulting from disease or fungal attack also raises 
To, e.g., root rot of sugar beets and cotton (Pinter et al., 1979). Soil mois- 
ture can be estimated from soil temperature under barley canopy, which 
can be derived from canopy temperature To (Heilman and Moore, 1980). 

Surface Temperature and Sensible-Heat Flux 

The sensible-heat flux is largely a daytime phenomenon because it 
depends on a surface that is warmer than the air. It is familiar to us in 
a qualitative way, yet its effect on the atmosphere is sometimes poorly 
understood because of the lack of data on surface temperature. 

High leaf temperatures warm the air, and this heat augments snow 
melting on adjacent meadows (Miiler, 1955, p. 166) or creates a warmth 
in the local climate that belies the textbook examples of the climate of 
snowy regions (Miller, 1956). A synoptic meteorologist, B. L. Dzerd- 
zeevskii, started an extensive research program in forest meteorology 
because forest covers much of the USSR and its surface temperature 
controls air-mass transformation. 

Surface Temperature and Substrate Conditions 

Soil temperatures at different depths are related to surface tempera- 
ture, but the relation is a shifting one, to be understood only by ana- 
lyzing the flow of heat, which in natural soil is not simple. However, 
since there is little opportunity for lateral movement of heat in the soil, 
the long-term relations of ecosystem soil and surface temperature are 
usable. 

The temperature of bare rock used to be considered important in its 
weathering, but measurements in the Mojave Desert found only small 
substrate temperature gradients, too small to produce rock disintegra- 
tion (Roth, 1965). The surface temperature of roofs and walls in winter 
is measured in order to assess the fossil-energy input necessary to main- 
tain a steady internal temperature in human microenvironments. A hot 
roof means a heat leak, and an aerial survey over 100 km-’ in Houston 
served as a basis for planning urban rehabilitation (Coiner and Levine, 
1979). 
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Surface Temperature and Emission of Longwave Radiation 

Stefan-Boltzmann relation defines emitted radiation E, 
Integration of the equation for Planck's law over wavelength into the 

in which E is surface emissivity and (T is the Stefan-Boltzmann constant. 
A rise in surface temperature accelerates the removal of energy by ra- 
diation. We shall look at one example of this effect: its value in ridding 
the merino sheep in the sunny pastoral lands of Australia of what would 
otherwise be a crushing heat load. An energy-budget analysis (Priestley, 
1957) gives data from which we can calculate that out of a radiant-energy 
Ioading of 860 W m-2, averaged over the entire surface of the sheep, 
only 25 W m-2 penetrates to the skin. All the rest is dumped back into 
the environment by radiative (650 W m-2) and convective fluxes driven 
by a surface temperature that has been measured as high as 85°C (Mac- 
farlane, 1964). Ability to raise To is one factor in the success of this animal 
in a harsh thermal environment. 

DETERMINING SURFACE TEMPERATURE 

Because surface temperature fluctuates constantly in its task of keep- 
ing the temperature-dependent energy fluxes in balance with absorbed 
radiant energy, it is hard to measure. In contrast with such surface prop- 
erties as albedo, episodic measurements of To cannot be taken as rep- 
resenting time variations and cannot be adequately interpreted without 
information on the concomitant energy fluxes. 

Thermometers and Thermocouples: Measurement 
by Contact 

The first measurements of To were made in an ecosystem in which 
difficulties are smallest-a plot of mowed grass at night. The radiative, 
convective, and conductive energy flows to and from the thermometer 
bulb approximate those to and from the short-grass sward, and the site 
is easily standardized. Grass minimum thermometers have been used 
since the mid-19th century in the Russian and other meteorological net- 
works and provide an antidote to the tendency to rely on shelter tem- 
perature as an all-purpose measure of energy level. The temperature of 
the top layer of bare soil is sometimes measured but onIy approximates 
To since it is influenced by the thermal conductivities of the layers below 
it. 



DETERMINING SURFACE TEMPERATURE 143 

The discrepancy between the two-dimensional nature of many active 
surfaces and a large thermometer bulb led to use of thermocouple junc- 
tions, which can be made very small. These work well in leaves, in tent 
canvas, and in soil. Connecting several junctions in a network meets 
problems of microscale spatial variations (Budyko, 1960; Davitaia, 1960). 

Radiation Temperatures 

Bolometers have been used as radiation thermometers for some time, 
e.g., the Linke-Feussner directional radiometer (Monteith and Szeicz, 
1962), and can be improved by excluding reflected shortwave radiation 
and viewing reference surfaces alternately with the target. If a particular 
channel in the longwave spectrum is employed, Planck’s law at the 
appropriate wavelength is used rather than the spectrally integrated 
Stefan-Boltzmann relation. The field of view may be as large as 30” or 
more, or as small as 2 to 4“; measurements can be recorded or digitized 
and time-integrated over the appropriate response period to smooth out 
fluctuations. Finally, infrared thermometers define an acceptable “active 
surface,” i.e., the radiators that the sensor sees. In most crops the view- 
ing angle is no great problem (Fuchs et al., 1967), but the problem of 
emissivity remains since the convenient assumption of E = 1.00 is, in 
general, not true. Fuchs and Tanner (1966) suggest ways to correct in- 
frared thermometers for this effect. 

Scanning infrared thermometers have brought a new era in surface- 
temperature measurement, especially because most scanners are de- 
signed to be airborne or satellite-borne and to view ecosystems from 
above. This remote view of the surface provides spatial integration of 
the microscale temperature pattern, and resolution often corresponds 
to the areal dimensions of many ecosystems, e.g., 72 m in the Skylab 
scanner. Scanners can also resolve flux density, hence surface temper- 
ature, to 28 - 1 or 255 levels, which permits enhancing spatial contrasts, 
filtering, compressing data, calibrating, and displaying, as well as com- 
parisons between wavelength channels. 

Atmospheric constituents between ecosystem and sensor are not per- 
fectly transparent, even in the 8-12-pm ”window,” and ground-based 
temperature measurements of such uniform surfaces as a lake are used 
for calibrating the sensor signal. Corrections for atmospheric water 
vapor, particulates, and gaseous pollutants have also been developed. 
In regions where few atmospheric constituents other than water vapor 
absorb and emit radiation in a particular channel, the vertical temper- 
ature distribution of vapor is used to correct the signal and obtain surface 
temperature (Cogan and Willand, 1976). The enormous volume of data 
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from airborne and satellite scanners demands mechanized archiving, 
and this computer connection is useful in analysis (Sutherland et al., 
1979). 

Modeling Surface Temperature 

The role of To in the radiation and energy budgets can be utilized to 
determine its numerical value. By one method, the radiation-budget 
equation is solved for upward Iongwave radiation. An error analysis 
from data at Coshocton, Ohio, recommended that the method not be 
used as a “substitute for the use of infrared thermometers” (DeWalle 
and Parmele, 1974), but primarily as a check on radiation-budget mea- 
surements. The temperature of the top layer of soil can be modeIed (e.g., 
Lin, 1980), sometimes assuming an often unrealistic homogeneity in the 
soil column, but in any case it differs from To itself (Bhumralkar, 1975). 

Models gave good reconstitutions of To at flat and sloping land in 
Alaska (Braze1 and Outcalt, 1973) and also of leaf temperature at different 
depths in an ecosystem (Waggoner and Reifsnyder, 1968), along with 
the exchanges of energy, COz, and water. (Other models are described 
in Chapter XXIII). Coarser submodels for surface temperature have been 
included in atmospheric models, for example, to reproduce the land-sea 
temperature contrast important in predicting summer weather in Aus- 
tralia (McBride, 1975). 
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Fig. VIII.2. Diurnal march of the surface temperature (OK) of a desert ecosystem 
through a day in summer as a function of its radiant-energy intake or loading (W m-’). 
The hysteresis shown in the curve suggests the decline of heat-removing fluxes in the late 
afternoon hours, due to warmth of both media-soil and air-adjacent to the interface. 
[From measurements at Shafrikan, 40”N latitude, by 8. A. Aizenshtat, (1960).] 
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VARIATIONS OVER TIME 

Momentary Fluctuations 

When a leaf is shaded, there is an immediate response in its tem- 
perature because it has little thermal inertia (Knoerr and Gay, 1965). Soil 
surface-temperature fluctuations due to passing cumulus clouds were 
greatest at a sky cover of 0.6; the coefficient of variation over a period 
of time was 0.55 for solar radiation and 0.35 for To (Pyldmaa, 1978). The 
autocorrelation coefficient went to zero at 200 sec at a dry soil surface, 
420 sec at a moist soil. 

The Diurnal Regime 

Except where nonradiative energy fluxes can become very large, as 
at a water surface, To usually responds to the regime of radiant-energy 
intake, which is dominated by the solar beam, and surface temperature 
peaks about an hour after solar noon (Fig. 2). The To range during the 
24 hr depends chiefly on the midday flux density of absorbed radiation 
and the heat-removing potential of the temperature-dependent energy 
fluxes, that is, the couplings of surface with air and substrate, which 
can be estimated if diurnal range of To is remotely sensed (see Chapter 

Daily regimes of soil and plant surface temperatures in England (Table 
I) show bare soil to be far hotter than the air during the daytime and 
cooler during the night. Grass leaves display about half as much midday 
superheating above air temperature as the soil and are coldest at night. 
Taller leaves are subjected to less extreme conditions than the shorter 
ones, and at night remained within 3°K of the air temperature. A tree 
branch is also closely coupled with the air but still cools to 3-4°K below 
air temperature on a clear night (Hackel, 1978). 

XVII) . 

TABLE I 

Surface and A i r  Teinperatitres at Rofhamsted Experimental Station, England, 29-30 lune 1961" 

09 12 15 18 21 24 03 06 09 Max. Min. Mean Range 

Bare soil (powdery 34 43 43 30 14 10 9 18 36 44 9 29 35 

Short grass 30 34 33 20 12 8 7 17 27 36 7 19 29 
Barley 20 24 24 20 13 10 10 14 26 25 9 19 16 
Air 18 23 24 23 19 15 12 16 22 25 12 19 13 

mulch) 

' I  Data from Monteith and Szeicz (1962) 
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TABLE I1 

Morning Increase in Radiant-Energy Intake and Surface Temperature at 
Two Desert Sites" 

Site 
Increase TO rise 
(W m-') ( O K )  

_ _ _ _ _ _ _ _ _ _ _ _ _ ~  ~ 

Shafrikan, Uzbekistan (Fig. 2) 848 41 
El Mirage Dry Lake, California 985 48 
_ _ _ _ _ ~ ~ ~  ~ ~ 

Data from Aizenshtat (1960) and Vehrencamp (1953). 

In an aerial survey of diversified farmland in south-central Wisconsin, 
Lenschow and Dutton (1964) found the greatest diurnal variation of To 
at the sandy glacial outwash plains, where substrate and latent-heat 
fluxes are small. The smallest ranges were found in hilly wooded areas 
and lakes, which are closely coupled with the atmosphere and substrate, 
respectively. The diurnal range of desert surface temperature is related 
to the characteristically large increase in radiant-energy absorption as 
shown in Table 11. Concrete shows a smaller range in To than desert, but 
with a similar response to radiation: A range of 9°K on days with a mean 
solar flux density of 50 W m-' increases to 32°K on days when flux 
density is 300 W m-* (Mahringer, 1962). The desert response is 0.05"K 
for each flux increase of 1 W m-' and that of the concrete surface, which 
has closer substrate coupling, is about 0.04"K. Smaller heating coeffi- 
cients would occur at moist surfaces. 

Interdiurnal Variations 

Variations in surface temperature from day to day follow variation 3 

in radiant-energy intake (Chapter VII) and in the temperature-depen- 
dent fluxes, which can vary even in the relative stability of a desert cli- 
mate. Williams (1967) found no relation of incoming solar radiation and 
To at Yuma in a sample of 97 hot days (shelter temperature exceeding 
42°C) because warm air aloft suppressed the sensible-heat flux to a vary- 
ing degree on different days. 

Day-to-day variability in a humid climate is shown by surface-tem- 
perature frequencies in a clearcut in the southern Appalachians (see 
Table 111). The highest surface temperatures were infrequent after veg- 
etation began to shade the soil in June. 

Annual Regime 

The annual regime of To is less marked than the daily because radiant- 
energy intake changes less. At Hamburg, for instance, the energy in- 
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TABLE 111 

Frequencies of Maxiimrm Surface 
Teinperatirre 011 Suiiziner Days in n 3- 
hectare Clearcirt i i i  the Southerii 
Appalnchinns" 

Max. Surface 
Temperature TO 

("C) Frequency 

>43 0.27 
> 49 0.19 
> 54 0.10 
>60 0.03 

Data from McGee (1976). 

crease from winter to summer is 190 W m-', and the increase in grass 
mean surface temperature is about 20°K. The heating coefficient in the 
annual cycle is thus 0.ll"K for an increase of 1 W m-' in mean daily 
radiant-energy intake. My calculations from measurements made at 
Tashkent by Aizenshtat (1957) give an almost identical heating coefficient. 

Spatially integrated midday To at rolling farmland in south-central 
Wisconsin on sunny days from May to September runs about 30-32"C, 
drops to 20°C in October, and to 5°C in November (Lenschow and Dut- 
ton, 1964); it remains below 0°C in the snow-cover season, and in clear 
weather may reach - 20°C; its range over the year is about 50"K, double 
that at the ice and water of Lake Mendota. 

A plotting of monthly maxima of To and radiant-energy intake at Tash- 
kent (Aizenshtat, 1957) displays hysteresis like that in the daily march 
shown in Fig. 2. At the same value of radiation, To in the fall is 15°K 
higher than in the spring (Fig. 3), presumably because the warmer soil 
in fall accepts less heat from the surface. 

SPATIAL PATTERNS 

Ecosystem-Scale Patterns 

Transpiring biological surfaces tend toward a restrained variation in 
To, from about 0°C to 30-35"C, for, except in strong heat advection, 
moist surfaces seldom exceed 32-33°C. Contrasts in To at adjacent active 
ecosystems are therefore not extreme and usually are due to differences 
in turbulent heat removal rather than in radiant-energy intake, except 
where exposure to the solar beam is different. Midday values of To were 
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Fig. VIII.3. Annual march of the surface temperature (“K) of a sparse unirrigated grass 
ecosystem at the radiation site of the Tashkent Geophysical Observatory, as a function of 
its radiant-energy intake (W m-2)  on the maximum day in each month [measurements 
from Aizenshtat (1957)l. Hysteresis is like that in the diurnal curve. 

6°K higher on a slope than flat land, for example, in both observation 
and model (Braze1 and Outcalt, 1973). 

Gay (1972) measured the ecosystem temperatures from a helicopter 
on a hot day in the Willamette Valley (see Table IV). Radiant-energy 
intake can be calculated as being 1050-1150 W m-’ in the different eco- 
systems, and To differences between ecosystems were larger than within 
ecosystems; the group of dry ecosystems was by far the hottest. 

Rock areas at treeline on the Sonnblick (3.1 km altitude) reached tem- 
peratures 17°K above air temperature on sunny, windy days (>lo m 

TABLE IV 

Surface Temperatures at Moist and Dry Ecosystems in the Willamette Vallpy, Oregon“ 

Site 
Temperature Temperature 

(“C) Site (“C) 

Moist Ecosystems Dry Ecosystems 
River 19 Dried grass 42 
Deciduous forest 28 Stubble fields 38 
Coniferous forest 30 Burned fields 51 
Clover 32 Plowed fields 56 
Unirrigated corn 30 City 52 
Irrigated corn 24 

a Data from Gay (1972). Midday in summer; shelter temperature 35°C and incoming 
solar radiation 860 W m-’. 
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sec-’) and 28°K excess on calm days (1.5 m sec-’) (Dirmhirn, 1952). 
Dry urban surfaces are also hot: In Bonn midday pavement temperature 
of 47°C exceeded grass temperature by 15-16 degrees (Kessler, 1971); 
artificial grass on a baseball diamond in St. Louis was 19°K above air 
temperature. 

Differences among ecosystem temperatures at night result primarily 
from substrate contrasts and mesoscale advective effects like cold-air 
drainage or shelterbelt effects, rather than from differences in incoming 
radiation. Transects of a landscape of bare soil, citrus orchards, and 
shelterbelts in south Texas (Nixon and Hales, 1975) found contrasts of 
3-5°K. Shelterbelts and heated orchards were slightly warmer than other 
ecosystems, as were fields recently irrigated. Low values of To distin- 
guish winter crops on drained organic soils in the Florida Everglades, 
as much as 5°K colder than nearby soils (Chen et al. ,  1979). 

Large Scale 

Surface temperatures of ecosystems on the east side of Mt. Fuji rose 
rapidly during the morning, and 3 hours after sunrise reached 32°C at 
all altitudes, while west-side surfaces were not only colder (by 10-20°K) 
but also varied more with altitude (Fujita et al., 1968). Formation of 
clouds above the hotter side suggests the large scale of the influence of 
TO. Cold ( - 35°C) valleys or ”parks” in the Rocky Mountains are delin- 
eated in more detail on GOES images (Maddox and Reynolds, 1980) 
than by observations at weather stations. 

Midday aerial measurements of To over large regions (Bogdanova and 
Lebedev, 1961) exceeded air temperature at 0.5 km by 8-10°K above 
mixed forest, by 10-15°K above tundra, and by 30-40°K above desert. 
If air temperature at flight level was 3-5°K lower than shelter temper- 
ature, the surface-to-shelter differences become approximately 5, 8, and 
25°K in the three biomes. Kessler (1974) found in a winter traverse of 
West Africa that foliage temperatures in most places were in the low 
30s, but bare ground showed a marked increase southward, reaching 
values above 50°C. 

Extreme surface temperatures among all the earths ecosystems occur 
on sun-facing slopes at high altitudes (Turner, 1958) and on sandy 
ground, where temperatures exceeding 80°C have been reported (Cloud- 
sley-Thompson, 1977, p. 8) and lichens exist at 70°C (Cloudsley-Thomp- 
son, 1977, p. 93). Day-active “insects tend to leave the sand when its 
temperature reaches about 50°C (122°F). Some climb grasses, some dive 
into holes, while others fly about above the ground making hurried 
landings to enter their burrows” (Cloudsley-Thompson, 1977, p. 72). 
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Global low extremes are found at the surface of snow cover under a 
cold, dry atmosphere in the polar night, when To is commonly -70°C 
or colder. This surface is as hostile to life as the hot sand, and deeper 
layers of the snow are the refuge of many small mammals (Pruitt, 1960). 

Although surface temperature is a condition, not an energy flux, it 
plays a pivotal role in this book on energy fluxes because it mediates 
the ways that energy made available from absorption of radiation fluxes 
by an ecosystem is converted into energy-removing outward fluxes. 
Preceding chapters have dealt with the To-independent fluxes summed 
up as radiant-energy intake; later ones will deal with the fluxes that 
depend on To. 
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LONGWAVE RADIATION EMITTED BY 
ECOSYSTEMS 

One means by which a radiation-loaded ecosystem stays in energy 
balance when its surface temperature rises is to increase its emission of 
longwave radiation. This outward flux of energy increases immediately 
and inevitably when the surface heats up and is the temperature-de- 
pendent energy flux most closely related to variation in surface tem- 
perature. It is, on the average, the largest of all the energy fluxes and 
bears a large part of the task of preventing overheating of ecosystems 
in high-energy conditions. In low-energy conditions, on the other hand, 
it is a remorseless drain on an ecosystem’s energy resources. 

THE LONGWAVE FLUX 

A price for the existence of any object is that the kinetic energy of its 
molecules gives off bursts of energy that are radiated away. A liquid or 
solid nonmetallic surface at 0°C radiates 300-315 W m-2, and this loss 
of energy can be reduced only if the surface can be cooled. 

Constraints on the free motion of molecules in solids and liquids cause 
their emission of radiation to be spread over a continuous series of wave- 
lengths rather than being concentrated in narrow spectral bands as is 
true of gas molecules. Therefore the formulation of a single expression 
for emission of radiation as a function of wavelength ( E h )  is possible- 
Planck’s law with its three universal constraints, noted earlier, which 
form a connected tissue among the dimensions of length, mass, time, 
and temperature. Differentiation of this expression identifies the wave- 
lengths at which peak energy flow per unit wavelength (micrometer) 
is given off (Wien’s displacement law). Maximum intensity of radiation 
from a low-temperature source like cold snow cover (To = 253°K) occurs 
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TABLE I 

Flux Densities" iri Different Spectral Bands of 
the Radiant Energy Emitted by a Surface at 
To = 300°K 

Spectral band Flux density 
(w) (W m-2) 

3-8 64 
8-12 122 

12-16 93 
16-20 58 
20-24 35 

70 
Sum 442 

- >24 

" Data from Smithsonian Institution (1966, 
Table 1290). 

at a wavelength of 12 pm, from hot soil at 8.5 pm, and from active 
ecosystems at intermediate wavelengths. Integration of the expression 
for Planck's law yields the total energy flux from the emitting surface 
at wavelengths within any spectral band. From a surface at 300"K, the 
spectral distribution of blackbody radiation is shown in Table I. The 
substantial upward flux of longwave radiation in the 8-12 pm "window" 
contrasts with the small downward flux from a cloudless atmosphere 
in this spectral band. Over the entire spectrum the energy flux (442 W 
m-') is given by the Stefan-Boltzmann law 

E = uTA 

for a surface that radiates as an ideal blackbody.* The constant u is 
named for the two physicists; it is equal to 56.7 x W m-' degP4. 
For natural surfaces this expression is reduced by a dimensionless emis- 
sivity coefficient E, noted in Chapter 111. Thus 

E = CUT;. 

* This law was discovered before Planck's law was formulated. Stefan was an experi- 
mental physicist in Wien and Boltzmann was a theoretician, who worked out a general 
explanation in the 1880s after long research into radiant energy and its relation to matter. 
Plancks law and Einstein's work on the photoelectric effect led to the quantum theory 
and the 20th century revolution in physics. Only in recent decades have ecologists and 
climatologists had available even a coarse network of radiation instruments, but it is no 
longer necessary to stop with a description of thermal regimes; we can now explain eco- 
system phenomena in terms of energy flows, conversions, and storages. 
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ROLE IN ECOSYSTEM ENERGY BUDGETS 

High-Energy Conditions 

In conditions of large energy intake, emission of longwave radiation 
by foliage helps shed excess heat. Other outgoing energy fluxes also 
help keep leaf temperature down, but the prompt response of emission, 
its size (about 5 W mp2  increase for a 1°K rise in temperature), and 
particularly its independence of environmental conditions make it 
effective. 

Movement of heat from an ecosystem by nonradiative means depends 
on outward gradients from the ecosystem into the environment, so that 
heat, vapor concentration or turbulence in the environment act as gov- 
ernors on the fluxes. This is not true of radiation. The ecosystem radiates 
by the Stefan-Boltzman law, into which only emissivity and tempera- 
ture enter.* 

Low-Energy Conditions 

In low-energy periods, a system that can allow its surface to chill to 
a low temperature adjusts its radiative heat loss to fit a current small 
intake of energy. The fleece of a sheep serves such an insulating role 
in winter, as does a snow cover. When aquatic ecosystems in continental 
middle and high latitudes freeze over in winter, their ice and snow cover 
reduce To and radiative heat loss; system energy loss is minimized, and 
plants and fish survive (Fig. 1). 

Short low-energy periods occur every night of the growing season. 
Foliage radiates away its heat and reduces respiration, conserving the 
energy content of the photosynthate produced during the preceding 
daylight hours. Nocturnal cooling of foliage and soil surfaces cools the 
local air. Threads of chilled air descend from the forest canopy; cold air 
piles up on the ground, and cold-air drainage allows replacement warm 
air to sink into an ecosystem. These local circulations of air tend to com- 
pensate for radiative cooling that might otherwise be excessive. A similar 
technique is used to reduce heat loss from solar energy collectors (Le- 
hane, 1980). 

Artificial reduction by 0.04-0.12 of the emissivity of grapefruit trees, 
effected by sprinkling the canopy with aluminum powder, decreased 
the longwave flux by several watts per square meter and increased leaf 
temperature by 0.6-0.9"K (Hales, 1974). These manifestations of upward 

* The atmosphere also radiates independently, and in Chapter X we shall look at the 
net difference between these two independent fluxes of energy. 
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Fig. IX . l .  Frozen aquatic ecosystems insulate themselves from their outer surface, 
which is allowed to cool to a temperature at which little energy is lost to the atmosphere; 
the sacrifice allows the main ecosystem to remain relatively warm. 

longwave radiation are so familiar that Weischet (1979, p. 83) has to 
remind us that this flux is not just confined to night or winter. 

DETERMINATION OF UPWARD LONGWAVE RADIATION 

The measurement of upward longwave radiation as an individual 
energy flux has benefited by the advent of infrared thermometry for 
measuring surface temperature, as discussed in Chapter VIII. Methods 
of determining the flux also include direct measurement by an inverted 
hemispherical radiation sensor (Fig. 2), paired with an inverted short- 
wave sensor. 

Separating reflected longwave from emitted longwave radiation is 
done through the coefficient of reflectivity or its complement, absorp- 
tivity or emissivity, integrated over the longwave region of interest. The 
separation should be kept in mind if the reflected flux, which is inde- 
pendent of surface temperature, follows a different regime than the 
emitted flux (Brooks, 1952, 1959). 
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Fig. 1x2. When seen from below, replicated all-wave Schulze radiometers at Hamburg 
Meteorological Observatory show the domes on sensors that measure upward radiation 
fluxes (reflected solar plus longwave from grass). A nearly unique long record has been 
maintained at this station. 

Emissivity determinations are sometimes made over only a restricted 
spectral region, e.g., 8-13 km (Maxwell, 1971) or 9-12 pm (Kondratyev, 
1969, p. 43), in which the values range from 0.95 for sand and sandy 
soil to 0.98 for grass. “The problem of the measurement of the relative 
emissivity of natural underlying surfaces is far from being satisfactorily 
solved” (Kondratyev, 1969, p. 43) because the extent to which readings 
in a particular spectral band represent spectrally-integrated emissivity 
is not always clear. 

Emissivity values over the 2-3 pm to 15-30 pm range vary with species 
(Ross, 1975, p. 173) and are higher for ecosystems than for bare ground 
or single leaves (Fuchs and Tanner, 1966). Multiple reflection of long- 
wave radiation tends to increase the resemblance of an ecosystem to a 
set of blackbody cavities. In orchard rows the effect of bare soil dimin- 
ishes as the ratio of the height to spacing increases (Sutherland and 
Bartholic, 1977). 
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Fig. IX.3. Diurnal marches of longwave radiation emitted by two ecosystems in central 
Asia in summer (W m - * )  [data from Aizenshtat (1960)l. The lower surface temperature 
of the cotton field results from irrigation and reduces the emission of radiation substantially. 

VARIATIONS IN THE UPWARD FLUX OF LONGWAVE RADIATION 

Variations in Time 

Figure 3 shows the diurnal variations in the flux density of longwave 
radiation emitted by a desert ecosystem of widely spaced plants, dor- 
mant at the time observations were made, and an irrigated field of cot- 
ton. The fluxes are similar during the night, but not during the day 
when the desert was hotter than the cotton by 25-30'. Although the 
cotton has the greater emissivity, the lower temperature of its transpiring 
leaves causes it to emit less energy than the dry system; more of the 
energy available to it goes into the biological conversions of photosyn- 
thesis and transpiration. 

Averaging flux densities through the 24-hr cycle eliminates a large 
part of the total variation over time. Mean daily values of upward long- 
wave radiation (emitted + reflected*) from grass at Hamburg Observ- 
atory (Fig. 4) vary by a relatively small amount from day to day. The 
mean interdiurnal variation is 5.5 W m-'; no day-to-day change ex- 
ceeded 16 W m-'. 

The seasonal decline, hinted at in Fig. 4, actually occurred during a 
few periods of rapid change in weather, for example, from the 17th to 
the 19th. The mean decrease during autumn at this station is about 20 
W m P 2  per month, in both the 1954-1956 averages (Fleischer and Grafe, 
1955-1956) and the 1955-1964 averages (Schulze, 1970, p. 100). The 

* The flux of reflected longwave radiation here is small-only a few percentage points 
of the values graphed. 
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mean increase in spring is at about the same rate. The total winter-to- 
summer change is approximately 85 W m-' (Schulze, 1970), with more 
than a month's lag after the solstices, a range not much greater than the 
night-to-day range. The phase is affected by the heat-storage capacity 
available to the irradiated surface; upward radiation from an aquatic 
ecosystem or a city reaches its peak later than that from a terrestrial 
ecosystem. 

Long-term variations in emitted radiation might reflect a change in 
radiant-energy absorption or of nonradiative factors in To. Peak monthly 
means in eight summers at Hamburg (Schulze, 1970, p. 108) showed 
a standard deviation of 10 W m-'. 

Spatial Contrasts 

Microscale exchanges of longwave radiation witlun ecosystems smooth 
out variations in loaf temperature, help support evaporation from shade 
leaves, melt out rings in snow cover around tree trunks (Mazzarella, 
1979), and provide information for animals (e.g., for infrared-sensing 
snakes) about the thermal field of their environment (Gamow and Har- 
ris, 1973). 

Aquatic and terrestrial ecosystems present contrasts, varying with the 
season, that resemble those between the desert and irrigated ecosystems 
described earlier in this chapter. Urban systems generate greater out- 
ward fluxes than do their environs, and these will become better known 
as more thermal scans of cities are analyzed. 

The upward component of longwave radiation is always large, the 
growing-season flux density being around 400 W mP2.  Independent of 
the environment, it is a reliable means of relieving excess heat loading 
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on an ecosystem, responding quickly to any increase in surface tem- 
perature. In cold conditions, however, it is a continuing leakage from 
the energy stored by an ecosystem. 
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RESULTANTS OF THE UPWARD AND 
DOWNWARD RADIATION FLUXES 

The net resultant of the fluxes of radiant energy at the surface of an 
ecosystem is a useful quantity that sums up all forms of a particular 
mode of energy transfer by adding the vertical components of both short- 
wave and longwave fluxes. It is not a physical flux but a mixture, con- 
sideration of which can be justified because it helps us see interactions 
between an ecosystem and its environment. We begin with the simple 
case of a radiating ecosystem and the radiating atmosphere, i.e., the net 
exchange of energy between them by longwave radiation: land and sky 
confronting each other. Later in the chapter we consider land, sun, and 
sky. 

THE NET EXCHANGE OF LONGWAVE RADIATION BETWEEN 
ECOSYSTEM AND ATMOSPHERE 

One of these radiators, the ecosystem, approaches being an ideal black- 
body. The other radiates only in certain spectral bands. Therefore, ne- 
glecting any difference in their temperatures, the net exchange of energy 
by radiation in the long wavelengths is the difference between the large 
upward flux emitted by an ecosystem and the downward flux emitted 
by the overlying atmosphere. For example, the mean difference at Ham- 
burg in December is between +305 W m-’ downward and -325 W 
m-‘ upward, equal to -20 W m-’ [from data in Schulze (1970, p. loo)]. 
The negative sign indicates a loss of energy by the grass surface. 

Because it is most easily measured in the absence of solar radiation, 
this net difference has been called nocturnal radiation. However, both 
the fluxes continue day and night without ceasing, and the word “noc- 
turnal” is a misnomer; in fact, the net exchange is usually greater by 
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day because the surface warms up more than the atmosphere.* The 
significance of this resultant quantity is best seen at night, however. If 
it is large, say -50 W m-2, it has to be made up by large nonradiative 
energy inputs into the ecosystem from its soil and local air. Removal of 
heat from biomass, soil, and air produces a "radiation night" that favors 
heavy dew formation and in winter the chilling and perhaps freezing 
of plant tissue. When the deficit is small, as it usually is on a cloudy 
night, dew may not form, and the threat of frost recedes. The ecosystem 
retains more of its daytime warmth. 

A contrasting case, a system to apply the net difference for cooling 
a house, stresses isolation of the collector from the atmosphere. While 
solar energy is easier to exploit than the small cooling power of the 
exchange of longwave radiation, cooling of a house by use of a 27-m2 
radiator produced "cold" equivalent to 125 MJ, which, stored in buried 
rocks, served to cool the living space the next day (Daniels, 1964, p. 
242). This exploitation of net longwave radiation is most feasible where 
downward longwave radiation is small, i.e., under a dry atmosphere. 
In such conditions a collector can reject 100 W m-2 to the sky at a cooling 
of 11°C (Meinel and Meinel, 1976, p. 453), which is about 0.15 of the 
input of a solar collector. 

The net difference between downward and upward fluxes is maxi- 
mized if it can be confined to the window region of the spectrum, in 
which the atmosphere produces little downward radiation. A collector 
that radiates in the 8-12-pm region is working in a region in which the 
atmosphere emits little for it to absorb. If it also reflects radiation from 
the atmosphere in the 3-8-pm and 12-20-pm bands, it attains a sub- 
stantial cooling effect and exemplifies an extreme degree of uncoupling 
of a system from its atmospheric environment. 

The Net Exchange as a Local Recycling of Energy 

The atmosphere is an emanation of the earth, and its temperature and 
other characteristics are governed to a large degree by the earths sur- 
face, but not necessarily in the same part of the world. It is logical to 
ask whether or not the exchange of longwave radiation between an 
ecosystem and the overlying air represents a local recycling of energy. 
Does the ecosystem emit radiation only insofar as it is warmed by ab- 
sorbing radiation emitted by the atmosphere? Does the air radiate only 

* The term "effective radiation" is also open to objection, like its sisters "effective pre- 
cipitation,'' "effective temperature," and others that do not specify the adjustment made 
in some original datum. 
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insofar as it absorbs energy from the upward flux emitted by the eco- 
system? These questions ask about interaction between ecosystems and 
air. 

In some conditions the downward flux emitted by the atmosphere 
expresses primarily a recycling of energy within the local landscape; we 
can conceive of the earth’s surface being heated by the sun and then 
heating the local air by radiative and nonradiative means; the air then 
radiates energy back to the surface. In this ”symbiosis” of ecosystems 
and local air the quotient of net longwave radiation and the emitted flux 
expresses leakage of energy through the atmospheric window and out 
of the symbiotic system, caused by the incomplete emissivity of atmo- 
spheric gases as compared to ecosystem surfaces, and is called the 
Angstrom ratio by Lettau (1969). It is large under dry air because of its 
smaller emissivity: 0.23 over the United States in January but 0.18 in 
July (Sellers, 1965, p. 53). It is small where a cold surface underlies a 
warm low-level isothermal layer, as in Antarctica (Schwerdtfeger, 1977), 
in warm advection over snow covered landscapes, and at night (0.17 
at Shafrikan at midnight and 0400 as compared with 0.32 in the early 
afternoon). When atmospheric emissivity increases because of cloud for- 
mation and surface and air temperatures tend to converge, the Angstrom 
ratio approaches zero. 

In other conditions, however, no such “symbiotic” sequence takes 
place, and we can think of the flux of downward longwave radiation 
as at least partially independent of local surface energy fluxes. An ob- 
vious case is a storm, which draws upon a vast reservoir of atmospheric 
energy augmented by high rates of condensation in the invading moist 
airstream, much of which is radiated downward by the vapor and 
clouds. At a precipitation intensity of 5 mm hr-’, for instance, latent 
heat is made available at an areal rate of 3500 W m-’. In the initial days 
of the transformation of maritime air into polar continental air over the 
dark snowfields of the Yukon (Wexler, 1936), the invading warm, moist 
air radiates to a cold passive surface below and is clearly the initiator. 
Only later do the air and snow approach radiative equilibrium, in which 
fluxes from the atmosphere and surface do resemble a local recycling 
of energy. 

Local recycling occurs in conditions in which a body of air is isolated 
from the rest of the free air and stagnates. Sierra valleys in quiet weather 
harbor air that is a little warmer and moister than the free air and radiates 
more strongly to the underlying snow cover, thereby maintaining the 
energy budget of the snow at a higher temperature than would other- 
wise be the case. An urban atmosphere likewise contributes to a warm 
nocturnal urban surface and is reciprocally supported by it. The increase 
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TABLE I 

Daily Regime of Net Exchange of Longwave Radiation, Karadag, 
1953-1956" W m-' 

0030 0630 0930 1230 1530 1830 Mean 

June -58 -93 -160 -185 -160 -93 -110 
December -45 -35 -45 -45 -35 -45 -42 

a Data from Barashkova (1960). Data in watts per square meter. 

in both upward and downward fluxes in Montreal as compared with 
rural areas is about 40 W m P 2  (Oke and Fuggle, 1972). On a global scale 
this protective role is called the "atmospheric effect."* 

The daytime intake of atmospheric carbon dioxide by an ecosystem 
and its outputs of water vapor and sensible heat, as well as radiation, 
bring about a diurnal variation in the radiating power of the overlying 
air. These local influences also operate in the annual cycle, but are coun- 
tered by large-scale advection, especially in winter. The downward long- 
wave flux from tropical air that invades continents is the last stage i n ,  
the delivery of energy from the low-latitude oceans to terrestrial eco- 
systems of middle or high latitudes. At this season these ecosystems 
can pay back relatively little energy to the air by radiation or other means. 

FACTORS IN THE NET EXCHANGE OF ENERGY 
BY LONGWAVE RADIATION 

Formulas for estimating the difference of the longwave fluxes utilize 
the parameters of vapor pressure and air temperature as measured near 
the ground for general averaging. It is preferable, however, to calculate 
the downward flux from a radiosonde profile taking account of the layer 
structure of the lower air, then to calculate separately the upward flux 
from the temperature and emissivity of the ecosystem surface, and then 
to take their difference. 

This procedure reveals the large effect of surface temperature on ra- 
diation, especially if the soil is bare. The net exchange is about the same 
at night in June and December in the Crimea (Table I), but by day in 
June (as compared with December) the surface warms up, and the net 
loss is three times as large as during the night. 

This example illustrates a situation in which the two flows of longwave 

* This is a more correct term than "greenhouse effect," which it does not resemble 
(Fleagle and Businger, 1963, 1975). 
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TABLE I1 

Net Loss of Energy by Longwave Radiation at Different Values of Cloud Cover" 

Cloud cover, tenths 0 2 5 8 10 
Net longwave radiation (W m-2) -83 -78 -58 -34 - 13 

' Data from Barashkova (1961). 

radiation are to a degree independent of one another. The warming of 
the underlying surface by day does not evoke a commensurate change 
in the downward flux, and the net difference becomes large. This tem- 
perature-jump effect invalidates the traditional formulas for net loss 
unless corrected, e.g., by a method (Budyko, 1974, p. 60) based on the 
energy budget. 

The net exchange of longwave radiation decreases nonlinearly (Sau- 
berer, 1936; Budyko, 1974, p. 57) with an increase in cloudiness and by 
10-20 W m-' with haze (Table 11). This represents a discharge of a part 
of the latent heat released when clouds form, especially if they precip- 
itate water, and to a degree it results from closing the 8-12-pm window 
in which few atmospheric gases radiate. A continual variation of the net 
flux occurs as a cyclone moves over an ecosystem. 

With a clear sky and surface and air temperatures between 10 and 
15°C net longwave radiation is related to vapor pressure as shown in 
Table 111. Similar findings were made in Japan (Takahashi et al., 1960). 

Variations in Net Longwave Radiation 

The diurnal regime (Table I) shows effects of a large increase in the 
upward flux, caused by the rise in surface temperature, accompanied 
by a small increase in the downward flux, caused by a smaller rise in 
atmospheric temperature. The large net loss at midday helps prevent 
solar overheating of an ecosystem; the smaller net loss at night fits the 
lower energy conditions then. 

The loss is small in winter also (Table I). We tend to think of a large 
net loss of energy as characteristic of the chill nights of the Arctic, but 

TABLE I11 

Net Loss of Energy by Longulave Radiation at Different Values of Vapor 
Pressure" 

~ ~~ 

Vapor pressure (mbar) 6-8 12-14 18-20 
Net longwave radiation (W m-') -80 - 70 - 60 

Data from Barashkova (1961). 
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in reality it is not particularly large because protective snow cover can 
attain a low surface temperature and thereby reduce energy outflows. 

In dissected land the angle between slopes affects radiation ex- 
changes. For example, the net loss from an ecosystem at an angle of 15" 
is 0.97 of that from a horizontal surface, and at 30" it is 0.90 (Kondratyev, 
1965, p. 305). At exposed substations of the Lunz Biological Station in 
the eastern Alps, the net loss was double that at sheltered substations 
(Lauscher, 1937, p. 20). 

Local deposits of dew in areas of strong cooling show up in reflected 
light (Mattsson, 1974). Three ecosystems in northern Germany displayed 
large contrasts in nocturnal net radiation in July: sandy upland - 29 W 
mP2, upland peat -19, and low peat bog -10 (Miess, 1968, p. 57), 
suggesting differences in stored heat. 

On a larger spatial scale the net longwave quantity tends to follow 
cloudiness patterns. The monthly mean at Niigata in December, under 
heavy snowstorm clouds in Siberian air that has crossed the relatively 
warm Sea of Japan, is only -46 W m-'-half the value at Tokyo (-89 
W m-2), which lies to the lee of the mountain chain (Kondo, 1967)- 
this regional difference is the consequence of a massive transport of 
energy from the sea to terrestrial ecosystems near the Sea of Japan. Zonal 
distributions of net longwave radiation are represented by a 20-layer 
atmospheric model (Falconer and Peyinghaus, 1975) as -70 W m-' at 
latitudes up to 40" in summer and -45 W m-2 from 50"N to 70"N. 

COMBINING ALL THE RADIATION FLUXES: THE NET ALL-WAVE 
DEFICIT OR SURPLUS 

We have seen that the resultant of the upward and downward fluxes 
of longwave radiation usually represents a net loss of energy from an 
ecosystem. The resultant of the upward and downward fluxes-of ra- 
diation of all wavelengths, the all-wave net quantity or radiation 
budget,* is in deficit status when solar fluxes are weak or absent and 
ecosystems must call upon nonradiative sources of energy. When it is 
in surplus, ecosystems are well-endowed, sometimes over-endowed, 
with energy and have a surplus to partition among the nonradiative 
modes of heat removal. 

The seven individual streams of radiant energy that we have sepa- 
rately examined up to this point differ with respect to wavelength, paths, 
and direction toward or away from an ecosystem. For meteorological 

* Not "radiation balance," because the equilibrium state is transient. 
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and biological research each stream should be separately measured; in 
fact, forest meteorologists recommend that the incoming direct and dif- 
fuse fluxes of photosynthetically active radiation ought to be included 
also. However, they all transport energy by the same basic process, 
which is markedly different from the other means by which energy is 
transported in the environment of ecosystems, and on this basis can be 
lumped into one quantity: net all-wave radiation. The "net" means that 
incoming and outgoing fluxes are compared to see whether the eco- 
system gains or loses energy. "All-wave" means that we combine those 
regions of the electromagnetic spectrum in which appreciable amounts 
of energy are transmitted in nature, specifically, solar and longwave 
radiation (Table IV). Seven fluxes that have been discussed are recapit- 
ulated in the combinations shown diagrammatically in Table IV. 

The Role of the Sun 

The sun is usually the most important factor, especially in view of the 
large variation of solar radiation over time. Sun height is closely related 
to flux density in the direct beam and less closely related to the diffuse 
flux. It is related to surface and atmospheric temperature, hence to the 
fluxes of longwave radiation. 

The fact that longwave fluxes change slowly and that absorbed short- 
wave radiation is more or less a constant fraction of the incoming short- 
wave flux means that the radical change of the solar beam from zero at 
night to 700-900 W m-2 in midday overshadows the daily regimes of 
the other radiation fluxes and dominates net all-wave radiation. The 
radiation surplus at Hamburg at noon and the deficit at night (Table V) 
show the solar dominance but also the stabilizing influence of the down- 
ward flux of longwave radiation. 

The Role of Clouds 

Clouds cut off the solar beam but have compensating effects on the 
diffuse fluxes of solar and longwave radiation. This compensation, how- 
ever, is incomplete at midday hours during the growing season (Table 
VI). Loss of 592 W m p 2  in the beam was much greater than the area- 
source increase of 139 W mP2.  Concurrent changes in the upward fluxes 
modify the net further: A greater fraction of solar radiation is absorbed, 
and less longwave radiation is emitted by the grass. Overall, the all- 
wave radiation surplus decreases from +373 to +93 W m-2. 

Monthly means, standardized as to sun height (40") and surface ab- 
sorptivity (0.8-0.9) (Barashkova et al . ,  1961, p. 135) show that net all- 
wave radiation decreased about 60 W m-2  (about 0.18) when cloudiness 



TABLE IV Schematic Diagram Showing All the Radiation Fluxes Invohed in Ecosystem Energy Budgets 
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TABLE V 

Schematic Presentatiori of A/[  Radiation Fluxes at  Grass Sicrface at  Hauzbirr,p Obserr~atoy at Noon and Midnight of a DLII/ i r i  Mm/"  I' 

S H O R T W A V E  LONGWAVE ALL-WAVE 
DIRECT DIFFUSE 

1200 

SHORTWAVE LONGWAVE ALL-WAVE 
DIRECT DIFFUSE 

NE 

+592 +lo5 

-128 -10 

+464 +95 

IT 

+324 +lo21 0 +161 +407 +568 

-510 -648 0 -23  -452 -475 

-186 +373 0 +138 -45 +93 

7 ~ n n  

+.637 

ALL- 
W A V E  

+1137 

-581 - 
+556 

WHOLE-  D A Y  AVERAGE 

i319 

+264 +188 

' Data given in watts per square meter. The range in solar energy absorbed, 637 W m-2, contrasts with the 41 W m- '  
range in incoming longwave radiation. 

Data from Fleischer and Grafe (1955156). 

I I I  I 

NET 
I I I I 1  I I 

a Albedo of meadow is 0.22 for direct beam, 0.12 for diffuse solar radiation. Sun altitude is 45". Radiant-energy intake dropped from 
883 W m-' under the cloudless sky (assuming longwave absorptivity = 1.0) to 545 W m - *  under the overcast sky. 

Data from Sauberer (1956). 
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increased from scattered to full overcast. A solar eclipse reduces direct 
and diffuse shortwave fluxes in proportion to the obscuring of the sun’s 
disk. When both fluxes decreased to 0.76 in one eclipse but the longwave 
fluxes changed only slowly, the net all-wave surplus decreased to 0.71 
of its previous value (Pruitt et a l . ,  1965). 

Other Factors 

Systems of low absorptivity are not cIosely coupled with the sun, and 
changes in solar radiation have less effect on the all-wave radiation sur- 
plus. The surplus at high-altitude snow (absorptivity 0.16) changed from 
9 W m-2  in clear weather to 32 W m P 2  in cloudy (Ambach, 1974). 

Linacre (1968), in examining some of the many attempts to relate the 
net quantity of all-wave radiation to such single factors as insolation, 
found that other factors cannot be neglected. Solar radiation is modified 
by ecosystem absorptivity, and temperature and cloudiness as indexes 
to net longwave radiation must be included also. Net longwave cannot 
be taken as a constant fraction (Gay, 1971; Nkemdirim, 1973). 

Determination 

Net all-wave radiation is determined by algebraic addition of the dens- 
ities of the individual fluxes. In Tables IV-VI, the net quantity is either 
the sum of incoming and outgoing all-wave values in the right-hand 
column or of shortwave and longwave net values in the bottom row. 

Direct measurement of this quantity is done by thermoelectric ”bal- 
ance” meters, thermopiles with absorbent top and bottom surfaces fac- 
ing the upper and lower hemispheres, under domes of some material 
like polyethylene (“Lupolen-H” in Europe) that more or less uniformly 
(about 0.83 transmissivity) transmits radiation of both solar and long- 
wave regions and shields the sensors from erratic nonradiative fluxes 
(Funk, 1963). Net radiometers suffer from their apparent simplicity and 
ease of use and do not always receive necessary maintenance and cal- 
ibration. Many published data on net all-wave radiation should not be 
used without verification. A network of net radiation sensors has been 
deployed in the USSR, Canada, and other countries for years. There are 
at least 100 in the USSR (Budyko, 1974, p. 26), and their data have been 
used in developing methods for estimating monthly or long-term mean 
values. 

VARIATIONS IN NET ALL-WAVE RADIATION OVER TIME 

The rotation of the earth produces in all except polar regions a 24-hr 
cycle of alternating darkness and illumination, which is expressed as an 
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alternation of deficit and surplus in net all-wave radiation. At the two 
times of crossover the algebraic sum is zero. 

Equilibria in the Diurnal Radiation Budget 

Crossovers are interesting because the nonradiative fluxes have either 
just changed direction (substrate-heat flux) or are about to change (sen- 
sible-heat flux) and all of them are small, indicating more or less iso- 
thermal profiles in the soil and air. The morning crossover marks the 
end of the inward-looking night period, during which the ecosystem 
drew heat from soil and air to meet the net deficit of radiation and sustain 
its temperature in readiness for the day to come. Absorption of solar 
radiation in the morning usually becomes equal to the net longwave loss 
about an hour after sunrise when the sun is 9-10’ above the horizon 
(higher for a snow-covered ecosystem). 

The second equilibrium occurs in late afternoon when the diminishing 
quantity of absorbed solar radiation reaches the level of the net loss by 
longwave radiation, a loss that is greater in the afternoon than morning, 
and so the equilibrium occurs more thaA an hour before sunset. The 
times at Tashkent are shown in Table VII. Many textbooks to the con- 
trary, this equilibrium in the radiation budget does not coincide with 
the hour when temperature in a thermometer shelter reaches its max- 
imum, but almost always comes several hours later. The persistence of 
this plausible but erroneous idea in textbooks attests to the long neglect 
of observations of radiative energy. At the evening crossover the con- 
trasts between layers in and above an ecosystem have died out and with 
them most of the violent thermal activity of the day; the ecosystem is 
“going to sleep,” as it were. 

The hours of crossover separate the active, solar-powered day from 
the quiet night, a difference that also appears in the different kind of 
boundary layer an ecosystem produces in the overlying atmosphere. 

TABLE VII 

Time of Afternoon Equilibrium in the 
Radiation Budget at Tashkent“ 

Time of 
Month equilibrium 

December 
March 
June 
September 

16:OZ 
1731 
18:58 
17:42 

Data from Berliand (1970, Table 4). 
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The morning radiative equilibrium at Hamburg (56"N) in June comes 
at 0445, 1 hr after sunrise, and thermal equilibrium in the gradient of 
potential temperature at a height of 6 m occurs at 0600. The order is 
reversed in the evening: thermal equilibrium at 1800, radiative at 1950, 
and sunset at 2110 (Frankenberger, 1955). The occurrence of radiative 
equilibrium after sunrise and before sunset shortens the period of ra- 
diative surplus. Over the year at St. Paul it averages 9.3 hr in length 
(Blad and Baker, 1971). 

Equilibria in the Annual Regime 

The daytime surplus period is so short in winter in middle and 
high latitudes that it can deliver only a small amount of energy. Long 
nights of radiative deficit result in a large net loss and the mean 24-hr 
budget is then in deficit. The daytime surplus and nighttime deficit come 
to equality at a date in fall and one in spring. 

These dates occur earlier in autumn at high latitudes than at middle, 
as is shown by a meridional profile in the western Soviet Union (Table 
VIII). Equilibrium in the radiation budget at high latitudes occurs nearly 
a hundred days before the winter solstice. In the following months the 
mean daily isarithm of zero net all-wave radiation moves south at an 
average speed of a half-degree of latitude per day. Its movement south- 
ward encounters higher angles of the noonday sun, but this effect is 

Full. 

TABLE VIII 

Mean Dates of 24-Hr Radiative Equilibrium in Autumn' 

Station 

No. of days 
before 

Latitude Average winter Height of 
("N) date solstice noonday sun 

Karadag 45 1 Dec 20 24" 
Kiev 51 15 Nov 36 21" 
Voeikovo 60 18 OCtb 60 20" 
Kola 69 30 Sept 82 19" 
Bukhta Tikhaia 80 15 Sept 97 13" 
Drifting stations' 80-85 12 Sept 100 13" 
North Pole 90 5 Sept 107 =70 

a Data from Barashkova et a l .  (1961), Gavrilova (1963), and Vowinckel and 

At Palmer, Alaska (62"N), the equilibrium data is 15 Oct (Branton et al.,  

Summary of observations at several stations on the ice of the Arctic Ocean. 

Orvig (1965). 

1972, p. 7). 
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TABLE IX 

Mean Dates of Radiative Equilibrium in Spring" 

No. of days 
Latitude Average after winter Height of 

Station (ON) date solstice noonday sun 

Kiev 51 5 Feb 46 24" 
V o e i k o v o 60 8 Mar' 78 19" 

Karadag 45 5 Jan 15 23" 

Kola 69 13 Apr 114 30" 
Bukhta Tikhaia 80 25 Apr 126 23" 
Drifting stations 80-85 18 Apr 119 18" 
North Pole 90 25 Apr 126 13" 

Data from Barashkova et al. (1961), Gavrilova (1963), and Vowinckel and 
Orvig (1965). 
' 15 March at Palmer, Alaska (62"N) (Branton et al.,  1972, p. 6). 

countered by the later, shorter days. Radiative equilibrium occurs in 
days 12-15 hr long in the high latitudes, 9 hr long in the south. The 
product of sun height and day length at this date is about the same at 
all stations on the profile. 

Winter snow cover usually is not established until after the date of 
radiative equilibrium, and once established its low solar absorption 
tends to retain the deficit status. Warm soil or invading warm airstreams 
help determine the date when winter snow cover is established, as also 
does the depth of snowfall in the early storms. Big snowstorms usually 
establish the mantle in the Sierra Nevada at a date when noon sun height 
is still 30°, higher than when snow cover is established at lowland sta- 
tions in Russia. 

In the season of lengthening days and increasing sun height 
the average date when radiative equilibrium is attained at places on the 
meridional profile occurs longer after the winter solstice than the date 
of fall equilibrium occurs before it (Table IX). (This phase shift is the 
opposite of that of radiative equilibrium in the daily cycle.) The delay 
of the date of radiative equilibrium in spring is large where a winter 
snow cover exists, which prolongs the winter deficit in the radiation 
budget and is itself prolonged by the deficit. 

Spring. 

The Long, Cold Night and the Long, Cold Winter: Deficits 
in the Radiation Budget 

The period of deficit is longer than the period of darkness, and at St. 
Paul varies from 11.5 hr in June to 17.0 hr in December (Blad and Baker, 
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1971). Deficits occur in 0.6 of the hours of the year, but, fortunately, 
the rates of energy loss seldom exceed 50 W m-2 from any ecosystem 
without access to a large reserve of stored energy. Weekly means at 
Palmer, Alaska (Branton ef al., 1972), lie close to -30 W m-2 for 10 
consecutive weeks; no week exceeds -36 W mP2. 

The isarithm that bounds the 24-hr deficit in midwinter crosses the 
North American Plains at about 42”N, a latitude near the edge of per- 
sistent snow cover. It lies north of 45’” in western Europe, and at about 
42” in central Asia. Snow cover prolongs the period of deficit and remains 
30-40 days even after radiative equilibrium is attained; this lag depends 
on the energy required to melt it. The deep snow of the Sierra Nevada 
(39”N) requires 250-300 MJ m-2 heat supply, and melting takes about 
2 months after the date in late March when radiative equilibrium occurs, 
90 days after the winter solstice. At lowland stations (Table IX) a delay 
this long is found only in high latitudes. 

The winter budgets of radiation of ecosystems in lands poleward of 
45” are in true deficit status; more radiative energy is going out than 
coming in. Except at the transient equilibria, there is no ”balance.” The 
deficit, nocturnal or winter-long, is real and by the law of conservation 
of energy must be made up from nonradiative sources. 

Surpluses in the Radiation Budget 

Periods of radiation surplus are times of copious energy supply, 
growth and renewal, and intense biological, chemical, and physical ac- 
tivity in ecosystems. 

Regimes of the net surplus of all-wave radiation at different ecosys- 
tems display midday flux densities exceeding 800 W m-2 at cotton, sugar 
cane, and forest on days of strong sunshine. Such a midday rate suggests 
an increasing input of energy to ecosystems in the morning hours, pro- 
ducing a rapid rise of surface temperature and of soil and air temper- 
atures that follow it. It can be represented by the height of a triangle 
whose base is represented by the length of daytime radiation surplus, 
12-14 hr in summer. The area of this triangle, minus the nocturnal def- 
icit, is equal to the 24-hr surplus of all-wave radiation.* 

In most summer days at all latitudes the 24-hr means are concentrated 
between 100 and 150 W m-2. Average 24-hr means in June over grass 

* Because the nocturnal deficit does not change a great deal from winter to summer 
while the midday surplus increases sharply, the daily range becomes larger more or less 
in proportion to the rising 24-hr mean. For example, at Tashkent the night-to-midday 
range increases 3 W m-’ for each 1 W m-’ rise in the 24-hr mean (Aizenshtat, 1957). 
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at stations near 60"N latitude in western Europe, the hearth of radiation 
research (Table X), are about 120-125 W mp2; coastal cloudiness reduces 
solar absorption more than it increases the longwave input. Values are 
slightly larger at stations near the 40th parallel. 

The contrast between the radiation surplus of summer and the deficit 
of winter (Table X) indicates seasonal changes at middle and high lat- 
itudes. For example, the following changes occur from December to June 
at Hamburg: 

167 W m-2 
40 W m-2 
207 W m-2 
less -65 W m p 2  
nets a 142 W m-' 
The duration of the radiation surplus in middle latitudes exceeds that 

of the growing season, which does not begin until soil and air temper- 
atures have responded to spring radiation. The accumulated surplus in 
these thawing and warming-up days is about equal to the winter deficit 
(Budyko, 1974, p. 344), and as a result the radiation-surplus sums over 
the whole year and over the growing season are about the same. The 
principal exception is found in high latitudes in continental interiors, 
where warming up is brief. 

increase in absorbed solar energy 

increase in radiant-energy intake, which 
increase in downward longwave radiation gives 

greater emission of longwave radiation, 
change in net all-wave radiation. 

Longer-Term Variations 

Variations in solar and longwave radiation from year to year, usually 
caused by differences in numbers of cloud systems, affect the surplus 

TABLE X 

Net Daily Surplus or Deficit of All-wave Radiation in lune and December" 

June Dec. Range Source 

Stations near 60"N 
Lerwick + 117 - 32 149 Berliand (1970) 
Uppsala + 120 -21 141 Rodskjer (1979) 
Helsinki + 121 - 10 131 Berliand (1970) 
Leningrad + 124 -9 131 Berliand (1970) 
Copenhagen (56") + 133 - 11 144 Aslyng and Jensen (1966) 

Stations near 40"N or S 
Tashkent + 147 +4 143 Barashkova et al. (1961) 
Tbilisi + 146 + 3  143 Berliand (1970) 
Argonne + 173 -8 181 Moses and Bogner (1967, p. 22) 
Aspendale + I 7  +I57 140 Funk (1963) 

a Data given in watts per square meter. 
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or deficit of all-wave radiation, perhaps offset by precipitation-related 
changes in surface absorptivity and temperature. For example, the mean 
surplus in two dry summers (1946 and 1954) at Kiev averaged 6 W m-2 
greater than in two wet summers (1945 and 1950) (Danilova, 1960). 
Stronger solar radiation in the drought years (12-15 W m-2 greater) was 
not wholly countered by increased longwave radiation from the hotter 
ecosystems. 

The general magnitude of the year-to-year variation in a specific 
month is given from June measurements at Voeikovo [in Barashkova et 
al. ,  (1961, pp. 452-453)] with an 8-year mean of 126 W m-2 and a stan- 
dard deviation of 16 W m P 2  (about 0.13). At other long-record stations 
the standard deviations average about 0.10 (Budyko, 1974, p. 145). 

SPATIAL CONTRASTS IN NET ALL-WAVE RADIATION 

At the Ecosystem Scale 

Contrasts in the diurnal march of net all-wave radiation occur at jux- 
taposed ecosystems such as desert and cotton fields and snow in mead- 
ows and forest. Irrigated ecosystems usually enjoy surpluses a third or 
a half greater than adjacent desert ecosystems, which reflect and emit 
large upward fluxes. 

Forest ecosystems that have surface properties similar to irrigated 
fields also enjoy larger radiation surpluses than lower vegetation. With 
good access to moisture and ample ventilation the cool foliage minimizes 
the emission of longwave radiation, and the deep absorbing layer min- 
imizes reflection of solar radiation. Several cases of forest versus low- 
ecosystem pairing show a difference of about 15 W m P 2  (Rauner, 1965). 
Logging a coniferous stand in Quebec resulted in a smaller deficit at 
night and a much smaller surplus by day, with a net 24-hr reduction 
to 0.88 of the forest mean (McCaughey, 1978). Aquatic ecosystems dis- 
play superiority to terrestrial because they minimize the outward fluxes 
of both solar and longwave radiation. 

Contrasts at Large Scales 

The annual net surplus of radiation changes little with altitude, short 
of the zone of snow cover (Budyko, 1974, p. 192), because the altitudinal 
increase in absorbed solar energy more or less counterbalances the de- 
crease in incoming longwave radiation. Lowland ecosystems average 
65 W m P 2  over the year near the Caucasus, and at 3-km altitude the 
surplus is still 55 W m-2; only on Mt. Kazbeg does the surplus decline 
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to 40 W mP2.  The range in yearly values over Tasmania is from 75 W 
m p 2  in the cloudy west to 95-105 W m-' in sunny parts of the east 
coast (Nunez, 1978). 

The large radiation surpluses of ecosystems in well-watered regions 
of the low latitudes (90 W m-' or more) produce a cellular pattern in 
which "zonality is abruptly broken by the effect of differences in mois- 
ture conditions" (Budyko, 1974, p. 156). A zonal pattern is displayed 
at middle and high latitudes in the Soviet radiation network (snow cover 
in winter): 

68"N 31 Wm-'  50"N 57W m P 2  
60"N 41 W m-' 40"N 75 W m P 2  

Surpluses at ecosystems of Europe, Asia, and North America average 
around 60 W m p 2  and in Africa, Australia, and South America 90 W 
m-'. Land, sky, and sun have a different relation, and the availability 
of half again as much radiant energy to ecosystems of the low-latitude 
continents produces large nonradiative energy fluxes that influence all 
terrestrial physical, chemical, and biological phenomena. 

The quantity expressing the net effect of all the radiation fluxes to and 
from an ecosystem is equal and opposite to the net sum of all the non- 
radiative conversions and fluxes and exhibits frequent reversals in di- 
rection: it is in deficit status almost every night and in surplus almost 
every day. Except in winter at high and middle latitudes the daytime 
surplus is larger than the nocturnal deficit, and over the year all eco- 
systems everywhere enjoy a net surplus. The net radiative quantity can 
now be equated to the sum of the nonradiative energy fluxes and the 
on-site energy transformations, which will be taken up in chapters that 
follow. 
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Radiant energy absorbed by ecosystems is transformed in ways that 
add up to keep the energy budget in balance and include transforma- 
tions into chemical energy. A variety of photoelectric and photochemical 
phenomena are carried on by bacteria or algae,* but we will here consider 
only photosynthesis, energy conversion by ecosystems fixing atmo- 
spheric carbont, the major basis of life. 

In contrast to such energy exchanges as the absorption of longwave 
radiation that are typified by large flux density but yield low-quality 
energy, the fixing of carbon transforms high-frequency radiant energy 
into high-quality chemical energy in the form of food, fiber, and envi- 
ronmental amenity. The products of photosynthesis, moreover, can be 
stored and transported, hence have a time and place utility not, in gen- 
eral, characteristic of radiant energy. The central role of photosynthesis 
in ecosystem studies is illustrated by a model constructed in order to 
identify gaps in the knowledge of a widespread desert species, Larrea 
tridentata; the gain and allocation of carbon formed “a logical choice for 
investigation because it is so intimately tied to the procurement and 
allocation of energy, mineral nutrients and water” (Cunningham and 
Reynolds, 1978). 

GROSS PRIMARY PRODUCTION 

The fixing of radiant energy by photosynthesis is studied at several 
scales. Below the scale of the ecosystem are levels within the leaf canopy, 

* Certain enzyme systems and green algae in a radiation field can photolyze water and 
produce hydrogen, for example (Bishop et al. ,  1977), a possible base for an efficient hy- 
drogen fuel economy but not now widespread. 

t Ecosystem cycling of such other elements as sulfur and nitrogen also involves energy 
canuersions, which we must pass over. 
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the much-studied individual leaf, and the biochemical level within the 
leaf cells. Energy transfer processes at the microscale are outside the 
scope of our inquiry and have not always been found to be well-cor- 
related with ecosystem dry-matter production. Time scales also must be 
recognized; short-period assimilation rates in an environment of chang- 
ing sun angle and cloud passage do not necessarily indicate long-term 
production or ecosystem survival. Downstream from photosynthetic 
production, the yield of crop ecosystems also depends on the partition- 
ing of the products into other organs and energy storages. 

The Supply of Radiant Energy to Photosynthesizing 
Ecosystems 

Selectivity. The rate at which radiant energy is fixed in plant cells 
forms a small component in the total energy budget of an ecosystem, 
in part because only certain spectral bands are absorbed by chlorophyll 
(centered at 0.4 and 0.6 Fm). Radiation in other wavelengths, however, 
is absorbed by and warms water and other leaf components and keeps 
chloroplasts at working temperature. The fraction of the total absorbed 
radiation (radiant-energy intake or loading, discussed in Chapter VII) 
fixed photosynthetically is of the order of 1% or less but constitutes a 
larger fraction of the solar radiation absorbed and a still larger fraction 
of the photosynthetically active radiation, typically up to 2% (Wassink, 
1975). Most models assume absorption of 10 quanta per molecule of C 0 2  
fixed (Loomis and Gerakis, 1975). 

Because no radiation having a wavelength greater than 0.7 km is ab- 
sorbed by chlorophyll molecules, the solar infrared spectrum, conveying 
nearly half the total flux density, enters the carbon fixing process only 
by heating leaf cells and countering the evaporative cooling as water 
leaks out of them. Even this function is not particularly needed because 
certain visible solar wavelengths are absorbed by water and can warm 
the leaf cells. Solar infrared radiation, in fact, can overheat cells and is 
usually not strongly absorbed by leaves, as was seen in Chapter VII. 

The peculiar on-and-off regime of solar radiation and the directional 
energy flux that shifts from minute to minute present problems to a 
photosynthesizing ecosystem. Beam azimuth and angle above the ho- 
rizon change rapidly, and absorption depends on leaf inclination. Ver- 
tical leaves do well when the sun is low in the sky; CO, conversion in 
rice, for example, is greater with erect than with horizontal leaves, es- 
pecially in the upper layers (Uchijima, 1976). 

Because leaves grow at many angles, modeling the absorption of the 
solar beam within an ecosystem requires consideration of the frequency 
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distribution of angles between leaves and beam at different sun 
altitudes. 

Height growth of trees in the Alps doubles on slopes exposed to 
stronger radiation (Schonenberger, 1975), and the highest rates of eco- 
system photosynthesis are reached in direct-beam radiation, not because 
it more efficiently penetrates the foliage or is more efficiently absorbed 
but because its flux density is usually greater than that of diffuse solar 
radiation. Mean rates over longer periods of time are smaller because 
cloudy days are included. Absorptivity is reduced in some and-land 
plants by leaf hairs or other obstacles that reduce transpiration as well 
as photosynthesis (Ehleringer et al . ,  1976). 

The diffuse flux of solar radiation is richer in photochemical value 
than the direct beam and penetrates ecosystems deeply. A modest in- 
crease in the diffuse fraction, even if accompanied by some decrease in 
total solar radiation such as might occur under a polluted atmosphere, 
tends to increase net photosynthesis-more so for C3 carbon-pathway 
plants like sugar beets than for C4 plants like maize* (Lister and Lemon, 
1976). Specifically, increasing the fraction of diffuse radiation from 0.1 
of the total to 0.3 puts more leaves in the energy flux range of 250-300 
W m-’, reduces the number of leaves in the higher range of 350-450 
W m-’, and slightly increases flux density on shaded leaves, which 
make up two-thirds of the total leaf area of the system studied (Lister 
and Lemon, 1976, Fig. 6). The small size of the photosynthesizing unit 
in a leaf (a few hundred molecules) is appropriate for diffuse light or 
shade because it makes possible the concentration of 8-10 quanta in a 
very short time “(less than 10 ps) and practically in one place” (Heath, 
1969, p. 257)’ so that the leaf utiIizes small flux densities of radiation 
“by collecting together the energy from relatively scattered quanta” 
(Heath, 1969, p. 257). 

Light Saturation. The flux density of diffuse solar radiation falls 
within the light-utilization capacity of most leaves. While species differ, 
most of the length of the curve relating their COz assimilation to radiative 
flux density is concave downward and tends to level off at a light-sat- 

* C3 and Cq plants differ in the number of carbon atoms in the molecule of the first 
detectable product formed from CO2. Cq plants in general display little or no photores- 
piration, usually photosynthesize at higher leaf temperatures and higher radiation flux 
densities than do C3 plants, and show less reaction to changes in CO2 concentration (Zel- 
itch, 1975; Lister and Lemon, 1976). A variant pathway in photosynthesis is crassulacean 
acid metabolism (CAM), in which the two major processes involving COZ “occur in the 
same cells but at different times” (Solbrig and Orians, 1977) so that stomata are open at 
night and closed by day. 
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uration value beyond which further increases in flux density produce 
no increase in rate of assimilation. Optimal flux densities for photosyn- 
thesis in several species in Alpine ecosystems under strong radiation 
in summer lie between 200 and 400 W m-2 (Aulitzky, 1963). In arid 
climates net assimilation is greatest if flux density is near 370 W m P 2  
(Warren Wilson, 1967). Higher intensities, in fact, increase respiration 
and damage leaf tissue by overheating. Sun leaves typically display a 
high value of light saturation, as do some species of low-latitude origin, 
but this capacity may come at the cost of higher protein content and 
consequent expenditure of energy to construct and maintain the leaf 
(Berry, 1975). The plant, in effect, allocates energy and nutrients to create 
additional photosynthetic apparatus to exploit the strong solar beam, 
a strategy common in early successional plants (Bazzaz, 1979). 

Some full-sun plants in deserts can use high flux densities; an evening 
primrose in Death Valley showed little falling off in its utilization of solar 
energy at full midday sun, the rate being equivalent to 0.10 of the energy 
in the 0.4-0.7 p,m range (Mooney et al., 1976). This rate is at least as 
great as that assumed for solar cells that produce electricity, 20 W rn-’ 
(Hafele, 1980). 

In contrast, high light saturation would not be worth its cost to forest 
systems in cloudy western Oregon, where, moreover, moderate leaf 
temperature and high atmospheric vapor pressure do not often call for 
stomata1 closure and consequent restriction of C 0 2  flux and favor very 
large leaf areas-25-50 m2 m - 2  (Waring et a l . ,  1978). 

As a result of light saturation of photosynthetic apparatus, the midday 
hours of high energy flux density might not display a peak, but rather 
a plateau, in C02 assimilation. Geometric considerations relating sun 
height and leaf angle may also account for midday flattening (Turitzen, 
1978); Nichiporovich (1966) shows a truncated midday maximum lasting 
10 hr in a one-layer leaf canopy as compared with a slightly flattened 
curve for a deep canopy. 

Association and Analogy with Evapotranspiration 

The radiant-energy sink of chlorophyll deployed in ecosystems is 
small in the energy budget but unusual in that it keeps energy out of 
the contemporaneous thermal arena. In this respect it differs from ab- 
sorption that raises ecosystem temperature. Initial absorption is fol- 
lowed immediately by electron changes of a nonthermal nature, and the 
energy thus sequestered does not reenter the thermal arena until de- 
composition or combustion occurs. This temporary withdrawal of en- 
ergy resembles the effect of evaporation. 
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In evaporation turbulent processes remove the end product, i.e., 
molecules of water vapor; in photosynthetic conversion turbulent pro- 
cesses supply the raw material, i.e., molecules of carbon dioxide. The 
same eddies that bring CO, to a photosynthesizing, transpiring eco- 
system carry off water vapor; similar physical laws govern both fluxes, 
and biological controls operate on both. When leaf stomata are open to 
allow CO, molecules to diffuse inward to the wet cell walls where they 
are dissolved and carried into the cells, molecules of water vapor from 
the cell walls are free to leak out. The two energy conversions are as- 
sociated though not identical and can be analyzed together. In this 
chapter we take note of the similarities of.their regimes through the day, 
responses to day-to-day fluctuations in solar energy and soil moisture, 
variations as plants undergo phenological aging, and as succession takes 
place. 

Gross assimilation of CO, (i.e., without respiration) can convert about 
0.05 of total solar radiation (Budyko, 1974, equations 8.1-8.13). This 
energy-budget approach uses the analogy between the mass exchanges 
of carbon and water to divide the daytime net surplus of all-wave ra- 
diation R among the nonradiative fluxes and transformations. The en- 
ergy fixed in assimilation A can be expressed in terms of conversion 
constants of CO, and H20, quasi-constants a, b, and c, and daytime 
differences between temperature T and specific humidity q at leaf-cell 
surfaces and in the ambient air. The expression [Budyko, 1974, Eq. 
(8.13)] is as follows: 

where 
IA = IcR/[(L/a)(qo - q,) + IC + b(T0 - T,)], 

I = 10.4 x lo3 

L = 2.5 x lo3 

a = 0.8 

kJ kg-' 

kJ kg-' 

c = 0.46 x 10-3 

b = (cJa) ( l  + D / D ' )  = 2.6 kJ kg- 'K- '  

where the specific heat of air c,, = 1 kJ K-' kg-', D" is a coefficient of 
external diffusion, and D' a coefficient of internal diffusion; subscripts 
0 and e refer to surface and air, respectively. 

At a temperature difference between leaf and air of 5" and a specific 
humidity difference of 1.3 x lo-,, typical of daytime conditions in sum- 
mer, the equation above becomes 

IA = 0.08 R .  



186 XI. FIXING OF CARBON BY ECOSYSTEMS 

The rate of assimilation is 0.08 of the net surplus of all-wave radiation. 
This analogy does not offer a precise mode of determining photosyn- 
thetic conversion because it lumps together such details as the varying 
spectral composition of sunlight and differing plant responses. More- 
over, plants using the C4 biochemical pathway absorb C02 more effec- 
tively at low concentrations than C3 plants do and can alter inward 
diffusion of C 0 2  and hence outward diffusion of water vapor. The ex- 
istence of the C4 pathway in plants of different taxonomic groups sug- 
gests its survival value. 

Another means of escaping the syndrome of vapor loss and restricted 
CO, intake lies in exploiting the cycle of day and night by the CAM 
route. The pineapple and many succulents store CO, at night and release 
it within cells the next day for use in the regular C, cycle (Solbrig and 
Orians, 1977). Their stomata stay closed during the daytime hours, when 
vapor pressure in the sun-heated leaf mesophyll far exceeds atmospheric 
vapor pressure. 

Both these deviations, achieved at considerable cost to the plant, il- 
lustrate the analogy between photosynthesis and evapotranspiration. 
Because rain clouds intercept the radiation flux that powers photosyn- 
thesis, there is a possibility for trade-offs. Irrigation supplies water with- 
out cutting off radiation and is employed on sugar plantations of the 
lee sides of the Hawaiian Islands where solar radiation is strong; wind- 
ward plantations get frequent rain but less radiation. For example, sugar 
yield was 1.2 kg m P 2  when solar radiation averaged 205 W mP2, 2.2 kg 
m P 2  when it averaged 240 (Chang, 1968, p. 65). A crop-weather model 
for corn in Indiana uses solar radiation and evapotranspiration (Nelson 
and Dale, 1978). 

The ratio between production and transpiration varies from place to 
place and expresses a kind of efficiency of water use. It increases with 
leaf temperature excess over air temperature and with wind speed (Rau- 
ner, 1973), as well as with favorable moisture conditions (Rauner, 1972). 
Improved corn management at Coshocton Experiment Station in Ohio 
increased evapotranspiration by 0.11 but productivity by 0.44 (from 0.82 
to 1.19 kg mP2) (Dreibelbis, 1963). On a global scale the relation can be 
expressed (Lieth and Box, 1972) as 

II = 3 - 3 exp[ -0.00097(E - 20)], 

where II is net production and E is evapotranspiration, both in kilograms 
per square meter. 

Evapotranspiration can use low-grade energy converted from all 
wavelengths of radiation as well as abstracted from the warmth of air 
and soil. Photosynthesis is selective as to energy source but produces 
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high-grade products that have almost infinite possibilities for conversion 
into other forms of energy and matter. 

Other Limiting Factors 

Few ecosystems approach the rates of photosynthesis expressed by 
ideal leaf radiation because there are at least a hundred steps in the 
whole chain and they “require a very high degree of organization and 
are very fragile” (Berry, 1975). A limiting factor operating on a single 
step can throw it out of balance with other steps. In so complex a system 
such factors are not always easy to identify, whether they are the at- 
mospheric concentration of C02, the supply of photosynthetically active 
radiation, cell moisture, stomata1 opening, leaf-cell temperature, leaf- 
cell concentrations of other elements taking part in one stage or another 
of the photosynthetic sequence, or internal controls that the plant exerts 
if the facilities to translocate or store photosynthate are inadequate. This 
complexity is not surprising if we consider that the basic problem is to 
extract a trace concentration of an atmospheric gas by means of energy 
supplied in a peculiar regime and partly at a continually shifting angle, 
and at the same time to assemble the necessary chemical compounds 
at the right aqueous concentrations in a medium at optimal temperature. 
The system must deploy its photosynthesizing equipment for maximum 
ventilation by the air, and simultaneously obtain optimum illumination 
by the sun and sky, hold a certain temperature range, and provide se- 
curity for the displayed surfaces against static and dynamic loading by 
wind, rain, snow, and ice. 

The C 0 2  flux is usually downward to an ecosystem by 
day and away from it at night and can be calculated from C02-concen- 
tration measurements or eddy correlation. It may reach 10 g C02 m-2 
hr-’ above maize on a clear windy day (Uchijima, 1976) (energy equiv- 
alent of =30 W m-’ flux), supplemented by soil respiration by day, 
which may add as much as 0.2 of the daytime assimilation in wheat 
(Denmead, 1976) and even more in low-latitude forest (Kira, 1978). Ven- 
tilation also helps prevent excessive temperature in leaves. Alpine trees 
survive best in windy sites (Schonenberger, 1975). 

The influence of leaf temperature on photosyn- 
thesis differs with species. A desert plant, Tidestrornia, exhibits maximum 
C02 uptake at about 45°C (assuming no moisture stress), while a coastal 
plant, Atriptex, exhibits maximum uptake at temperatures from 15°C to 
30°C (Berry, 1975). As we saw in Chapter VIII, leaf temperature is in 
continual fluctuation as a consequence of its role in mediating and bal- 
ancing the leaf energy budget, and the broad range of photosynthetic 

Ventilation. 

Leaf Temperature. 
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response to leaf temperature expresses an accommodation of ecosystems 
to the variability of radiation flux densities. 

C4 plants display sharper peaks in their temperature curves than C3 
plants (Lister and Lemon, 1976), and these peaks often occur at higher 
temperatures, with no negative effect appearing until temperature ex- 
ceeds 30"C, certainly a benefit to a plant growing in strong sunshine 
and often dry soil. 

Low environmental temperatures early in the growing season reduce 
utilization of solar radiation approaching its annual peak and decrease 
the use of assimilates in Arctic plants, which slows assimilation rates 
(Warren Wilson, 1966). 

The initial advantages at the cellular level in the C4 
pathway are reduced at the leaf scale by resistances to the inward dif- 
fusion of CO, and dark respiration.* They are reduced further at the 
ecosystem scale by slow downward flow of atmospheric C02 into the 
ecosystem, self-shading, and cloud interception of solar radiation 
(Evans, 197513, p. 340). For example,, low-latitude C4 crops have recorded 
daily growth rates as high as 60 g m-' of crop area (Evans, 1975b), but 
midlatitude C3 crops also approach similar rates. The C4 advantage de- 
creases at higher levels of organization (Milthorpe and Moorby, 1979, 
p. 128). The CAM pathway has rates about half as large. 

A further reduction in mean assimilation is found when we look at 
the whole growing season. In early growth an annual ecosystem has 
not deployed optimum leaf area and cannot intercept all the incoming 
radiant energy. This effect is marked in potatoes, soybeans, and maize; 
the loss in potential energy conversion is of concern in Chinese research 
on food production. It is less important in such long-season crops as 
sugar cane, in which mean rates of dry-matter production can average, 
if water is not excessive or short, as high as 40 g m-' day-' (Bull and 
Glasziou, 1975). Duration of the growing season accounts for much of 
the difference among global ecosystems and can be allowed for by the 
concept of leaf-area duration; one leaf-area index-month accounts for 
about-0.085 kg m-' of grass production, for example (Kira, 1975). 

Scale Factors. 

NET PRIMARY PRODUCTION 

Respiration 
Ordinary, that is, "dark," respiration (as distinguished from photo- 

respiration in C3 plants at an earlier stage in the sequence) reduces gross 

* Dark respiration is ordinary respiration, which can be measured only at night. 
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photosynthesis by a third to a half, depending on the time period under 
consideration. It is less than 0.1 of gross assimilation in strong sunlight, 
but a larger fraction totaled over a day (Zelitch, 1975). 

This process appears to be parasitic on production but in reality is a 
part of the operating and maintenance processes that keep an ecosystem 
running. It can be divided into two energy transformations: the one is 
often associated with accumulated dry weight of the system, repre- 
senting the replacement or repair of essential structures, whether pho- 
tosynthesizing apparatus, stems, or roots; the other is associated with 
photosynthetic rate, representing the building up of new structure or 
compounds (Evans, 1975b, p. 341), especially in young plants (Milthorpe 
and Moorby, 1979, p. 124). 

The daily maintenance cost is equivalent to 10-25 g of photosynthate 
consumed per kilogram of plant biomass and tends to increase with 
temperature. When air and leaf temperature rise during the day, it is 
an inescapable drain on current photosynthesis; by night it is a loss 
unassociated with production. On warm nights when downward long- 
wave radiation from a humid atmosphere has a high flux density, res- 
piration is large. This effect, year long, limits the potential value of the 
humid low latitudes (Chang, 1968) for meeting world food needs. Res- 
piration loss in cane is 0.15-0.20 (Bull and Glasziou, 1975) and perhaps 
still higher in fields lying under the heat plume of a city as Chang (1970) 
has noted over sugarcane fields downwind from Honolulu. The effect 
of longwave radiation occurs even on Arctic shores; Miller et al .  (1976) 
show a decline in net photosynthesis when incoming longwave radia- 
tion is large. 

An ingenious means of determining ecosystem respiration was dem- 
onstrated by Woodwell and Dykeman (1966) for the local air in and 
above a 10-m oak forest on Long Island outwash sands. Atmospheric 
sampling on towers 125 m tall identified nocturnal temperature inver- 
sions strong enough to isolate the oak-local-air system from the main 
body of the atmosphere, and showed that most of the accumulation of 
CO, during the night displayed a temperature dependence. This was 
marked in summer when respiration R, in grams per square meter per 
night was 

R, = 0.5"K - 128, 

where "K is absolute temperature, varying from 278 to 293. This study 
illustrates one approach to problems of determining forest productivity, 
a complex area. 

The yearly sum respired amounts to the breakdown of 2.1 kg m P 2  
dry matter and includes below-ground respiration as well as the more 
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commonly measured above-ground amount. Since net production of dry 
matter by the forest was measured as 1.15 kg mp2, respiration was about 
two-thirds the gross primary photosynthesis of 2.1 + 1.15 = 3.25 kg 
m-2. In energy terms it averaged approximately 1 W m-* over the year 
and 2 W m-* in summer. 

The growth component of total respiration in sugar cane may be as 
large as 0.4 of gross photosynthesis when roots are being extended to 
search for water, especially into resistant soil, and new leaves put out 
(Bull and Glasziou, 1975). In other crops it is also large for similar pur- 
poses, for example, growing the nitrogen-fixing nodules on the roots 
of peas. Nitrogen fixation is estimated to cost 2.5% of primary photo- 
synthate (Gutschick, 1978). 

The building component of  respiration is associated with ecosystem 
mass and indirectly with leaf-area index. Photosynthesis and respiration 
in wheat crops at different leaf areas show the leaf-area influence (Table 
I). High respiration in forest is an energy cost of the mechanical structure 
that raises leaves high in the air, increases leaf area, and accounts for 
the typically high gross production (Kira, 1975, 1978) (Fig. 1). An extreme 
case is a 450-year Douglas fir forest in Oregon, in which respiration 
consumes 0.9 of the gross primary production (Grier and Logan, 1977), 
equivalent in energy terms to 8 W mP2. 

The heat released in respiration in a few species is important in other 
ways. Skunk cabbage melts its way through spring snow and maintains 
temperatures 15-35" above air temperature (Knutson, 1974) with res- 
piration rates equivalent to Q W. 

Net Photosynthesis 

The daily curve of net photosynthesis may be flattened by respiration 
losses in the hot part of the day, as well as by the effects of light sat- 

TABLE I 

Mass Transformation in Photosynthesis and Respiration of 
Wheat" 

Leaf-area index 
(LAI) In photosynthesis In respiration 

2 2.5 0.9 
6 4.0 1.2 

10 4.5 1.3 
~p ~ ~~ p~ ~ 

'I  Data from Evans et a/. ,  1975, p. 112. Data given in 
grams per square meter per hour. 
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Fig. XI.1. Late-afternoon sun on strongly photosynthesizing forest of several age 
classes in the Oregon Coast Ranges in June 1978; the high values of the biomass production 
are shown by the steepness of slopes that have been clear-cut. 

uration or leaf geometry on gross photosynthesis, or by restricted mois- 
ture uptake that reduces C02 uptake. Interactions among several factors 
may account for a steep morning rise of net photosynthesis to a plateau 
as long as 12 hr (Lommen et al.,  1971). Carbon dioxide uptake in a C4 
plant growing in summer in Death Valley, at midday air temperatures 
around 45°C and solar radiation flux densities of 900 W mP2, displays 
a plateau of 6-8 hr (Bjorkman et al . ,  1972). This behavior contrasts with 
midday depressions in other arid-land plants and is ascribed to the C4 
pathway and high light saturation. 

Flexibility of net photosynthesis is shown t y  measurements on wheat 
(Evans et a l . ,  1975, p. ill), in which midday canopy photosynthesis at 
800 W rn-’ solar radiation was 5.5 g rn-’ hr-’ on 14 October, 7.5 on 
15 October, and 3.0 on 16 October. Day-to-day variations in tundra near 
the Arctic Ocean result from changes in wind direction from over the 
land to off the ice-filled ocean (Miller et a l . ,  1976) because net pho- 
tosynthesis increased with solar radiation and air and soil tempera- 
tures (both low). The ecosystem operates so as to maximize carbon 
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assimilation under those environmental conditions that occur most fie- 
WentlY during the growing season. Hellmers (1964) notes that the long 
S u m ~ ~ e r  days of moderate radiation in western Europe account for often- 
reported high efficiencies of forest photosynthesis. As much as 0.02 
of radiant energy in the photosynthetically active region is converted 
into energy content of wood. 

Translocations of photosynthate from the leaves to other parts of the 
plant for operations, maintenance, or storage are sometimes blocked. 
These downstream processes may then exert a restraining influence on 
photosynthetic activity (Warren Wilson, 1966; Evans, 1975b, p. 331). 

Models of Productivity Factors 

Canopy or ecosystem models show the whole energy-conversion* 
picture Of carbon cychg. For exarnyle, a model of grassland combines 
three photosynthesis functions: Those related to solar radiation, to water 
potential in the leaves, and to leaf temperature (Ripley and Redmann, 
1976); these also enter the model of Bikhele et a l .  (1980). 

A much-studied plant, maize, presents to the sun and atmosphere 
a well-ventilated, absorptive, efficient canopy equipped with C4 path- 
ways that work well under strong solar intensities. Highest maize yields, 
of the order of 1.2 kg m-’, are attained in densely planted systems that 
range up to 11 or 12 plants per square meter and intercept the solar flux 
completely (Duncan, 1975, p. 43); leaf area index is used to modify solar 
radiation in one growth model (Coelho and Dale, 1980). 

This high variability is made to order for modeling techniques. These 
often operate in steps of individual daytime periods; each day‘s simu- 
lation starting with the results reached the day before, introducing 
“discontinuous and variable daily inputs into a system whose response 
is continually changing” (Duncan, 1975, p. 44). In one model the daily 
net production of photosynthate is a function of leaf area, solar radiation, 
moisture status, and air temperature and is allocated to roots, stems, 
leaves, and corn ear as a function of plant development. It describes 
ecosystem condition at any date and gives a means of predicting what 
would happen if environmental factors change. Using weather records, 
the model can ”’grow’ any described variety of maize at any location 
in the world” (Duncan, 1975, p. 47), or at any growing season in the 

* In centering our attention on productivity we are not unmindful of other significant 
dimensions. As Major (1969) warns, “Productivity is a simplifying measure which can 
ignore the ecosystem idea and which then gives the same numbers for Death Valley as 
for the northernmost coast of Alaska.” Energy is only one of the dimensions of life, but 
the important one in this book. 
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past as if different varieties or cultural practices had then been in use. 
One model is essentially one leaf thick and combines a leaf-energy 
budget with CO, diffusion equations (Ehleringer et a/. ,  1979); in contrast, 
the SPAM (soil-plant-atmosphere model) (Lemon et a l . ,  1971) uses both 
leaf and community (e.g., light penetration) submodels. 

Allocation of Product 

Models for simulating the growth of crop 
ecosystems allocate net photosynthetic product to system growth or to 
storage, i.e., in sugar beets a partition between tops and fibrous roots 
versus the storage root (Fick ef at., 1975). This beet model begins by 
calculating hourly values of sun height and flux density of direct and 
diffuse solar radiation and proceeds through net photosynthesis as a 
function of radiation, air temperature, and moisture status; it pin- 
points respiration as a process that still needs study. The model can 
determine scheduling of harvest of beets growing in each of the nu- 
merous local climates of California for best date of delivery to the beet- 
sugar factories (Fick et a l . ,  1975, p. 290). 

Translocation of biomass in such perennial species as wetland Carex 
(Bernard, 1974) produces a winter peak in below-ground biomass at 328 
g m-*, which, after a decline as above-ground biomass grows during 
spring and summer, then recovers after July. The ecosystem increase 
from winter to summer, 560 g m-', incorporates an internal shift of 
about a third of the mass. 

Three species of lupine in different habitats of the central coast of 
California display three patterns of translocation, in which the per- 
centages of annual energy devoted to the below-ground system and 
reproductive tissues are as shown in Table 11. The annual species invests 
three times as much energy in formation of seeds and other reproductive 
tissues as the longer-lived perennial and shrub species do, and its below- 
ground growth is much less. These strategies of energy allocation are 

Above and Below Grourrd. 

TABLE I1 

Allocation of Energy to B e h - G r o u n d  and Reproductive Parts of 
L U D i t l K "  

Below-ground Reproductive 

Annual (Lupinus tianus) 3-4% 61 % 
Perennial ( L .  varicolor) 40% 18% 
Shrub ( L .  arboreus) 25% 20% 

' Data from Pitelka (1977). 
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related to habitat; the perennial lupine grows in windy, cold bluff sites. 
Below-ground allocation of energy in many species supports mycor- 
rhizae that aid water and nutrient uptake. 

Allocation of energy into such metabolites as hydrocar- 
bons is important where photosynthesis is considered as an oil source 
(Nielsen ef al., 1977). These compounds are sometimes complex chem- 
ically, even beyond laboratory synthesis (e.g., jojoba wax). To the extent 
that they act as insect repellents, they keep balance among ecosystem 
members. Root exudates may govern spatial patterns in ecosystems. 

Even during the reproductive phase only half 
the dry-matter production of cotton is allocated to reproductive growth 
(Stanhill, 1976), but in sunflower the seeds get all the photosynthates; 
no new leaves are produced after seeds are started (Saugier, 1976). 
Models that allocate photosynthate between vegetative and reproduc- 
tive tissues may utilize two compartments (labile and nonlabile fractions) 
in each of several plant organs (leaves, stems, early reproductive buds, 
fruits, etc.) (Cunningham and Reynolds, 1978). Changes of energy in 
each compartment depend on the rates of maintenance respiration and 
growth and follow a scheme of translocation priorities. 

A model of the widespread, successful desert plant, creosote bush 
(Cunningham and Reynolds, 1978) includes a photosynthesis submodel 
(moisture, temperature, biomass of each leaf age-class) and a respiration 
submodel, with high maximum rates per hr for reproductive tissues (152 
mg CO, per gram dry weight of flowers, contrasted with 5 mg CO, per 
gram of leaves). It reproduces flushes of both vegetative and reproduc- 
tive growth during a desert year. Genotype also affects this allocation: 
open-pollinated maize of the early 1920s yielded 0.24 of its dry weight, 
while hybrid maize of the late 1950s yielded 0.43 (Zelitch, 1975). 

Metabolites. 

Reproductive Tissue. 

Energy Aspects of Pollination. Allocation of energy to the purpose of 
gene selection, i.e., information transfer, takes many forms, especially 
when a plant species and a pollinator species have evolved in mutual 
dependence. The energy manifestations of this process include the pay- 
ment in nectar that provides operational support for the pollinator, 
which often has rapid metabolism with large energy requirements. Al- 
though pollination by wind transport works well in large populations 
of the same species, it is not so reliable when individuals of a species 
are spatially isolated (Regal, 1977). 

In a dispersed plant population spatial considerations become im- 
portant because the "animal pollinators require increased energy re- 
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wards per flower” (Heinrich and Raven, 1972) and must be large enough 
to travel long distances. While a bumblebee expends 5 mW, a hum- 
mingbird expends 750 mW or more. Ants, on the other hand, are low- 
energy pollinators of plants that have many small flowers with energy 
rewards too small to encourage flying insects (Hickman, 1974). Foraging 
costs of a hummingbird in Kenya, about 1.4 W, need to be minimized, 
as also do defense flights (about 3 W) (Wolf, 1975). These costs are mod- 
ified in different species of bees by the costs of life in colonies (Schaffer 
et a l . ,  1979). 

Energy costs increase in cold conditions, and in consequence flowers 
that ”open in early morning and in the evening are generally large” 
(Heinrich and Raven, 1972). Some Arctic flowers provide a small solar 
furnace that warms the pollinators, as noted in Chapter 111. 

Pollination, whether supported by atmospheric kinetic energy or pho- 
tosynthetic conversion of solar radiation, is an information trander that 
makes possible trial-and-error experimentation in the myriad processes, 
catalysts, enzymes, etc., in ecosystem productivity and does so on an 
enormous scale (Berry, 1975), The complicated C4 solution has been tried 
and has succeeded in many distinct species. A person looking at the 
great variety of leaf shapes and canopy architecture in contemporary 
and prehistoric plants, as arranged perhaps in a paleontological se- 
quence, is impressed with the numerous workable solutions that have 
been found to the problem of fixing radiant energy. 

INFLUENCES ON PRODUCTIVITY AND TRANSLOCATION 

Temperature and Moisture 

Air temperature over a region to a degree reflects boundary fluxes at 
the underlying ecosystems and therefore indexes some processes 
(though not evapotranspiration) better than solar radiation does, for 
example, the storage rate of photosynthate in wheat or cotton (Evans, 
1975b). Yields of rice and maize depend on temperature as well as ra- 
diation; rice displays a curvilinear relation to the mean temperature of 
the 40-day ripening period, which for maximum yield is 22°C (Uchijima, 
1976). Water temperature is important earlier in its life cycle. Increased 
radiation always gives more productivity, and a radiation-temperature 
interaction also occurs. A low temperature gives the greatest produc- 
tivity at low radiation, 15°C gives the greatest productivity at 200 W 
m-’, and 20°C at 400 W mP2. 

Most of the time the temperature in low-latitude ecosystems remains 
within the range needed for rapid photosynthesis and can be omitted 
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from production models. For example, a yield model of Townsville stylo, 
a legume important in northern Australian pastures, is based on ante- 
cedent phosphate application, a standard soil-moisture submodel, and 
current evaporation (Rose et al.,  1976), which is a surrogate for radiant- 
energy input. The major temperature parameter is that of the topmost 
layer of the soil at the time of germination. 

In high-energy summers of midlatitudes “water is the principal driv- 
ing variable in shortgrass prairie ecosystems” (Lauenroth and Sims, 
1976). Investigation of the influence of nitrogen on ecosystem functions 
at the Pawnee site of the IBP Grassland Biome Program found no ni- 
trogen effects under natural rainfall in 3 years, but a positive response 
in irrigated grassland, described as an indirect effect “mediated by veg- 
etation biomass.” Irrigated ecosystems transpire more water not only 
because more is available but also because the size and productivity rate 
of the standing crop are greater. Wet meadows in central Europe out- 
produce drier ones substantially (Rychnovska, 1979). 

Phenological Phases in the Annual Cycle 

Ecosystem productivity is also influenced by the phases of ecosystem 
development and the need to prepare for the end of the growing season. 
Below-ground storage is built up in such perennial species as Carex and 
Poa or is accumulated in tubers, but tuberization is hindered if temper- 
ature remains high. One crop of potatoes is grown in the Murrumbidgee 
Irrigation Area in Australia in the spring and one in the fall, but none 
in the hot months (Moorby and Milthorpe, 1975, p. 233). The rate at 
which energy enters storage in wheat and cotton is diminished by high 
temperature (Evans, 1975b, p. 345) in a relation opposite to the effect 
of solar radiation, and the usual correlation of radiation and temperature 
results in an indeterminate effect on crop yield. 

The length of the translocation period primarily determines wheat 
yield (Evans et al., 1975, p. 131). This period lasts longer if the wheat 
is not under moisture stress, a condition that can be determined by 
remotely sensing its surface temperature (Idso et a l . ,  1977). 

A tundra ecosystem does not begin to store net photosynthetic pro- 
duction until its leaves are grown, late in July (Miller et d., 1976). After 
this date it would be pointless to start leaves because too little time 
remains for the investment in them to be recovered. Allocation to leaves 
in oak canopy became less than that to branches after August (Mc- 
Laughlin et al . ,  1979). 

Solar radiation is the source of energy for photosyn- 
thesis and the forcing function for phenological phases and the regimes 

Aiznual Cycle. 
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of temperatures of leaves, soil, and air, all of which influence total energy 
conversion. The regime of soil moisture in many regions also displays 
a simple annual rise and fall, in which a maximum at the beginning of 
the growing season is followed by a long period of drawdown. In other 
regions late-summer rains shift production far behind the peak solar 
output. Elsewhere, irregular delivery of water causes sporadic periods 
of moisture stress, and daily values of soil moisture must be entered in 
growth models of maize (Duncan, 1975; Morgan et al. ,  1980). Soil mois- 
ture is exhausted in summer-dry climates while the energy supply is 
still strong, and California chaparral makes much of its growth before 
the equinox. Annual grasses and grains follow the same early pattern. 
Shrubs of the Mojave Desert must deal with two regimes: winter-spring 
rains dominate some years; summer rains from a different atmospheric 
circulation dominate others. Spring-active shrubs reach peak hourly 
assimilation rates of 30 g CO, fixed per kilogram of plant dry weight in 
March and decline to zero by June; summer-green plants, leafless in 
winter, reach lower, later peaks (10 g CO, per kilogram in late May) 
(Bamberg et af., 1975). 

Length of the growing season is a major factor in annual production 
since peak rates do not differ greatly in different parts of the world. 
Where the short season of high latitudes is further shortened under slow 
melting patches of snow, lichen growth is greatly reduced (Koerner, 
1980). Growing-season length is related to the annual surplus of net all- 
wave radiation, which in regions of low moisture stress is correlated 
with production as shown in Table 111. Production is reduced about half 
in regions of frequent moisture stress (radiative index of dryness = 2). 
On the other hand, the year-long warmth of equatorial latitudes leads 
to excessive respiration and to disease and insect attacks, particularly 
damaging to nonforest agro-ecosystems (Chang, 1968; Janzen, 1973; 
Courtenay, 1978). 

Variations in Production between Years. Year-to-year variations in eco- 
system production usually cannot be expressed simply as results of fluc- 
tuations in seasonal total rainfall or mean solar radiation, but are more 
likely to sum up many events throughout the growing season, which 
can be detected only by modeling daily production. The moisture-energy 
model for Townsville stylo, for instance, ”has contributed toward the 
interpretation of a very variable seasonal production” (Rose et al., 1976). 

An increase in year-to-year variability of summer weather in the corn 
belt following 1974, coming after agricultural technologists had grown 
overconfident of the powers of technology as displayed in a period of 
stable years, created a shock that caused reevaluation of thinking about 
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TABLE I11 

Production during the Growing Season in 
Regimes of Low Moisture Stress' with 
Dijferent Levels of All-Wave Radiation 
Surplush 

Surplus of net all- 
wave radiation Annual production 
(w m-2) (kg m-2) 

~~~ ~ ~ 

25 0.4 
50 1.2 
75 2.5 

Defined as LP > R, where L = 2.5 
MJ kg-', P is precipitation in kilograms 
per square meter, and R is the yearly 
surplus of all-wave radiation (see Chap- 
ter X) in megajoules per square meter. 

Data from Budyko (1974, p. 426). 
Data are means over whole year. 

the role of the environment in crop productivity. Variability was seen 
to be more important in grain production than a cooling trend, even one 
that would be cold as that of the 1830s (Thompson, 1975). It is interesting 
that each of three severe winters in Wisconsin (1976-1977, 1977-1978, 
and 1978-1979) was followed by record-breaking growing-season 
production. 

Production of a forest ecosystem is usually greatest at the time of 
complete canopy closure (Kira, 1975; Rauner, 1976). It tends to decrease 
thereafter because maintenance respiration increases as the biomass 
grows, but some conifer stands in the Pacific Northwest continue to 
grow in height and diameter into their fifth century (Waring and Frank- 
lin, 1979). 

Spatial Diversity 

Photosynthetic production varies with inputs of radiation and COz, 
as well as water and nutrients, all of which vary spatially over the surface 
of the earth. In addition, neighboring ecosystems create their own 
smaller-scale patterns of diversity in age, fire history, and species 
composition. 

Different layers of an ecosystem have different 
daytime energy-conversion rates and sometimes different annual cycles. 
The spring flowers of Wisconsin woodlots, for example, accomplish 

Ecosystem Strucfure. 
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much of their annual energy conversion in the short period between the 
end of snow cover and the leafing out of the trees above them, after 
which they receive only a small quantity of solar energy. Flowering 
begins as soon as there is any chance of pollination and is completed 
before the tree canopy closes (Schemske et a l . ,  1978). Biomass produc- 
tivity of the herb structure was about 0.117 kg m-’ under aspen but 
0.063 under denser maple-aspen-birch forest in northern Wisconsin 
(Zavitkovski, 1976), and radiation measurements under different forest 
canopies showed significant correlation with biomass production. A 
model of overstory density in the Adirondacks includes light supply to 
the understory, hence can estimate the production of browse for wildlife 
(Cooperrider and Behrend, 1980). 

Many ecosystems display an intricate dovetailing of the energy-fixing 
regimes of their component species, reflecting their respective accom- 
modations to moisture, light, ventilation, frost hazard, and temperature 
of each layer in the ecosystem (Waggoner, 1975). Xerophytes that coexist 
in many deserts exploit different soil zones or seasons of water avail- 
ability (Solbrig and Orians, 1977). Such dovetailing represents an al- 
location of yearly inputs that can be analyzed in terms of the energy 
budgets of the individual components, animals as well as plant species. 
A forest ecosystem exemplifies this complexity in the growth in roots, 
stems, branches, twigs, and leaves, requiring difficult field measurement 
(Whittaker and Marks, 1975). In Townsville sty10 pastures much de- 
pends on conditions during germination and establishment; legume and 
grass species and ”their changes in space and time are . . . the result 
of interaction with . . , micrometeorological variables” (Rose et a l . ,  
1976). In most crop ecosystems “weeds have always been an integral 
part” (Furtick, 1978), though not necessarily recognized as being as 
costly as they are, for example, in accounting for half the energy applied 
in crop cultivation. 

Intercropping increases species diversity and the complexity of con- 
versions and allocations of solar energy, and in some cases raises total 
ecosystem production. Intercropping of peanuts and corn increases pro- 
ductivity because peanuts attract a predator of the corn borer (Wade, 
1975). Monocultures that present extensive areas of vegetation at the 
same phenological phase to insects and disease vectors may be vulner- 
able to attack, and production may fall short of that of native ecosystems. 
Crops occupy 0.11 of the land of the earth, but their harvests account 
for only 0.01 of terrestrial photosynthetic production (Evans, 1975a). 

Mesoscale Contvasfs. Productivity varies from ecosystem to ecosys- 
tem, as all farmers know, and as is true also of native systems. In the 
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TABLE IV 

Productivity of Forest-Steppe Ecosystems' 

Production 
Associationb Terrain (kg m-2) 

Mountain sage north slopes 0.25 
St ipa-Poa ridge tops 0.29 
Tall grass c 1 ear i n g 0.45 
Oak forest-nettle gully bottom 0.71 
Feathergrass-sage dry south slope 0.34 

Data from Utekhin (1972). 
'' Listed in order of increasing radiation supply, 

Alekhin National Park of central Russia biometeorological research has 
identified hydrologic and production differences among the virgin prai- 
rie and oak ecosystems (Table IV). Greatest production is found in the 
relatively moist, moderate-radiation sites occupied by tall grass or oak- 
nettle associations; forest outproduces low vegetation on all comparable 
sites. 

Dairy farms in Wisconsin typically include corn, oats, and hay fields, 
as well as highly productive wetlands and woodlots, which form a mo- 
saic that extends, with local changes in the mix, over much of the state. 
In the high-yield summer of 1977 the agricultural ecosystems averaged 
the energy productivities shown in Table V. Growing periods differ, 
corn gets an energy subsidy, and alfalfa hay allocates photosynthates 
to fixing atmospheric nitrogen. 

TABLE V 

Production by Agricultural Ecosystems of 
Wisconsin in 1977" 

Dry-weight Energy 
production production 

System (kg m-2)  (MJ m-2)  

Corn for grain 0.52 10 

Hay 0.4 7" 
Oats 0.15 3 

' Data from Wisconsin Statistical Reporting 
Service (1977). 

'' Yield in this good summer from three, or 
in some places four, cuttings approximated 0.6 
W rn-' over a long season. 
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TABLE VI 

Annual Production Estimates from Ecosystems in 
Different Zones of the Earth" 

Annual 

Zonal group 
production 
(kg m-*) 

Low-latitude rainforests 3.2 
Midlatitude broadleaf forests 1.3 

Semidesert shrub 0.1 
Midlatitude steppes 1.1 

High-latitude tundra 0.1 

Data from Rodin and Basilevii- (1968). 

Regional Productivity. Where low ecosystems cover flat terrain like 
the Great Plains, productivity can be integrated by tower measurements 
of the C02 flux. Midday production rates of ecosystems of this terrain 
averaged 6 W m-2 in early June and 18-25 W m-2 in early August when 
ground cover was complete. Net rates over the daily cycle averaged 1.5 
W m P 2  in early June and 3.0 in early August (Verma and Rosenberg, 
1976). 

A comprehensive study in the White Mountains of New England re- 
ports net primary production of deciduous forest over a 4-month season 
as 2 W m p 2  [data from Gosz et al .  (1978)], of which about a quarter 
represented net increase in forest biomass. 

When energy and moisture are used in mapping production of native 
ecosystems in the Soviet Union a value of 0.2 kg m-2  is found in the 
tundra of the Arctic Coast and the deserts of central Asia, 0.8 in most 
of central European Russia, and 2.0 kg m - 2  on the warm humid coast 
of Gruziia on the Black Sea (ancient Colchis) (Budyko, 1974, p. 428). 

A world survey of annual productivity (Rodin and Basilevii., 1968) 
which indicates the effects of water and solar energy inputs and their 
durations over the year in zonal groups of ecosystems is shown in Table 
VI . 

A summary of many production studies under the International Bi- 
ological Program (Wassink, 1975) shows forest as the most productive 
class of ecosystem, herbaceous less, and tundra and deserts least, as 
reflections of their brief seasons of growth. The energy equivalents are 
0.6-1.7 W m-2 for forest and 0.2-0.7 for herbaceous ecosystems. 

These values of net primary productivity are, in a steady-state eco- 
system, equal to consumption by grazers and browsers and decompo- 
sition, which will be discussed in Chapter XII. 
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THE RELEASE OF CARBON FIXED IN 
ECOSYSTEMS 

The biomass that represents the net primary production of an eco- 
system is subsequently broken down by grazing animals, decomposers, 
or fire, which transform the fixed solar energy. These transformations 
have their own energy budgets, which may be compressed in time or 
concentrated in space. The detritus food chain is the most important in 
all except phytoplankton ecosystems, which are heavily grazed; it out- 
weighs grazing even in grassland, according to International Biological 
Programme (IBP) research (Petrusewicz and Grodzinski, 1975). 

BIOLOGICAL ENERGY CONVERSIONS 

Grazers 

It is convenient to distinguish large grazers from leaf-eating insects 
because size differences create different relations to the environment. 
For example, insects are dependent on heat exchanges with their im- 
mediate surroundings and are more of a problem in ecosystems that are 
continuously warm. They also convert leaves into animal tissue more 
efficiently (Coupland, 1979). 

Pine needles, tunneled out by mining insects, become 
both food and winter shelter. Needle temperature determines the sur- 
vival of miners and has been measured under different conditions of 
solar radiation and wind speed that determine the energy fluxes be- 
tween needles and environment (Henson and Shepherd, 1952). 

Pine bark beetles are less exposed than needle miners, and their ac- 
tivity is directly related to late-winter energy flow, indexed as potential 
evapotranspiration, and inversely related to summer energy flow (Kalk- 

Insect Grazers. 
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stein, 1974). The biomass loss of trees girdled in an outbreak in 1973 
was equivalent to about 6 mW m-’. 

A model for insect holes in Liriodendron leaves that includes leaf 
growth after the attack, determined grazing to be 2.5% of net primary 
production (Reichle et al., 1973). Over the 153-day growing season the 
energy flux density of herbivore consumption averaged 12 mW m-’, 
and the loss of photosynthesizing surface amounted to 40 mW m-’ in 
energy-fixing capacity. Protection of rice in the Philippines raised yield 
from 5.3 MJ m-* to 9.9 (Smith and Calvert, 1978). Many insect larvae 
find tree leaves a poorer food source than herbaceous leaves, which are 
less “apparent” in the landscape (Scriber and Feeny, 1979). 

Ants daily cut approximately 108 cm2 of leaves per square meter of 
forest area from wet-forest trees in Costa Rica (Lug0 et al. ,  1973) to serve 
as a medium for culturing fungus. The leaf mass removed daily has an 
energy flux density equal to 24 mW m-’, and its loss results in a potential 
decrease of 63 mW m-’ or more in photosynthesis, but the total re- 
duction is only a small fraction of the 6 W m-’ production of the forest 
and is, moreover, offset by recycling of phosphorus-rich ash to the forest 
soil, estimated to increase forest metabolism by 90 mW m-’. 

Grazing is not always favorable, however: insect grazing on eucalypts 
in Australia represents a large and continuous suppression of produc- 
tivity (Morrow and LaMarche, 1978). In other lands, where most grazers 
are unable to bypass the tree’s chemical defenses, plantation eucalypts 
often grow rapidly and produce large quantities of fuel. 

Larger Animals. Benefits conferred by large grazers include opening 
of a grass system to light, especially if grazers remove inactive or dead 
leaves as lemmings do in early summer in Arctic tundra (Miller et al., 
1976). Grazing by sheep ”improves the light supply to leaves, which 
would otherwise be starved for lack of light” (Myers, 1969), and can 
increase growth by 0.3. Grazing keeps the desired balance between le- 
gumes and grasses in pasture in northern Australia. 

The energy subsidy of a continuously warm environment in the leaf- 
cutting ant system reduces the need for the insects to seek microclimates 
that would reduce body heat losses, but large animals that must maintain 
body temperature at night and through the cold season face an energy 
problem. Peccaries in Arizona, for example, lose 150 W of heat per 
square meter of skin surface in winter nights (Zervanos and Hadley, 
1973), which is six times the loss in summer; 120 W m-* represents the 
seasonal cost of night cold, even as reduced by basking on winter days. 
The food intake, prickly-pear cactus, that supports this heat loss as well 
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as metabolic activities is about 0.27 mW m-’, which is equal to 0.2 of 
the production of cactus. 

White-tailed deer experience colder winters and respond by behav- 
ioral changes in level of activity and by exploiting diverse ecosystems: 
conifer stands for wind shelter, and level terrain and shallow snow cover 
for grazing. These activity patterns can be expressed in terms of energy 
exchanges; for example, in conditions of heavy clouds and little wind, 
a standing 60-kg doe loses approximately 140 - 4T watts, in which T is 
a mean antecedent air temperature (Moen, 1976). Reducing activity pat- 
terns from a mix of 25% of the day bedded, 30% standing, 30% foraging, 
12% walking, and 3% running, to a pattern of 75% of the day bedded, 
10% standing, 10% foraging, and 5% walking in 0.5-m snow cover re- 
duces mean energy costs from 120 W to 85 W and makes possible a 
reduction in conversion of carbon compounds in food intake (Moen, 
1973, p. 358). 

To complete the trophic picture, grazing pressure in 20 large-mammal 
communities [compiled in Farlow (1976)l averaged 14 mW mP2, about 
the same as the leaf-cutting ants. The secondary productivity of prey 
animals was 175 pW m-’, and predation pressure was 79 pW m-2. 
Lions are impressive animals, but grazers and the organisms in the soil 
convert far more of the net primary production of these grazed 
ecosystems. 

Energy flows at prey-predator trophic levels have flux densities of 
the order of microwatts per square meter, as we have seen. Since net 
primary production in most ecosystems is of the order of 1 W mP2, it 
is clear that other mechanisms are at work in transforming fixed carbon 
and energy-the decomposers. 

The combinations of grazers and decomposers in an ecosystem vary 
through the year and in different summers. An outbreak of caterpillars 
in New Hampshire ate 44% of one year’s production of foliage (Gosz 
et al., 1978). Respiration of grasshoppers on Larrea tridentata in successive 
years was equal to flux densities of 3.1, 7.2, 3.2, 0.8, and 4.2 pW m-’ 
(Mispagel, 1978), a substantial variation typical of herbivore grazing of 
forest (Olson, 1975). 

Net primary production by second-growth 
maple, beech, and yellow birch in the basin of Hubbard Brook (1.90 W 
m-’ over 4 months) was partitioned as follows: 

Decomposition of Litter. 
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0.49 W m-2 to growth (0.8 above ground, 0.2 below) 
1.41 W m-2 to grazing and detritus. 

Grazing was important only in summers of caterpillar population ex- 
plosions. The detritus represented litter fall from the trees (1.17 W m-2) 
and shrubs (0.03), plus 0.03 organic matter washed off leaves by inter- 
cepted rainwater (Gosz et al., 1978), plus the death of roots (0.18). Its 
decomposition supported insect life that was a major food source for 
bird metabolism (2 mW mP2). Part of the transfer into the detritus pool, 
60 mW mP2, remained to build up the organic matter of the forest floor 
and improve its valuable hydrologic properties, and 20 mW m-2 was 
carried into the streams and served as an energy source for animal life 
in the basin and downstream. Birds and fish were beneficiaries of the 
decomposition of the detritus. 

Grazing was even less important in a 450-year-old Douglas fir forest 
in the Oregon Cascades, near the former Willamette Basin Snow Lab- 
oratory, where net primary production (0.6 W m-’) was detritus, part 
as litter fall but more than half as dead trees. Decomposition of litter 
and logs converted about 0.3 W m-2 and soil respiration 0.1 W mP2, 
leaving a small net ecosystem product ”entirely as an accumulation of 
woody detritus on the soil surface” (Grier and Logan, 1977). 

Most litter in younger ecosystems falls as small fragments, including 
half-eaten leaves clipped off by caterpillars (Heinrich, 1980) and twigs 
with leaves cut by squirrels in Wisconsin or wild parrots in Australia. 
These are rapidly decomposed. Its quantity can be appreciated from the 
fact that the ants in the Costa Rican forest allocated three times as much 
metabolic energy to clearing this rain of fragments from their paths* as 
to carrying leaf fragments into their nest (Lug0 et al . ,  1973). Magnitudes 
of litter fall reflect ecosystem leaf production (Table I). Leaf and twig 
litter fall in a dry forest in South Australia, at about 0.15 W m-’, was 
five times greater than the fall of larger material (Lee and Correll, 1978) 
and reached a summer maximum of 0.3 W mP2.  Standard deviation in 
six summers was 0.1 W m-2. In northeastern Australia, litter fall in both 
rainforest and planted Araucaria averaged 0.5 W m-2 (Brasell et al.,  1980), 
substantially more than in the south. 

As litter decomposes it is gradually incorporated in the or- 
ganic fraction of the soil, except in such ecosystems as the wet jungle 

The Soil. 

‘ The energetic cost of trail maintenance works out to 4 PW m -‘ of forest floor area and 
might help limit extension of the nest system and possible overgrazing. 
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TABLE I 

Annual Litter Production as Leazpes and Skeletal 
Biomass ".'' 

Leaf Nonleaf 
litter litter 

Arctic-alpine ecosystems 70 40 
Cool midlatitude forests 250 90 
Warm midlatitude forests 360 190 
Equatorial forests 680 350 

a Data given in grams per square meter. 
Data from Bray and Gorham (1964). 

of snags and logs in Oregon. Death of roots supplies perhaps 0.2-0.3 
of the total amount, directly within the soil. 

Though higher forms of life may serve, as earthworms do, to reduce 
particle sizes, most of the decomposition in the soil is microbial, ex- 
clusively so for cellulose and lignin (Dagley, 1975). The soil of the 
long-studied grain plots at Rothamsted, England, harbors bacteria in 
concentration of 1 to 4 billion per gram, which convert six times as much 
fixed carbon as is removed as human food. "Much of our agricultural 
effort goes to sustaining a large and varied population of living things 
in the soil; we get only the by-products of their activity" (Russell, 1961, 
p. 172). Organic matter in forest soil provides energy for ectomycorrhizal 
activity and fixing of nitrogen (Harvey et at., 1979). 

Decomposition is slow in cold litter and 
soils, and organic material accumulates to many times the annual de- 
tritus production (Table 11). Accumulation attains steady state only 

Conditions for Decomposition. 

TABLE 11 

Annual Conversion and Accumulation of Litter in Forest Ecosystemsn 

Annual conversion Energy 
equivalent of 
accumulation 

M J m - 2  W m - '  ( M J m - 2 )  

Ghana and other equatorial wet forests 15 0.5 6 
Southeastern US. pines 6 0.2 30 

Sierra Nevada 3 0.1 90 
Minnesota pines 3 0.1 35 

" Data from Olson (1963). 
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slowly in cold environments and in wetlands, regardless of warmth 
(Chamie and Richardson, 1978). Decomposition is so fast in warm, moist 
environments that little stored energy accumulates. Equatorial wet for- 
ests annually produce five times as much biomass and organic material 
in the soil as midlatitude forests, but decomposition is also five times 
as fast (Sanchez and Buol, 1975). 

An index combining temperature and moisture conditions for decom- 
position is actual evapotranspiration, which requires moisture and mod- 
erate to high temperatures (Chapter XV). Inflow-outflow budgeting of 
water thus defines the environment of decomposition ( D )  

D = 0.166E - 36.3, 

in which D is the percentage of organic matter decomposed in a year, 
and E is annual evapotranspiration in kilograms per square meter 
(Meentemeyer, 1974, p. 59). Where E is 600 mm yr-' (600 kg m-'yr-'), 
characteristic of a subhumid climate or one with a cold season, 64% of 
organic matter decomposes. Departures from this relation appear to be 
associated with the lignin fraction of the litter (Meentemeyer, 1978) be- 
cause this complex substance is resistant to chemical and biochemical 
attack (Dagley, 1975). The relation crosses a curve relating leaf produc- 
tion to annual evapotranspiration at about 850 mm yr-l, and equatorial 
ecosystems with larger evapotranspiration experience rapid turnover of 
leaf litter and its nutrients as Olson (1963) found. 

Temperature and moisture conditions that determine decomposition 
rates vary with depth in the soil. The below-ground part of the ecosys- 
tem in a model of decomposer dynamics in Colorado grassland was 
stratified into litter and three soil layers, in which energy conversions 
were 105 in the litter, 40 (0-4 cm), 16 (4-15 cm), and 4 mW m-* (15-60 
cm) (Hunt, 1977). 

Ecosystem Disturbances 

Net primary production in excess of decomposition and grazing in 
most perennial systems accumulates over the years into a standing crop 
of biomass and a litter accumulation, which is sometimes abruptly cut 
short by windfall, fire, or human intervention to harvest a crop. Har- 
vesting of the yields noted in the preceding chapter removes biomass 
from the ecosystem* which, if annual, must start anew from seed and, 
if perennial, must regroup and build up its production machinery and 

* Decomposition does not necessarily end with harvesting: stored food is subject to all 
kinds of spoilage. Even in good storage conditions grain decomposes at a rate (Smith, 
1969, p. 21) that is equivalent to 4 W m-3. 
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skeletal and storage material. In preparation for these processes careful 
practices in harvesting need to be followed. Windfall will be discussed 
in Chapter XIX and fire at the end of this chapter. 

ECOSYSTEMS IN STEADY STATE 

Natural Ecosystems 

Steady-state ecosystems still exist on this teeming earth, especially 
where they play a protective function or provide on-site consumption 
of vegetation amenity. For example, natural areas set aside by Wisconsin 
(Tans, 1974) and the Forest Service (Moir, 1972) serve as monitors for 
the productivity or health of ecosystems operating in degraded envi- 
ronments. Carbon compounds remain in balance and biological energy 
is released at the same overall rate as solar energy is fixed; human ac- 
tivities are limited. In national parks “man does not supply or divert 
significant amounts of materials and energy to or from the park eco- 
system, and he is not a significant part of the food chain” (Houston, 
1971). Otherwise, disturbance results; for instance, food import and the 
disposal of 7000 tons of garbage every year in Yellowstone Park affect 
the spatial distribution of bears. Park policy allows wildfires in the Sierra 
parks to burn and attacks of herbivorous insects to occur (as in Yo- 
Semite), so that episodic processes exist alongside the quieter decom- 
position processes. 

Many cases cited in this book are from research sites in the biosphere 
reserve program: Coweeta Experimental Forest (N. C.), Hubbard Brook 
Experimental Forest (N. H.), Andrews Experimental Forest (Oregon), 
San Dimas Experimental Forest (California), and Pawnee National 
Grassland (Colorado) (Franklin, 1977). The UNESCO biosphere program 
includes these and others all over the world, e.g., in the Soviet Union 
(Gerasimov, 1978), Africa, Australia (Costin and Groves, 1973), and 
elsewhere. 

Alekhin National Park in the chernozem region of European Russia 
preserves virgin steppe and provides a baseline of information on water 
and energy processes under natural conditions and various degrees of 
human impact, such as mowing and grazing (Akad. Nauk, 1967). En- 
ergy-budget studies (Rauner et d., 1974) are integrated with hydrologic 
research; for example, twice as much water needed for biological pro- 
duction infiltrates virgin steppe as infiltrates adjacent stubble fields, and 
soil loss is one-fiftieth (Chernyshev, 1972, pp. 109, 111). In such natural 
areas it is possible to see how much ecosystem energy is allotted to 
maintenance functions that enable systems to respond to external per- 
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turbations. Net primary production of the ecosystem is larger than het- 
erotrophic respiration (or decomposition): 0.065 more in the 60-year-old 
deciduous forest in New England (Gosz ef al., 1978) and only 0.008 more 
in the 450-year Douglas-fir stand in Oregon (Grier and Logan, 1977). 
Energy conversions at different trophic levels (Lindeman, 1942) are com- 
plex, but provide a means of approaching the true operational nature 
of ecosystems. 

Intellectual, esthetic, or atavistic satisfactions are found in native and 
slightly modified ecosystems by humans coming in small numbers and 
not bringing or removing energy or materials. Protected ecosystems 
serve this function better in a steady-state condition than do ecosystems 
in earlier stages of succession; the complexity of a woodlot with its spring 
flowers is more satisfying than the neighboring cornfield. In winter there 
is cross-country skiing in the shelter of trees, and in autumn the enjoy- 
ment of color and hunting in the forest. Recreational use of the national 
forests has increased about 0.1 annually for a long time, and the con- 
sumption of forage by big game nearly as fast (Clawson, 1979). Off-site 
values are also important to the human love of nature, ”. . a manifes- 
tation of almost religious feeling; most never expect to see the Alaskan 
wilderness, but they are heartened to realize that it exists and is pro- 
tected” (Wright, 1974). 

Native ecosystems also correct problems generated by abused cultural 
ecosystems; for example, a floodplain forest in Georgia is calculated to 
provide groundwater storage, purification of water polluted in cultural 
systems, and other services worth 19.54 m-’ yearly. Forest ecosystems 
on the mountains east of Los Angeles reduce downslope movement of 
soil that would otherwise require control costs that are equivalent to 684 
m-’ of forest area (Westman, 1977), a function that is threatened by 
ozone coming out of the city. In contrast, Zurich has maintained a city 
forest for 5 centuries to protect its water supply, to provide amenity on- 
site, and to yield fuel and timber off-site (Vaux, 1980). 

Grazed Ecosystems 

Decomposition in natural ecosystems is forestalled by grazing and 
browsing by wildlife and domesticated animals. Conversion rates are 
usually small and the enterprise extensive in scale with a minimum of 
human labor. 

Deer in the upper Great Lakes region exemplify a wild animal pop- 
ulation for which vegetation is managed to assure sufficient browse from 
trees and shrubs, especially in the understory, early in the ecological 
succession following logging. Management endeavors to provide a mix 
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Fig. XII.1. Heat loss can be lethal to these shorn sheep in winter weather on the western 
slopes of New South Wales. 

of ecosystems within a larger landscape, depending on the spatial range 
of deer seeking forage and winter shelter, the one to provide energy 
and the other to reduce its loss, considering the carrying capacity of the 
landscape (Moen, 1973, p. 365). 

Much of Australia is occupied by low-intensity ecosystems that have 
small rates of production, which can be garnered only by an animal that 
fits the energy and moisture environment. The merino sheep, an Iberian 
animal that is well insulated, thrifty with water, and mobile, is the means 
of harvesting “protein from the wasteland”* (Macfarlane, 1968). 

Direct manipulation of the ecosystems by fertilization or species in- 
troduction is not feasible; ”the state and productivity of the whole eco- 
system must be controlled by adjustments in the animal factor alone” 
(Perry, 1969). One period of mismanagement, like the catastrophic over- 
stocking of some areas in the 1890s, degrades vegetation and soil to 
a degree that is ”virtually irreversible under most conditions” (Perry, 

* “Wasteland‘ is not being used pejoratively; these ecosystems supported millennia of 
successful low-density human occupation. The hunting of kangaroos (highly efficient graz- 
ers) and the gathering of small animals and plant products supported a complex social 
organization and a unique synthesis of culture and religion with the environment. 
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1969). The ecosystem destruction of the 1890s was relived in the 1970s 
in the Sahel and other regions of desertification. 

The energy balances of the grazers affect their efficiency as converters 
of biomass energy into wool or meat. Heat losses in wind and rain storms 
from uninsulated bodies of newly shorn sheep can become lethal (Fig. 
1); when fleece thickness is reduced to 5 mm, sheep in a 5 m sec-' wind 
at 0°C experience sensible-heat loss of -185 W mP2, their skin tem- 
perature drops to 13"C, and heart rate accelerates to 160 per minute. 
Heat production to meet the convective loss is stimulated by the release 
of adrenalin, "the last line of defence" (Hutchinson and Bennett, 1966), 
and can continue for several hours until the sheep suddenly breaks 
down. 

The sun-baked shrub lands of the interior present a different problem 
with surface temperatures aLbove 50"C, air temperatures above 40"C, and 
solar radiation flux densities exceeding 1000 W m-2 (Table 111). This 

TABLE I11 

Energy Budget of Pastoral Ecosystem in Znterior Australia" 

A. Radiant-energy loading' 
Solar beam absorbed 
Diffuse solar radiation absorbed 
Incoming longwave radiation 

695 
100 
400 

Total 1195 

B. Disposition' 
Longwave radiation emitted - 625 
Photosynthesis - - l o  
Latent-heat flux (evapotranspiration) - loo 
Soil-heat flux - 140 
Sensible-heat flux to air - 300 

- 
Total -1195 

Balance t O  

a Data given in watts per square meter. The environment is 
midday in summer. 

Sun: Direct beam, vertical component 925 W m-2 .  Sky: 
Diffuse solar radiation 135 W m-2; longwave radiation 
400 W m-'; atmospheric temperature 40"C, vapor pressure 13 
mbar, and movement 2 m sec-'. 
' Lower hemisphere: Soil albedo 0.25, surface temperature 

55°C; reflected solar radiation 270 W m-2, emitted longwave 
645 W m-2. 
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energy budget shows that absorbed radiant energy (Chapter VII) totals 
1195 W m P 2  and raises surface temperature to a level at which the same 
quantity of energy is disposed of through emission of longwave radia- 
tion (Chapter IX), photosynthesis (Chapter XI), and other nonradiative 
fluxes of energy to be discussed in Chapters XV-XVII. The survival 
strategy is based in isolating the animal from the energy fields of the 
hostile environment; the merino sheep "withstands summer desert heat 
by physical rejection of most of the energy falling on it" (Macfarlane, 

TABLE IV 

Three Energy Budgets of the Merino in Interior Austruliu"~".' 

1. The fleece-air interface 

shape factors): 
A. Radiant-energy loading (considering appropriate 

Direct solar beam 
Diffuse solar radiation 
Solar radiation reflected from ground 
Longwave radiation from air and ground 

B. Disposition of radiant-energy loading: 
Emission of longwave radiation by fleece 
Sensible-heat flux to air from fleece 
Conduction into the fleece" 

2. The skin surface 
Conduction through the fleece" 
Evaporation from skin 
Conducted into the body'' 

3. The body core 
Heat conducted from skin" 
Metabolic heat generated in rumen and tissues 
Evaporation from nasal membranes 

280 
70 
45 

465 

Total 860 

- 

- 650 
- 185 
- 25 - 

Total -860 

+ 25 
- 10 
- 15 - 

Balance ? O  

+ 15 
+ 45 
- 60 

Balance 2 0  

Data given in watts per square meter. 
' Fleece: albedo 0.4, thickness 40 mm, emissivity 1.0, area 1 m2, air content 

0.9, thermal conductivity 4 x lo- '  W m- '  deg-', thermal admittance 
80 J m * deg ' sec "'. Body: core temperature 40T, metabolic heat gen- 
eration by protozoa, muscular activity, etc. 45 W m '. 

Data from Priestley (1957) and Macfarlane (1964). 
' Flux carried over from one energy budget to another. 
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AIR T' 
40'C 

SKY R A D I A T I O N  

120 
kcol/rn2/hr 

I 

/ /  

Fig. XII.2. A merino in her environment, a pastoral ecosystem in central Australia. 
[From Macfarlane (1964). Reproduced with permission from the American Physiological 
Society.] 

1968), accomplished in part by high albedo (about 0.4), but mostly, as 
noted earlier, by allowing the outer surface of the fleece to attain tem- 
peratures exceeding 80°C (Table IV). The weak coupling of this envi- 
ronment to the ewe is shown by casting energy budgets at three sites: 
the outer surface, the skin, and the body core [Fig. 2; Macfarlane (1971)], 
which show how the merino can reject enormous heat loading without 
recourse to much evaporative cooling, which would exact large energy 
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costs for travel to distant watering points.* In contrast to the heat load 
of 25 W m-’ on the skin of sheep, that on the skin of an unclothed 
human being would be 160 W m-‘ (Auliciems and Kalma, 1979), an 
intolerable quantity. 

Energy flux densities are small when distributed over the whole eco- 
system. In western New South Wales, at a density of 1 sheep per 20 ha 
(Gruen, 1970), the areal metabolic flux density is 200 pW m-’ and in 
more humid range at 1 sheep per 3 ha (Heathcote, 1975, p. 99) 1.5 mW 
m-’ flux density, to which should be added similarly small energy costs 
of growth and reproduction and of daily movement between water and 
forage. The total human energy flux is 5-10 pW m-‘ in the more in- 
tensive systems [calculated from data in Heathcote (1975)], to which 
imported energy and energy-rich materials might add 5 pW m-’. The 
product is wool of energy equivalent 50 pW m-’ and unique energy 
insulation value. 

Grazing camels, cattle, sheep, and goats of a typical Touareg nomad 
group consume 7 mW m-’ of herbage and produce 0.03 mW m-’ of 
young animals and 0.21 mW m-’ of milk and meat (de Felice-Katz, 
1980). This food, a larger output than in the Australian case, supports 
the human components of the system which expends 11 mW m-’ labor 
in milking and caring for the animals. 

Silviculture 

Silvicultural plans that extend over decades or a century attempt to 
assess the biomass that can be logged from a forest as sawlogs, pulp- 
wood, or fuel. One approach utilizes a computer model to simulate 
growth of individual trees in stands of mixed species and uneven ages 
in the Hubbard Brook basins of the White Mountains (Botkin et a l . ,  1972) 
at existing suboptimal levels of light and moisture. This population dy- 
namics model is centered on a growth submodel with a temperature 
dependence, occurrence of soil-moisture stress on some sites, and leaf 
area to represent collection of solar energy. “Growth” is converted into 
dimensions of height and trunk diameter. Birth and death also enter the 
demographic picture. Certain species, like yellow birch, that are over- 
shadowed in the early decades of a simulation, become more dominant 
later; perseverance in adversity is important, here expressed as “the 
minimum growth that a trce can sustain without significantly increasing 
its chance of death” (Botkin et al., 1972). 

Careless logging can affect later production. Clear-cutting that allows 

* From data of Schmidt-Nielsen (1972) I calculate travel cost of a merino as about 30 J 
m-’ .  Moen (1973, p. 351) gives costs of other activities. 
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full sun for regeneration of shade-intolerant species may degrade the 
site by soil erosion and rapid mobilization of nutrients into soluble forms. 
An increase in runoff and percolation (because of reduced evaporative 
removal of soil moisture) might carry off so much N, Ca, K, and other 
nutrients as to hamper subsequent production (Likens et al.,  1978). Small 
logged tracts on sites with recuperative capacity make for quick entry 
by successional species that can rapidly cover the soil, start evapotrans- 
piration, and reduce soil temperature and loss of nutrients by too rapid 
decomposition (Marks and Bormann, 1972). It is necessary to avoid 
mechanical damage to the forest floor, minimize road building, and leave 
uncut strips along streams, both for hydrologic benefits and to ensure 
productivity of succeeding ecosystems. 

Self-sufficient Agriculture 

Some food-producing ecosystems in which humans are numerous 
continue to operate with only small injections of external energy. Tra- 
ditional hunting and gathering economies are self-sufficient in energy 
and exhibit a turnover in the microwatt per square meter range. Agri- 
cultural systems based on human labor without draft animals illustrate 
energy costs of directing photosynthetic production into ways that pro- 
duce human food and still maintain the system. These systems are still 
to be found although some have a small energy subsidy in the form of 
tools. Isolation has largely been responsible; hundreds of energy-self- 
sufficient groups in highland New Guinea, unknown to the rest of the 
world until the 1920s, retain intensive land and water management sys- 
tems (Brookfield, 1968; Rappaport, 1971). 

Swidden, or crop-forest rotation, in low-latitude agriculture maintains 
equilibrium by transferring nutrients and energy from the forest years 
of the rotation period into the cropping years. Manpower studies make 
it possible to estimate energy flux densities, as was done by Conklin 
(1957) for a group in the Philippines. The sequence begins in careful 
selection of a piece of village land to be planted, preparing and burning 
it, planting it with upland rice and other crops, cultivating and weeding 
out wild grasses, guarding the rice plants from birds and animals, har- 
vesting the rice, sometimes planting aftermath root and tree crops, and 
finally returning the land to forest fallow. Direct labor expenditure on 
the area of the crop itself in all these operations totals approximately 20 
mW m-’, and a similar figure was found in a New Guinea group (Rap- 
paport, 1971). To this figure should be added such indirect costs as 
making tools, loss of stored rice to insects, loss in food preparation, 
household operation, the support and education of children, overhead 
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costs of the village social organization that directs the whole system, 
and so on. When this larger number is allocated to the whole area of 
village lands under the 12-year rotation in the Philippines and added 
to nutrient recovery, additional food items, and fuel from the forest, the 
result is on the order of 5 mW m-2 over the community area. In more 
densely settled rural nations (Indonesia, Bangladesh, and Nigeria) per 
capita energy consumption averages for food 100 W, fuel wood 250 W, 
crop residue and dung 70 W, for a total of 420 W (Smil, 1979). The energy 
flux density at a population density of 5 ha-’ is 210 mW m-2, with little 
margin. Nonlocal energy inputs are approximately 50 mW mP2, and 
further growth of such imports might be minimized by more effective 
use of animals (Ward ei al . ,  1980). 

Energy costs rise in systems requiring human operation of a moisture 
input because water is heavy and much is needed. Wilken (1977a) mea- 
sured energy costs of scoop irrigation and pot irrigation, the former lifting 
water only a fraction of a meter from canals to plants, the latter several 
meters from shallow wells scattered through a field. The large labor 
requirement of pot irrigation at a rate of 10-20 kg water per minute,* 
limits the crop area that can be cultivated by one man to 1000-2000 m2. 
Uncertainty of crop yield is reduced but the margin between food energy 
grown and human energy consumed is smaller than in some hunting 
and gathering economies. 

A steady-state agriculture prevailed for millennia in fle-de-France, a 
transformed landscape in use since Neolithic times without losing pro- 
ductivity, and, until a few hundred years ago, without external energy 
subsidy (Dubos, 1973, 1976). The present mosaic of forest, aquatic, 
meadow, urban, and field-crop ecosystems “can be maintained only by 
individualized ecologicaI management” (Dubos, 1973), often by meth- 
ods long antedating present-day inputs of fossil energy. 

ENERGY CONVERSION BY FIRE 

Fire in Ecosystems: On-Site Combustion 

Where decomposition is slow, its place in maintaining equilibrium 
may be taken by wildfire, an episodic and dramatic conversion of energy. 

Fuel Volume in Ecosystems. The amounts of energy released by fire 
can be very large, from fuel loadings as great as 100 MJ m P 2  (5 kg rnp2). 

* Lifting the water and running with it to the plants is equivalent to work of 200-300 
W, which, on a unit-area basis of the watered soil, is 200-300 mW m-’ during imgation 
hours and a quarter as much when averaged over the 24 hours. 
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Heaviest loadings among North American ecosystems are found in the 
slash or residue after logging of western conifer stands, which leaves 
half in large pieces with a 100-hr time lag in drying (due to a small ratio 
of surface area to volume, 100 m- l ) ,  a quarter in smaller pieces of 10- 
hr lag, and a quarter in fine fuels (Deeming and Brown, 1975). Loadings 
half as large occur in stagnating stands of conifers like lodgepole pine 
and are about 16 MJ m-* in hardwood stands. 

Fuel in chaparral ecosystems includes 10 MJ m-' of live plants, which 
dry out during the long summer, and 50 MJ m-2 of litter, forming a fuel 
bed 2 meters or more deep with a large fraction of fine fuels. Dryness 
that slows decomposition permits litter to accumulate at a rate of 80-100 
g m-' each year until episodic consumption occurs in wildfires that 
seem to "compensate for the lag in decomposition" (Odum and Odum, 
1959, p. 374). Fuel models begin with the age of chamise (Adenustoma 
fasciculatum), for instance, the number of years since the last burn, and 
determine the depth of fuel bed and fuel loading, fraction of dead ma- 
terial, and the size-class distribution of living and dead material. Cha- 
mise has many dead branches with a high surface-to-volume ratio, per- 
haps as an aid to flammability (Biswell, 1974, p. 338), and this is included 
in the model, along with seasonal changes in moisture and heat content 
of living fuel, which depend on antecedent weather (Rothermel and 
Philpot, 1973). The model yields data on rate of fire spread-0.03 m 
sec-' in 10-year-old chamise under given wind conditions, and 0.9 m 
sec-' in 40-year-old; it was noted that "there is a fuel age beyond 
which fires often become uncontrollable." It also calculates reaction in- 
tensity or energy flux density-55 kW m-* for 10-year chamise at the 
most severe part of the season, 660 kW rn-' for 40-year-old. Such a 
model has value in planning fire control, and the rates of predicted heat 
release determine the rise of the smoke plume and downwind concen- 
trations of smoke (U.S. Forest Service, 1976, pp. 33, 49, 52). 

Grass forms a continuous bed of fine fuels of small loading (6 MJ m-2) 
but rapid drying. Even before all the snow in Wisconsin is melted, grass 
fires are reported along railroad rights-of-way. Before sap rises, shrub 
and sapling stands reach low fuel moisture after only a few days of dry, 
sunny anticyclonic weather. The spring fire season in New England and 
the Lake States, which is unexpected to a Westerner who associates 
wildfire with late summer and autumn, may come so early that the soil 
is too wet to allow off-road use of control equipment. Grassland fires 
were 15-20 times as numerous as usual in the English drought of 1976 
(Doornkamp and Gregory, 1980). 

A long period of drying converts large pieces of wood into ready fuel. 
The anticyclonic summer of 1871 in the Lake States, like that of 1967 in 
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Idaho, had this effect on slash from logging and land clearing. Enormous 
volumes of fuel were at hand by October 1871, when strong flow ahead 
of a trough* fanned and spread escape fires (Haines and Kuehnast, 1970) 
over large areas (15,000 km') of Wisconsin [1300-1500 died in Peshtigo 
and Door County (Wells, 1968, p. 169)] and Michigan (Manistee), and 
the city of Chicago. 

Terrain Effects. Ecosystem site affects production and decomposition, 
hence fuel volume, and also fuel moisture and the combustion process. 
Nocturnal air drainage patterns in northern Idaho determine daily re- 
gimes of fuel moisture (Furman, 1978); fires burn uphill more easily than 
down; the spread rate on a lo" slope is twice as great as on the level 
(Daubenmire, 1968, p. 214). Fire is less frequent in ecosystems in concave 
topography in northern Sweden than on convex, and less frequent in 
north than south slopes (108 year spacing versus 70), due in part to the 
attractiveness of south slopes for agricultural burning (Zackrisson, 1977). 
Terrain-associated fire enhances the "diversity and mosaic structure" 
of this landscape, as it does that of the boreal forest of northeastern 
Minnesota (Wright, 1974), where a long fire history shows average in- 
tervals of 80-100 years. 

Combustion Models. Fuel models incorporating changing moisture 
become inputs for models for spreading (with a slope and wind factor) 
and rate of energy release. Model outputs include the potential of a fire 
to crown, i.e., to generate flames high enough to reach the tree crowns, 
where additional fine fuel and higher wind speeds increase the rate of 
spread. 

As the combustion zone moves through the fuel bed, the following 
general relationt between line intensity (watts per meter of fire line) and 
areal intensity (watts per square meter) holds true: 

Line intensity (W m - I) 
= spread (m sec-') x residence time (sec) x areal intensity (W m - 2 )  

Line intensities of 2-3 MW m-l  mark "fairly hot" fires, where flames 
are 3-m high and uncomfortably warm to observers at 10-12 m distance. 
At a spreading rate of 0.1 m sec -' and a residence time of 3 min, the 
flux density of energy conversion is lo5 W mP2, i.e., about two orders 

* Such flow is often the culmination of increasing dry, hot advection and, in addition, 
has the kinetic energy to carry sparks and brands. This pattern occurred in major fires in 
the southeastern United States in 1966 and in Tasmania in 1967 (Brotak, 1980). 
t See Roussopoulos and Johnson (1975). 
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of magnitude greater than the midday flux density of solar energy. Such 
intensities can be reached even in light fuel on days of extreme fire 
danger in Australia (Lumbers, 1979). 

Grass fires in central Washington exhibit line intensities up to 0.5 MW 
and spreading rates up to 0.3 m sec-' that could be predicted with 

high accuracy from wind speed, relative humidity, air temperature, and 
grass dryness (Sneeuwjagt and Frandsen, 1977). 

Line intensities reached 80 MW m-'  in the 1967 Sundance fire in 
Idaho, and overall energy releases peaked three times at 1.52, 3.76, and 
5 x lo8 kW (Anderson, 1968). The areal growth rate was 6700 m2 sec-' 
in strong winds (Finklin, 1973, p. 1). Areal growth probably approached 
its maximum in the Tillamook holocaust in western Oregon: 90,000 acres 
went in 30 hr on 25-26 August 1933 (Weaver, 1974, pp. 279, 309), a rate 
equivalent to 8300 m2 sec-'. The author saw the smoke of this fire 200 
km north; Weaver (1974) saw it 250 km south. 

Energy budgets of these intense conversions of biomass show that the 
largest fluxes go into the atmosphere as radiation and convection and 
that little heat moves into the underground parts of the ecosystem dur- 
ing the short residence time of combustion at any spot. Most soil fauna 
are spared [e.g., pocket gophers in fire-climax ecosystems in Georgia 
(Mendez, 1980)]; roots of sprouting species in chaparral ecosystems es- 
cape, and within a few years the site is reoccupied. Perennial prairie 
grasses are little affected by fall burning of the thin above-ground parts 
that have usually completed their year's work, and perennating buds 
deeper than a few centimeters usually are not damaged (Daubenmire, 
1968, p. 231). Decomposer organisms in the soil of fields where grain 
straw is burned do not suffer in a single fire although repeated fires 
reduce the bacteria cohort (Biederbeck et a l . ,  1980). Time-response curves 
of biomass, habitat, and wildlife after fires in Arizona show a variety 
of benefits and losses and can be used to evaluate total impact (Lowe 
et al., 1978). 

The violence of wildfires tends to obscure their 
sometimes beneficial role in landscapes where ecosystems have good 
survival mechanisms, as chaparral, prairie, eucalyptus, and some pines 
do. Prescribed burning in the Lake States is done principally to control 
forest encroachment on ecosystems valuable for wildlife food and hab- 
itat, but acreages average only 60 km2 annually (Donoghue and Johnson, 
1975). Hazard-reduction burning is common where litter accumulations 

- 1* 

Prescribed Burning. 

* This line intensity is the same as that in a line of oil burners at an airport in a model 
for fog dissipation (Tag, 1979). 
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might become hazardous, and aerial incendiary bombs in Australian 
forests result in line intensity less than 0.4 MW m-’ (Kayll, 1974, p. 
500). 

Fire of both natural and human origin is connected with landscape 
diversity where ecosystems display contrast in age, species composition, 
density, height, and therefore in energy budgets (Chapter XXI). Diver- 
sity at a human scale affords amenity and other benefits for human 
activities (Miller, 1978), and prescribed burning produces edge and di- 
versity with high wildlife and recreational values (Kayll, 1974, p. 485). 

Grasslands that accumulate large volumes of litter are benefited by 
fires that remove this “dominating mantle that stifles growth” (Vogl, 
1974, p. 158). Crop residues are burned to reduce diseases, but pollution 
occurs in the weak air circulation of such valleys as the Willamette and 
Sacramento. Prescribed burning in the southeastern United States main- 
tains the subclimax pine ecosystems and maintains habitat of deer, quail, 
and turkey (Komarek, 1974, p. 257). 

The ancient practice of burning to clear land for cultivation in swidden 
rotation is a means of managing forest ecosystems, and fire in the right 
circumstances improves soil fertility more than plowing under biomass 
of high carbodnitrogen ratio (Igbozurike, 1974). It causes little erosion 
in the Nigerian terrain, perhaps because underground biomass is fa- 
vored at the expense of the above-ground component. Local control 
practices seem to be adequate; “Most fires are set late in the afternoon 
or early in the evening, and any that burns on until later is put out by 
the substantial dewfall of dry-season nights” (Igbozurike, 1974), when 
weak longwave radiation allows leaves to cool to the dew point. Upslope 
fires slow or stop at ridges, and the relative ease of clearing slopes may 
be an important factor in the large population densities of many high- 
lands of low-latitude America (Aschmann, 1955). Fire in prehistory in 
Mediterranean lands mobilized “nutrients tied up in the highly lignified 
wood and dead and slowly decomposing litter” (Naveh, 1974, p. 414) 
and removed phytotoxins, but in later generations the synergistic effect 
of fire with overgrazing and overcutting (Naveh, 1974, p. 431) caused 
loss of productive capacity. Permanent loss occurs if the swidden ro- 
tation period is shortened under population pressure, reducing control 
of water and soil erosion (Brookfield, 1968) so that nutrients are ”taken 
out of the ecosystem faster than they can be replaced.” The release of 
carbon from forest and forest soil in the low latitudes brings an unex- 
pected biological dimension into the atmospheric C 0 2  problem that is 
emerging at the present time (Woodwell, 1978; Woodwell et a[ . ,  1978; 
Seiler and Crutzen, 1980). 
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Fire in Human Systems: Off-Site Combustion 

Fire has long been a major tool in human systems. Sauer (1961) feels 
that early humans in East Africa, in a diversity of microenvironments 
and in the presence of frequent fire along the volcanic Rift Valley, were 
among the first to appropriate this energy conversion mechanism.* This 
“innovation and its elaboration was mainly done by woman, keeper of 
the hearth and provider of food” (Sauer, 1961), enlarged the number 
of sources of metabolic energy for humans and overcame the ”Iimitations 
of environment.” 

Food Preparation. Fuel wood carried from forests, and crop residues, 
supply fuel for cooking and space heating in energy equivalents that 
in India are, respectively, 37 and 23 mW m-’ of area of the crop land- 
scape (Revelle, 1976), half again the size of the food harvest from that 

Fig. XII.3. The biomass production of forest on the slopes of Malinche in Tlaxcala is 
en route to lowland villages. 

* Fire is a protection from animals at night; such use of wood in West Africa is said to 
rival the enormous per-capita use of fossil energy by industrial societies. 
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landscape. Forest litter is carried out of the mountains (Fig. 3) to serve 
as fuel and fertilizer in the Mediterranean world and the Americas.* 
Charcoal is a common medium of energy storage (30 MJ kg-’) that 
reduces the energy costs of distance, 100-200 J kg-’ m-’ by human 
carriage, 50-60 by cart (Bronson, 1978). 

A household in developing countries burns more than a ton of fuel- 
wood per yeart and may require a quarter of a laborer’s efforts because 
it must be carried from greater and greater distances. The use of cattle 
dung for fuel increases, with consequent loss of nutrients and organic 
matter inputs into crop ecosystems (Eckholm, 1975, 1977). Reforestation 
is difficult under continuous pressure from animals and humans, solar 
cookers are expensive, and the 1973 price-rise of kerosene eliminated 
that fuel for many rural people. ”The firewood crisis . . . is also forcing 
governments and analysts back to the basics of man’s relationship with 
the land” (Eckholm, 1977). Deforestation for fuel and stock fodder is 
pushing Nepal ”toward environmental ruin” (Hoffpauir, 1978). Burning 
of forest for fuel and clearing releases nearly an order of magnitude 
more energy and CO, than wildfires do, worldwide. 

Charcoal production and fuel-wood cutting, as well as forest burning 
to clear land for cultivation, seem to account for the deforestation of 
northern Morocco after the 7th century (Mikesell, 1960). When forest 
cutting was followed by overgrazing, regeneration became impossible, 
and steppe and desert ecosystems took the place of oak and pine. Mayan 
fuel supply may have required 3 ha of forest per person (Wiseman, 
1978). 

To meet large demands for fuel, eucalyptus and other 
plantations were widely planted in lands that had little coal in the years 
before cheap oil came on the market; remnants of the eucalyptus boom 
of the 1880s still exist in the Sacramento Valley. Plantations around 
Addis Ababa provide fuel for that city, and those planted in southern 
Brazil provided fuel for the railroads. Plantations of coppicing hard- 
woods, to be harvested on very short rotations (5 years) are under current 
study in the U.S. 

Smelting iron by wood charcoal has an ancient origin, and charcoal 
shortages in East Africa led, 1500 years ago, to an advanced technology 

Industrial Fuel. 

* Wilken (1977b) estimates that this transfer of the forest floor to vegetable plots amounts 
to about 4 kg rn-’ on cropped land (2 W m-’). At an annual litter production of 0.4 kg 
m-’, the neighboring pine-oak stands support cropland at a ratio of ten to one. 

t In a town in the Sudan Digernes (1979) found per capita consumption of wood to be 
400 W and of charcoal nearly 300 W; the annual mass totals 1.1 tonnes, and self-collection 
is diminishing. 
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that made carbon steel (Schmidt and Avery, 1978). Iron furnaces were 
widely dispersed in Sweden during the 17th and 18th centuries, “each 
being assigned a territory from which it could draw wood and charcoal” 
(Alexandersson, 1971). One of the few forested regions not occupied by 
iron making, inland from Kalmar, was taken over for glass making and 
is still the center of the art-glass industry. 

The energy economy of North America as late as the third quarter of 
the 19th century (Clawson, 1979) was based on wind-powered ocean 
and lake vessels and charcoal and wood-fueled* lake boats and railroads. 
Most railroads in Michigan were wood-burning as late as 1872 (Dunbar, 
1969, p. 215). Logging camps and sawmills were powered off the land; 
small water mills converted wheat to flour, and textiles came from the 
great hydropower installations of New England. Mill residues supported 
such energy-intensive industries as salt-boiling. 

Power production in some places now uses sawmill and logging res- 
idues. Pine plantations in the lower southeast of South Australia supply 
softwood construction lumber; the residues, converted into electricity 
at Mt. Gambier, help power the region. Several power stations in Ver- 
mont operate on chipped residues from logging and mills, and crop 
residues in California have this potential (Becker et al . ,  1978). Residues 
can meet the respective energy requirements of manufacturing such 
commodities as lumber and plywood, but fall short of the requirements 
for such reconstituted products as particleboard. Railroad cars loaded 
with residue are a common sight in western Oregon. Mill residues now 
utilized in the wood industry (Hammond, 1977) are equivalent to a flux 
density of 6 mW m P 2  over the U.S. 

The use of forest biomass for fuel offers certain benefits, which include 
the small input of fossil fuel needed in forestry compared with crop 
ecosystems (Alich and Inman, 1975). Wood is a dense fuel and can be 
stored with little loss for many years-until the tree is cut and some 
years thereafter. Nutrient demands on the soil are reasonably small; the 
fuel is clean with low sulfur content (Burwell, 1978). The collectible yield 
has an energy flux density of 30 mW m-2 over the U.S., but estimates 
have many uncertainties (Burgess, 1978). In a Swedish plan (Lonroth 
et a).,  1980) residues would provide 15% and energy plantations 75% 
of a total quantity of biomass energy equivalent to 90 mW m P 2  of the 
area of the country. About a third would be converted to methanol, 
largely to power transportation. 

* Since the forests were not replanted, fuel was available only while farmers were clear- 
ing their land. The energy economy depended on one-time consumption of stored pho- 
tosynthetic energy and replenishable wind and water energy. 
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Crop and animal residues, more bulky to transport, offer such pos- 
sibilities as fermentation to ethanol or anaerobic digestion to methane.* 
Like the use of wood for a space-heating fuel, this application seems 
best suited to on-site uses that reduce the costs of collecting and trans- 
porting (Pimentel et al. ,  1978). Of the potential harvest in the U.S. (Ham- 
mond, 1977) (energy equivalent 20 mW m-’) some could be used to 
heat dairy-barn water or dry grain in years like 1972 or 1979 when its 
field moisture content is too high for it to go into storage. ”Perhaps it’s 
in country areas that fuels made from plants will have the most impact” 
in Australia (Anonymous, 1977), and China (Anonymous, 1979), pro- 
viding on-site production of fuels used by farm machinery. Centralized 
production from cane, cassava, or pineapple in dry areas (Marzola and 
Bartholomew, 1979) offers yet uncertain energy gains. 

The dispersed nature of these conversions of forest or crop-residue 
biomass is a consequence of the ubiquitous gentle flow of solar energy 
itself. For many purposes this quality is not a disadvantage if fuel pro- 
duction is integrated with fiber or food production (Lipinsky, 1978). 
Energy is fixed at a broad scale in the cycling of carbon into ecosystems; 
much of the return part of the cycle also may operate at a broad scale. 
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BROAD-SCALE TRANSFORMATIONS 
OF FOSSIL ENERGY 

The preceding chapter described energy conversions of biomass pro- 
duced more or less currently by fixing solar energy. This chapter dis- 
cusses their control and support by fossil energy, in which the biomass 
produced over a million years is consumed in one year-an enormous 
concentration of energy transformations in time. We will consider ex- 
tensive systems, mostly agricultural but also including rural circulation 
systems outside urban nodes. 

Nonfossil-energy conversions of forest and crop residues into fuel, 
feed, and food crops for animaI and human activity, and passive utili- 
zation of solar energy in well-designed homes, together with hydro- 
power and windmills, sustained the economies and societies of the past. 
The first transition from this energy economy in North America began 
with European settlement, which was founded on exploitation of ac- 
cumulated biomass. New England sold white pines for ship masts and 
converted whole forests to potash during its first clearing for farming. 
Midwestern forests powered lake shipping and railroads. The forests 
around Puget Sound were logged and “agriculture was relegated to the 
background” (U.S. Writers’ Program, 1950, p. 64) in the 1850s; water- 
powered and steam-powered saw mills provided lumber for the frequent 
rebuildings of San Francisco after fire. Farms in the Southeast exploited 
the accumulated organic matter in the topsoil, often to its disappearance 
in one generation. Biomass that had accumulated over a hundred years 
or more was converted into working capital of the invading economy. 

The second transition, which occurred from the mid-19th century in 
North America, drew upon biomass that had been stored much longer. 
Anthracite coal replaced wood and charcoal, coal replaced New England 
hydropower and wood in midwestern industries and cities, and oil re- 
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placed horsepower on midwestern farms. The time scale of accumula- 
tion jumped to millions of years instead of a century and represented 
the liquidation in a few human lifetimes of energy fixed over millions 
of years. 

FOSSIL ENERGY IN THE MANAGEMENT OF EXTENSIVELY 
EXPLOITED ECOSYSTEMS 

Wilderness and Wildlands 

By definition energy is not exported from or imported into true wil- 
derness. The food a backpacker at activity levels of 150 W every square 
kilometer carries in amounts to 0.1 mW m-’, a flux density three orders 
of magnitude smaller than even the low rates of biomass production in 
these generally infertile, dry, or cold terrains. 

Harvesting game animals usually involves some mechanization. The 
Eskimos of the east coast of Baffin Island (Foote, 1967) make the summer 
hunt of the ringed seal from a boat driven by an outboard motor in order 
to cover the maximum area of sea during the period of light. The average 
area observed is 15 km2 at an energy cost of 1-2 J m-* plus the energy 
cost of the motor and guns and human effort. A household hunts 20 
to 30 times over a summer at a fuel cost of 40 J m-2, and a human cost 
of 15 over the whole season to capture a food yield of 30 J m-’ plus 
lamp oil for space heating and dog food for winter hunting. Flux densi- 
ties of fuel input and food yield are both about 3 pW m-’. Net primary 
production of these waters is, of course, much larger since seals occupy 
the third or fourth trophic level above phytoplankton. Fishing can be 
similarly analyzed (Foote and Greer-Wootten, 1968). 

Rangeland 

Rangelands of small productive capacity because of shortages of en- 
ergy (Arctic tundra) or moisture (interior Australia) are managed chiefly 
by manipulating the numbers of grazing animals that harvest primary 
production. The small cash flow of the operation purchases only small 
inputs of fossil energy. Rangeland of greater production repays more 
expenditures for management and harvesting. Grazing animals are con- 
trolled by fencing, water points, salt licks, mechanized roundup for in- 
spection and medication, and sometimes cultivation of the soil-plant 
resource. The energy expenditure, largely fuel for pickup trucks, is about 
0.8 MJ for each MJ of animal tissue growth (Ward et a l . ,  1977). Making 
hay on flood-irrigated valley floors in summer increases the fossil-energy 
input, as does sowing or other attempts to upgrade species composition. 
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Range in Utah (360 mm annual rainfall) (Pimentel et al., 1975) is grazed 
by sheep at a rate of 4 mW m-’, a small yield that has to be supple- 
mented by feed in order to produce a lamb yield of 0.38 mW m-’. Fossil- 
energy costs of range management (0.29 mW m-’) and those associated 
with growing and bringing in the supplementary feed (0.06 mW m-’) 
total about the same as the energy content of the lamb output. This 
small secondary product can buy only a small fossil-energy subsidy. 

Forest 

Managing forest often requires control of cattle, sheep, or deer, re- 
duction of fire hazard, perhaps prescribed burning, and thinning (Fig. 
1). The greatest fossil-energy input comes at harvest time: building or 
opening roads, felling trees, bucking trunks into logs, hauling them to 
the mill, burning or scattering the slash or residue, and doing whatever 
else is felt to be necessary to secure regeneration for continued biomass 
production. Many of these operations are mechanized since logs are 
heavy and dangerous to handle, and energy inputs are large: 5 mW m-’ 

Fig. XIII.1. Fossil energy moves water from lakes of roadless western Quebec to sup- 
press fires, thus serving a gate function in fostering biological energy conversions. 
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in Texas forests (LePori and Coble, 1975). Helicopter logging fuel costs 
0.2 of the energy content of the logs (Dykstra et al . ,  1978). 

Forest stands harvested more frequently, as for pulpwood, generally 
lie in flatter terrain and consist of smaller stems or coppice sprouts, 
which can be harvested by a mowing process. Proposed Populus tree 
farms in Wisconsin, which in a 10-year growth period accumulate 322 
MJ m-2 of biomass, would have incurred an energy cost of 24 mW m-2 
for irrigation, 38 for fertilizer, and 23 for operations (Zavitkovski, 1979); 
the harvest is chipped and dried at a further cost of 150 mW mP2,  Yield 
is 1.02 W m-’; somewhat larger than Fege et a / .  (1979) computed for 
a 6-year cropping. In some stands the fertilizer cost might be reduced 
by interplanting of a nitrogen-fixing species like red alder, which also 
increases production (Bergstrom, 1979). Foresters learned long ago in 
German spruce plantations that the humus capital of such intensively 
cropped sites could be depleted, and the soils scientist Hans Jenny (1980) 
warns us of this possibility in biomass cropping. Transportation costs 
remain a barrier to high-volume use of wood as an energy source in the 
Rockies (Sampson, 1979), just as in methanol or other liquid-fuel con- 
version from biomass, but forest biomass may have advantages over 
grain as a feedstock. 

FOSSIL-ENERGY CONVERSIONS IN FARM OPERATIONS 

Except in a few isolated areas, American farming has never been sub- 
sistence-oriented but has produced cash crops for off-farm sale, often 
at great distances, like the pork of the Ohio Valley in the 1830s and the 
wheat of California in the 1870s. With this cash flow fossil-energy inputs 
were feasible and began earliest in cultivation and harvesting. 

Mechanical Power 

Land preparation and management is back-breaking work, and new 
machines were introduced all through the 19th century; each one rep- 
resented an input to the farm of urban labor and industrial energy that 
increasingly came from coal. These machines were horse-drawn* for 
several decades, and the inputs of fossil energy to agriculture consisted 
largely of that incorporated in the steel used. External energy could 
hardly have exceeded 1 to 2 mW m d 2  of crop land by the turn of the 
century, far less than 1% of net primary production. The only petroleum 

* Or were powered by crop residues, e.g., straw that fueled threshing machines (Anon- 
ymous, 1978). 
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products used on a Kansas farm in the mid-1920s were kerosene for 
light and gasoline for the car and an occasionally used silage shredder. 

Draft animals on farms in 1915 supplied energy (Heichel, 1973) equiv- 
alent to about 4 mW m-2, and human labor was about 0.2 mW rn-' as 
the farmer worked side by side with his team.* Much of the farm pro- 
duction went to the grazers and other primary consumers-horses, 
cows, hogs. After 1910, 30 x lo4 km2 of land in the U.S. that had been 
committed to producing feed for horses (urban as well as rural animals) 
went into other production (Landsberg, 1964, p. 150). 

Energy inputs via machinery include the energy content of the metals 
and repairs and maintenance: 0.3 mW mP2 in 1940, 1.4 mW m-2 in 1970 
(C. E. Steinhart and Steinhart, 1974) over the entire U.S., and higher 
for maize ecosystems alone: 6 mW m-2 in 1945, up to 14 mW m-2 in 
1970 (Pimentel et al., 1973). The work of tractors can be described as the 
density of power they make available to do mechanical work, and this 
potential on farms in the U.S. in the mid-1960s (Giles, 1967) was 75 mW 
rnp2,t quite a lot more than mean use year-round. 

Direct costs of fuel alone, most of which powers mechanical work on 
crop fields, were 25 on Illinois maize for grain, 34 on Iowa maize for 
silage, 19 on Missouri alfalfa, and 13 mW m-2 on Minnesota oats (Hei- 
chel, 1973). These rates are 7-8 times the rates of power applied by 
horses 55 years earlier and are to be added to machinery investment 
(1.4 mW mP2) and to human labor (0.04 mW mP2). 

Mass Budgets of Crop Ecosystems 

Ecosystems that receive outside material inputs that contain fossil 
energy are receiving an energy subsidy. 

Fertilizers. Plant nutrients in the past were generally cycled within 
the crop ecosystem, or the farm, as manure was returned to the fields. 
Nitrogen likely to be lost by leaching or removal of harvested material 
was made good by local fixing; alfalfa rotated with maize in the Midwest, 
for example. Clover is sown with grass in New Zealand pastures, in a 
highly productive system that receives a fossil-energy input of only 8 
mW m-2 (Pearson and Corbet, 1976), of which nitrogen is only 0.4 mW 
m-2. Curry (1962) felt that the competitors of New Zealand farmers 

' For comparison, draft animals in India provide 9 mW m-' and humans 13 (Revelle, 
1976). 

t In more intensive agriculture in Japan the potential tractor power density is 154 mW 
m - 2 ,  mostly from garden tractors sized to paddy cultivation of rice. Mean power issup- 
plemented by 7 mW m - *  of animal and 11 mW m- '  of human power. 
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”cannot possibly afford to pour as much nitrates into the soil as the 
clover components of New Zealand pastures do”. 

These practices were gradually displaced in the United States by ap- 
plication of chemical fertilizers after World War 11; Pimentel et at. (1973) 
show that the use of nitrogen fertilizers (which comprise three-quarters 
of the energy content of almost all fertilizers applied) on maize increased 
16 times in 25 years; and represent a substantial part of the entire fossil- 
energy subsidy to maize and meat agriculture, as they do to mechanized 
farms in developing countries. In fact, nitrogen use serves “as a marker 
for all technology” (Nelson and Dale, 1978) in separating cechnological 
from weather effects in yield models. Nitrogen was applied in 1972 to 
98% of the maize ecosystems in Wisconsin (Wisconsin Statistical Re- 
porting Service, 1973) at 17-20 mW m-’, plus the costs of transportation* 
and spreading. 

Less fertilizer is used on other crops of the dairy system. Whole-farm 
averages come down to approximately 10 mW m ~ in Wisconsin and 
1 mW m P 2  or less on Amish farms (Johnson ef a]., 1977). Substitution 
of animal manures for purchased fertilizer seems to be most feasible 
within 5 km (Heichel, 1976), with only a small increase in fuel use. 
Preventing damage to ground water and aquatic ecosystems in lakes 
and streams, 5 times as much nutrient loading as from cities (U.S. Coun- 
cil on Environmental Quality, 1978, p. 119), should also be included in 
the energy cost of fertilizers (Evans, 1980). Accelerating biological fixing 
of atmospheric nitrogen (Evans and Barber, 1977), although an energy 
cost to the plant, would reduce the fossil-energy input, and research is 
active in this direction (Wharton, 1980). 

Insecticides and herbicides are used at relatively small en- 
ergy flux densities; those on maize ecosystems cost about 0.7 mW m P 2  
plus the cost of spreading. Externalities follow these information-bearing 
compounds, as they do after fertilizers, and downstream costs should 
properly be charged to the crop ecosystem receiving them. The problems 
caused by off-site movement of DDT spread so far that it would be 
difficult to calculate their energy effects in such remote ecosystems as 
Lake Michigan. 

Organic farming, in which commercial biocides and nitrogen fertil- 
izers are replaced by biological means of cycling nutrients and control- 
ling insects and disease may yield less biomass, but reduces fossil-fuel 
inputs by up to a half (Carter, 1980). Depending on the price of inputs, 

Biocides. 

* The costs of transport became clear in spring of 1973 when fertilizer shortages through 
the Midwest were caused by interruption of barge traffic by the Mississippi River flood 
and problems in allocating trucks to haul it from barge terminals. 
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these farms show net profits similar to those of conventional farms 
(Lockeretz et al., 1978). Organic dairy farms in Australia used fertilizer 
less and machines more and had the same ratio of milk output to fossil 
input as conventional farms (Dornom and Tribe, 1976). 

Maize ecosystems that are irrigated require 30-50 mW 
mF2, about the same as the fertilizer and machine-operation expendi- 
tures. The crop becomes more vulnerable to shocks from the outside 
world: increases in the price of gas for the pumps (High Plains), short- 
ages of water (California in 1977), exhaustion of ground-water aquifers 
(southern Great Plains), increased lift caused by overpumping (central 
Arizona). In the Gila basin each added meter of lift requires about 20 
x 106 kWh electric energy (U.S. Water Resources Council, 1978, p. 27); 
water shortages in the California drought of 1976-1977, on the other 
hand, resulted in a substantial decrease in the use of electricity (Rit- 
schard and Tsao, 1980), which was also in short supply. It appears that 
shortages in either energy or water tend to bring about more realistic 
evaluations of our resources. 

Maize irrigated from ground water at 90 m depth requires 7 kJ per 
mm water on one square meter of field (Pimentel et al., 1975). To meet 
summer evapotranspiration of 5 mm per day, the energy input is 35 kJ 
m-2, or 0.4 W m-*, a figure that approaches the rate at which solar 
energy is being fixed by the ecosystem. Surface water may be nearly as 
costly: alfalfa in San Diego County irrigated with water pumped over 
the mountains from the Colorado River involves an energy subsidy of 
about 0.2 W m-' (Knutson et al., 1977). 

Use of sprinkler irrigation (Fig. 2) saves on costs of land preparation 
and leveling and saves water; however, the pressure needed in the pipes 
has an energy cost of about 1 kJ per kilogram of water conveyed to the 
crop, which might come from solar energy (Matlin and Katzman, 1979). 
This mass of water is 1 mm in depth over a square-meter unit area, and 
its pressurizing cost of 1 kJ has to be added to the 7 kJ mentioned earlier 
for a lift of 90 m, which is the average lift in the 80,000 gas-powered 
wells on the high plains of western Texas (LePori and Coble, 1975). This 
rate continues 2700 hr per year. At the low natural-gas prices of the 
past, about 1 cent per ton of water, this subsidy of 100-150 mW m-2 
plus indirect costs of well casing and pumps and other farm operations 
could be financed by crops of only moderate returns, like sorghum and 
wheat. A rise in energy prices is a more immediate threat to this economy 
than the certain exhaustion of the aquifers; farmers shift to crops using 
less water, cut back on acreage, or revert to dryland farming (U.S. De- 
partment of Agriculture, 1977). "Abandonment of large acreages of ir- 

Irrigation. 
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Fig. XIII.2. This energy-intensive sprinkler irrigation of corn on hilly land not other- 
wise irrigable near Wild Rose, Wisconsin, saves water but requires more energy than 
gravity irrigation. 

rigated areas began recently when the required high pumping lifts com- 
bined with sharp increases in prices for natural gas used to run the 
pumps . . .” (U.S. Water Resources Council, 1978, p. 20). Proposals to 
pump water from the Mississippi River to the High Plains (more than 
1 km lift) (Graves, 1971, p. 78) would multiply this energy-cost problem 
ten times. 

Great Plains irrigation in Colorado and Nebraska, which also taps a 
limited source of water, experiences transient fuel shortages, during 
which irrigation systems (increasing in the early 1970s at a rate of 2000 
per year) compete for fuel with wheat combines. A rainstorm is as wel- 
come as it was during dry-farming days because it means the irrigation 
machinery, operating at a cost of 300-400 mW m-’ (Splinter, 1976), can 
be turned off for a few days. Fossil energy used for irrigation is about 
0.4 of the metabolizable energy in alfalfa, pasture, and silage and 0.6 
of that in maize grain (Ward et al.,  1977). Annual energy costs, including 
capital costs, of center-pivot irrigation run about 150 mW m-* as com- 
pared with 90 for surface irrigation (Batty et al. ,  1975). However, flood 
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irrigation may leach nitrogen fertilizers equal in energy cost to the cost 
of pressurizing water for sprinkler application (Rawlins and Raats, 1975) 
and should also include the energy costs of dams, canals, and the cor- 
rective works necessary to control salting and waterlogging that almost 
without exception follow a large irrigation project (Manners, 1978). 

Frost Protection 

The direct application of thermal energy to crop ecosystems is un- 
common but of long standing in some high-value crops, particularly 
winter vegetables and fruit orchards. Orchard heaters are sometimes 
paired with, and sometimes replaced by, direct mechanical energy gen- 
erated by wind machines that force warmer air from aloft into a near- 
surface, cold, radiating layer. 

The direct energy flux of these conversions in California, where they 
are most used, is about half the total fossil-energy input to the area in 
fruits and nuts, and yearly flux density averages 180-200 mW m p 2  over 
the area protected. Flux densities during operation reach 600-700 W 
rn-’ (Bagdonas ef al.; 1978, p. loo), double the natural intake of energy. 
In one budget analysis (Crawford, 1964) the fossil-energy input of 225 
W m-2 was found to go in equal parts to meet the deficit in longwave 
radiation exchange, to heat inflowing cold air from upslope, and to sup- 
port thermal convection above the orchard (chimney effect). Only a few 
percent enters the soil (Fritton and Martsolf, 1980). Total input of fossil 
energy far exceeds the transitory shortfall in downward longwave ra- 
diation that creates the frost hazard, and wind machines are equally 
inefficient in energy terms (Bagdonas ef al. ,  1978). 

FOSSIL ENERGY IN ECOSYSTEMS AND MOSAICS 

Individual Crops 

There are substantial differences between the fossil-energy inputs 
used in major crops. Table I sets out the mean energy inputs into several 
crops along with biomass yields. Wheat fields are not frequently worked 
between planting and combining, both of which are efficient operations 
on the plains, and wheat receives less fertilizer than many other crops; 
its moderately low input is about half its yield. Soybeans receive more 
input, but have not responded well to efforts to force higher yields. Rice 
grown in the U.S. receives heavy inputs, including aerial sowing and 
fertilization. 
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TABLE I 

Fossil € t q q  Iriputs to T!/~Jcs C J ~  Crops" 

Crop Inputs Yields 

Wheat, U.S. 
Wheat-sheep, Australia 
Rice, U.S. 
Rice, Philippines 
Soybeans, U.S. 
Maize for grain, U.S. 
Maize, Mexico 
Sugar cane for alcohol, Brazil 

50 99 
5 19 

21 6 278 
8 80 

70 100 
88 237 
0.7 90 

55'' 290 

I' Data from Pimentel et nl.  (1975), Gomes da Silva 
et a / .  (1978), Handreck and Martin (1976), and Pi- 
mentel and Pimentel (1980). Data given in milliwatts 
per square meter. 

'' A further input, at least 140 mW m - 2 ,  is necessary 
in converting cane to alcohol. 

Conversion of biomass to other fuels to replace those derived from 
fossil deposits appears to present many advantages (Hall, 1980).* Di- 
verse ecosystems adapted to many environments of the earth are, as we 
saw in Chapter XI, "well designed for the collection and storage of solar 
energy" (Boardman, 1980), and also produce hydrocarbons and other 
special compounds now derived from petroleum (Coffey and Halloran, 
1979). A survey in Australia (Stewart et al., 1979) shows that some bio- 
mass conversions are not at present competitive with those from coal, 
which of course is more concentrated to begin with, and entail possible 
loss of erosion-control benefits (Watson, 1980; Stewart ef al. ,  1980). A 
critical point, considering the objective of generating liquid fuels, hinges 
on the quantities of fossil liquid fuels needed in the fermentation, dis- 
tillation or other conversion processes, and in field production, espe- 
cially irrigation. Any permanent arrangement depends on developing 
a close interaction of technological and agronomic processes (Weisz and 
Marshall, 1979), on careful system design (Sachs, 1980), and on the se- 
lection of the best crops or residues in the light of their alternative values. 

* One attraction is an alleviation of concern about rising atmospheric COZ if we cease 
to dig up  and burn fossil carbon. Assessment of this factor depends on the degree to which 
ecosystems can increase their fixing and storing of atmospheric COZ, which is a matter 
for argument. One critical factor is the stimulation of ecosystem production by increased 
COz concentration, a relation that turns out to be more important in ecosystems under 
moisture stress than in well-watered ones (Gifford, 1979). 
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Maize Ecosystems 

Maize, an ancient American crop, has become a case study in agri- 
cultural history and environmental energy budgets. Table I1 shows 
changes over a critical quarter-century of cheap fuel. Fossil-energy in- 
puts of fuel in 1945, when draft animals had largely been replaced, 
increased as machines grew still more numerous and much larger. The 
big change was in application of fertilizer, especially nitrogen with its 
high energy density (77 MJ kg- '). Insecticides came into use in the 1950s 
and herbicides in the 1960s. The use of electric power increased by an 
order of magnitude when farm electrification came to power all kinds 
of on-site machines, like milking machines and milk coolers on dairy 
farms. Energy used to dry grain artificially increased to a rate equal to 
the energy content of phosphorus and potassium fertilizers. Human on- 
site labor shrank to 160 FW m-2, half what it was in 1945, but more off- 
site labor was imported into the ecosystem in the form of machinery. 

Minimum tillage methods reduce fuel needs but increase biocides, for 
a net reduction from 95 mW m P 2  by conventional methods to 90 mW 
m-2 (Heichel, 1976). Fertilization by animal manures (within 5 km) re- 
duces the energy input of purchased fertilizers but increases machine 
use, reducing net input to 80 mW mP2.  The practice of irrigating maize 
has grown further since 1970 and has intensified mean energy inputs 
far beyond the 1 mW m-2 average given in Table 11. 

In a cornfield we see an ecosystem that receives 600-800 W m ~ of 
radiant energy in midsummer, reflects a part, radiates away 400 or so, 
helps to warm and moisten the regional atmosphere (that responds in 
severe storms and even tornadoes), and still fixes approximately 1 W 

TABLE I1 

Energy Inputs into Maize Production in 1945 and 1970" 

Machinery, transportation and fuel 
Fertilizer 
Seeds and biocides 
Irrigation 
Electricity 
Drying 
Human labor 

Maize yield as grain 

- 1945 1970 
25.0 42.0 

- 

2.5 35.0 
1.3 3.0 
0.6 1.0 
1.3 10.0 
0.3 4.0 
0.3 0.16 

31.3 95.0 
- - 

121.0 270.0 

a Data from Pimentel e t a / .  (1973). Data given in milliwatts 
per square meter. 
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m-' in maize kernels. The carbon-fixing mechanism is steered and sup- 
ported by the summertime import of 300 mW m p 2  energy equivalent 
in machinery, fertilizer, and fuels; this expenditure is guided by on-site 
human activity at rates of 150-200 p.W m-'. The range of energy trans- 
actions extends over six orders of magnitude. 

Coming on top of earlier increases, the tripling of the 
fossil-energy inflow between 1945 and 1970 increased the dependence 
of ecosystem managers. Fluctuations in inflow cause crises in farm op- 
erations, as noted earlier with regard to irrigation. For example, the fall 
of 1972, although prior to the oil embargo, was a time of dislocation in 
fuel distribution systems; late summer was wet, September was cool 
and cloudy, and the moisture content of maize in Wisconsin in mid- 
October was 0.325 (Wisconsin Statistical Reporting Service, 1972), much 
too high for it to go into storage. Driers were operating at full capacity 
around the clock* until fuel began to run out, and propane supplies for 
winter house-heating in rural Wisconsin were seen to be threatened. 
Frantic efforts brought in enough fuel for the approaching winter. A 
fortunate outcome was that the state government was alerted to the lack 
of information about the complex networks by which fuels are brought 
into and distributed through the state and began to grapple with the 
situation, a concern that alleviated fuel crises in the following spring 
and during the oil embargo the next fall. 

Vulnerability. 

A Mosaic of Ecosystems 

A student who has learned that each crop has an optimum set of 
environmental conditions and expects to find only cotton in one place, 
only wheat in another, and so on, is baffled by the real heterogeneous 
landscapes that are seemingly not dominated by any one ecosystem. 
What accounts for this diversity? Sometimes there are obvious topo- 
graphic reasons, but often a deterministic explanation fails. A mix of 
crops may be seen to extend over fairly homogenous terrain (excepting 
woodlots and tree strips on land obviously too rough or wet to plow), 
and in much of Wisconsin this consists of maize, oats, and hay, in pro- 
portions that vary according to markets, soil, climate, availability of feed, 
and other factors. In the 1950s the mix was 0.40 maize, 0.45 hay, and 
0.15 oats, but differed locally (Weaver, 1954). It has changed to 0.49, 
0.39, and 0.12, respectively (Wisconsin Agricultural Reporting Service, 

* The quantity of energy can be estimated on the basis of 0.03 excess moisture in 5 x 
lo9 kg of grain corn in Wisconsin: to evaporate 150 x lo6 kg of water requires 375 x 10' 
MJ plus losses. If actual fuel needs were 600 x lo6 MJ, they are equivalent over a month 
to 230 MW, and over the crop area of 8000 km2 the flux density is 30 mW m-2.  



246 XIII. BROAD-SCALE TRANSFORMATIONS OF FOSSIL ENERGY 

TABLE I11 

Fossil-Energy I n p K t S  and Yields of Ecosystems of the North American Dairying 
Landscape'." 

Maize for Maize for 
grain Oats silage Hay 

Inputs 
Wisconsin, Ozaukee Co. 55 35 58 35 
New York State 16 17 27 17 (20') 
U.S. 88 40 73 37 

Yields 
Wisconsin, Ozaukee Co. 590 320 850 850 
U.S. 237 98 319 151 

'' Inputs and yields of woodlots that are commonly integrated into dairy- 
ing systems are not shown. Power calculations are made on a whole- 
year basis. Individual growing seasons differ, being quite short for oats 
and longer and in high-energy months for corn; alfalfa is perennial. Data 
given in milliwatts per square meter. 

I' Wisconsin data from Kobriger and Stearns (1972), New York State data 
(fuel use only) from Priceeta/. (1975), U.S. data from Pimentel et a/ .  (1975). 

'. Silage hay. 

1980), as direct fertilizer displaced nitrogen fixing by legumes in a crop 
rotation. Summer energy inputs, 130 mW m-2 in the corn-oats-alfalfa 
rotation, increase to 210 mW m p 2  in continuous corn (Heichel, 1978). 
Soil loss has exceeded tolerable levels (Brink et al . ,  1977) where the maize 
component reaches 0.64. 

Energy inputs in the component crop ecosystem (Table 111) are of the 
order of 30 mW m p 2  to alfalfa and oats and 50-60 mW m-2 to maize. 
Crop yields are of the order of 300-800 mW m-', but little of this goes 
to feed human beings; it passes through the grazing trophic level before 
becoming food (Fig. 3) .  

These three ecosystems are integrated by the milk cow into 
a rather self-contained unit that produces an ancient product-milk.* 
At a higher trophic level than that of ecosystem primary production, 

Dairying. 

* Milk production also comes from mosaics that are almost entirely composed of grass 
ecosystems, as it does in the milder winter of New Zealand. This milk-butter-cheese 
economy accepts a slump in animal production during the winter decrease in plant pro- 
duction (Curry, 1962) and has no need for expensive barn storage of summer energy for 
winter feeding. Lewthwaite (1964) points out the paradox of a moderately even flow of 
product from a Wisconsin landscape that experiences a seasonal variation in natural energy 
input, and a variable product flow from a landscape that experiences less natural variation. 
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milk is produced in energy quantities about an order of magnitude 
smaller than crop yields (which are presented in Table IV). The Penn- 
sylvania and Wisconsin cases show further comparisons in farming 
style: Amish farmers abjure certain kinds of dependence on the outer 
world (particularly the use of tractors) and are frugal in their use of 
consumer goods. 

Electric power used for milking machines and cooling makes dairy 
farms vulnerable to interruptions in this flow of energy. California farms 
have ”a low level of immunity” from such disruption (Fairbank et al.,  
1978), and Wisconsin farms suffered large losses in the ice storm of 1976, 
not only in loss of milk, but still more from mastitis in unmilked cows. 

Intensification of energy inputs in southwestern Wisconsin led to con- 
centration of effort on soils that are best for moisture storage. Heavy 
fertilizing removed one soil factor as a potential limit to yield, but with- 
out irrigation the hydrologic characteristics became more limiting; “yield 
increases have been acquired at the cost of increased energy expendi- 
tures and requirements for specific site attributes” (Auclair, 1976). 

Fig. XIII.3. A tarmstead is an energy-concentrating and energy-converting node where 
biomass from a large producing area is stored as hay and grain to maintain a steady level 
of conversion by animals into milk and meat. The crib is still full as the new growing 
season commences; central Wisconsin in May. 
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TABLE IV 

Overall Fossil-Energy Inputs and Yields of Dairying 
Systems 

~ 

Location 

~ 

Fossil 
inputs Yields 

~~~ ~ 

New York State' 
Whole farm (105 ha) 
Cropped area (49 ha) 

Old Order Amish 
"Nebraska" Amish 
English 

Amish 
English (small) 

Pennsylvania' 

Southwestern Wisconsin' 

Gippsland, Australia" 

21 
45 

35 
15 
74 

11 
81 
31 

19 
41 

42 
23 
41 

17 
22 
53 

" Data given in milliwatts per square meter. 
' Data from Williams et al. (1975) (40-cow, one-fam- 

ily farm). Direct energy inputs only. 
Data from Johnson et al. (1977). 
Data from Dornom and Tribe (1976). 

The energy content of milk as the major off-farm yield is further con- 
centrated in many dairying regions when the milk is made into cheese. 
The true output of a mosaic of crop ecosystems is focused, by way of 
several score milking barns, on one factory, from which come the prin- 
cipal products, cheese and whey,* of the mosaic. 

Process temperatures are maintained in the cheese factory by fossil 
fuel that warms the vats and in the cow barns by metabolic energy, even 
in cold weather. Wash water for milking is heated by fossil energy to 
90-95"C, but solar energy can provide economic preheating to 60°C 
(Currier and Westwood, 1976; Thompson and Clary, 1977). Process 
warmth of the photosynthesizing apparatus in the fields is derived from 
natural radiant energy. 

Aside from process heat, the field ecosystems receive large external 
inputs and, indeed, could not yield heavily without them (Evans, 1980). 
While they do little to increase the rate of photosynthetic production, 
they enable plant breeders to select varieties that allocate more of the 
converted solar energy to harvestable components. They are more than 
gate or directive inputs of energy, but rather, in his phrase, "supportive 

Whey was formerly often dumped into streams, where its high nutrient value made 
i t  an unwelcome source of energy. Now it is more likely to be recycled into animal feed. 
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inputs.” While such inputs in the past have come from human or animal 
labor, at present they come from fossil energy and in some cases have 
overshot the purpose Evans describes. They bring externalities in the 
form of sediment or pollutant outputs; crop ecosystems are the greatest 
polluters of water bodies in the United States (U.S. Council on Envi- 
ronmental Quality, 1978, pp. 119, 129). Rising costs of fossil energy in 
the U.S. that make fuels and fertilizer 0.2-0.3 more expensive each year 
may mean that the rates of energy conversion described here are near 
their maximum flux densities. Societal problems may, in fact, make de- 
veloping countries cautious in wholesale application of fossil energy, 
as in China (Evans, 1980) and Papua New Guinea (Wood-Bradley et al.,  
1980). 

ENERGY IN CIRCULATION SYSTEMS 

Materials Flows 

The economic and energetic integration of maize, oats, and alfalfa 
ecosystems into an operating farm system is made possible by physical 
integration of material flows. Green chop is carried from the alfalfa field 
to the cow barn for daily consumption; harvested hay and corn are col- 
lected at the farmstead and after processing (grain drying, silage shred- 
ding) are put into storage in corn cribs, silos, and hay barns. Hay baled 
and left in the field is eventually brought to the cows. Manure is removed 
from the central energy-converting node, the barn. All this transpor- 
tation of bulky material takes energy, as illustrated by the following data 
for a New York State dairy farm (Williams et al., 1975): 

trucking associated with crop systems requires 0.8 mW m-2 of farm 

manure handling requires 1.6 mW m ~ ’, 
truck work around the farmstead requires 0.8 mW m-’, 
total energy requirement is 3.2 mW m-2. 

Off-farm traffic includes the linkage of milking barn to cheese factory 
or bottling plant which must be made every day or every other day. 
Dairy regions usually have a dense net of all-weather roads, which how- 
ever, permit long hauls (averaging 110 km in Wisconsin) and excessive 
overlap of hauling routes (Cropp and Graf, 1977). The cost of transport 
in southern Australia is about 6% of total farm energy use, i.e., 1.7 mW 
m-’ of farm area (Dornom and Tribe, 1976). 

On the national scale, assuming that half the truck transport of food 
(J. S. Steinhart and Steinhart, 1974) is intercity, we compute a flux den- 

area, 
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sity of 2-2.5 mW m-' for agricultural supplies (fuel, fertilizer) and prod- 
ucts (wheat, feed grains*). To this should be added at least 0.5 mW m-' 
expended in rail and water carriage of agricultural commodities. The 
food industry, responsible for 12% of the national energy budget, takes 
an even greater share of the conversion of fossil energy to operate in- 
tercity circulation systems. This is a result of the extensive, dispersed 
nature of agricultural production, which, in turn, is a result of the ex- 
tensive, dispersed nature of the flux of solar energy. Fossil energy com- 
pensates, to a degree, for the small solar flux density, as well as for 
differences between the spatial distributions of the producing ecosys- 
tems and the consuming feed animals and humans in the U.S. and 
abroad. 

Intercity freight traffic of all commodities is compared in fossil-energy 
flux densities in Table V. 

Road traffic demands 0.6 of the fossil energy flux, but carries only 
0.22 of the freight. Rail contributes 0.22 of the energy cost and carries 
0.40 of the load-the long unit-trains of coal, the heavy pellet and ore 
trains, the trains of .lumber climbing over the mountains from western 
Oregon, the cars of paper and machinery and chemicals shipped by 
industrial centers. 

Rail freight, as a standard, has an energy cost of 0.44 J rn-l  kg-I, 
somewhat more than for barges and pipelines and much less than trucks. 
A shipment that uses several modes incurs transfer costs; getting steel 
pipe from the Midwest to a geothermal energy project in California 
works out at 2.9 J kg-' m-' overall [data from Gilliland (1975)l. The 
highway mesh over the country consumes fossil energy at a flux density 
of 5 mW m-' of the country's area. 

Energy Moves Energy 

If the freight is rich in energy, say 17 MJ kg-', as is true of much 
biomass, then the quotient of 17 x lo6 and the kilogram meter cost is 
the number of meters the energy content of the substance can carry it 
if completely and frictionlessly converted. Such quotients are so large 
as to make plain the inefficiency of actual transport methods. A pipeline 
bringing natural gas into Wisconsin uses about 0.1 of its gas to run the 

* Insofar as fed off the farm where they are grown. The discussion of dairying systems 
showed that farms that sell animal products rather than primary biomass production must 
devote energy to their internal circulation systems. For instance, few of the millions of 
tons of hay grown in this country appear on public highways. When they do, it usually 
indicates the supplying of an intensified form of energy conversion, like the dry-feed dairy 
lots of Los Angeles. 
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TABLE V 

Freight" Traffic i i i  the Uiiited Stntes hy Modc" 

Energy flux 
density Traffic flux density Unit energy cost 

Mode (mW m-') ( k g m  sec- '  x lo9) (J m ' kg- ' )  

Road 5.1 25.0 2.4 
Rail 1.9 43.0 0.44' 
Water 0.6 17.0 0.35 
Pipelines 0.7 24.0 0.30 
Air 0.5 0.2 28.5 
Total 8.8 109.2 Mean 0.8 

- - - 

' I  The energy costs of moving water, though not included in these 

" Data from C. E. Steinhart and Steinhart (1974, pp. 222-224.) 
'' The decrease in rail freight cost in Germany (on a slightly dif- 

ferent basis) was from 1.6 in 1965 to 0.6 in 1976 (Bauermeister, 
1979). 

figures, are substantial, as described earlier under irrigation. 

compressors that move the gas a few hundred kilometers. Other esti- 
mates are 0.04 per 100 km for natural gas, 0.05 for coal per 100 km by 
rail. Loss of 7 MJ in moving 235 MJ worth of coal from mine to power 
plant (C. E. Steinhart and Steinhart, 1974, p. 209) works out, for a typical 
distance of 300 km, to an energy cost of 23 J m - '  or l o p 7  m-', that is, 
a ten-millionth of its initial size per meter traveled. The converted electric 
energy is transmitted at an energy cost of 70 J m-', equal to 0.8 x 
m-I, but does not include the energy equivalent of outages in this 
weather-exposed system. Buried systems encounter problems of soil- 
heat flux, i.e., "the inability of the earth to absorb heat that is produced 
by the transmission of power" at 230 kV (Metz, 1972). Cryoresistive 
transmission at very low temperatures generates little heat, but needs 
refrigeration to remove heat leaking from the soil into the cable (Metz, 
1972). 

Energy in thermal form is costly to move; atmospheric heat advection 
of low-latitude air over snow-covered land seldom survives distances 
greater than a few hundred kilometers (Lamb, 1955). Transmission of 
hot water or steam for space heating from a plant outside the district 
to be heated is possible to 30 or 40 km, but at a cost increase of 35-40% 
more than from a local heating plant (Karkheck et al., 1977). The trans- 
port of food as a form of energy was discussed earlier. 

The conversion of energy in transit occasionally reaches catastrophic 
intensities. A truck with 36 tons of pressurized natural gas skidded on 
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a Mexican highway in 1978, turned over and burned, igniting a large 
area. The conversion was so fast that buses and cars following could not 
avoid the wreck and were destroyed; if we assume 300 sec, the rate of 
energy conversion over an area of 1 ha gives a flux density of 250 kW 
mp2, which exceeds the energy release in a big forest fire. "The ground 
shook like an earthquake," said a witness who escaped. When the en- 
ergy costs of dozens of dead and of restoring 150 burned people are 
considered, this mode of transport becomes very costly. A few days 
earlier a similar event in Spain killed several hundred people. Tankers 
of energy-dense materials are involved in several dozen accidents every 
year. Propane that burned in a Canadian wreck created thermal con- 
vection that removed half the chlorine in another car, a fortunate but 
not a predictable outcome. The vulnerability of electrical systems has 
already been noted. 

Transportation of People 

The energy costs of carrying people over the wide expanses of the 
United States (Table VI) are larger than those for freight and flux density 
is double that of freight (Table V), but vulnerability of this far-flung 
system is not prevented by its large energy expenditures; in fact, these 

TABLE VI 

Intercity Passenger Traffir in the Uriifed States" 

Energy cost 
Energy flux 

density J rn-' per(, 
Mode (mW m-*) passenger J m - '  kg-' 

Highway 
car 13.3 2410 40 
bus 0.1 780 13 

Rail 0.03 600 10 
Air 4.3 7710 128 

17.7 Mean 2830 Mean 4T 

Data from C. E. Steinhart and Steinhart (1974, p. 223). 
" By somewhat different definitions of long-distance travel, 

values per passenger-meter are cited as 2200 J by car, 670 J 
by bus, and 6700 J by air (Schipper and Lichtenberg, 1976). 
'' For comparison it will be recalled that the energy cost 

of moving upward against gravity is 9.8 J m- '  kg-'. Costs 
of animal locomotion are 3.4 J m - '  kg-' for a 40-kg sheep 
and 0.8 J rn-' kg-' for a 600-kg horse (Schmidt-Nielsen, 
1972). 

~ 
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expenditures suggest attempts to travel at times when the road-vehicle 
system cannot operate. Storms of 1977-1978 in Illinois injured 2000 peo- 
ple and killed 62, mostly on the roads (car accidents, people frozen or 
suffocated in cars trapped in snowdrifts) (Changnon and Changnon, 
1978). Losses would be very large in energy terms and, when added to 
the energy costs of roads and vehicles, make a large total. This may be 
reduced by at least 0.1 by telecommunications (Kumar ef af., 1978) in 
a spread-out country like Canada or the United States in which the per 
capita cost of automobile travel is 6 times that of more compact Japan 
(Doernberg, 1978). 

Quantities of fossil energy used in operating the areally extensive 
systems that circulate materials, energy, and humans over the country- 
side are comparable with the quantities applied to crop ecosystems. The 
circulation systems remain exposed to natural processes and suffer fre- 
quent disruption in bad weather. Moreover, since they are largely de- 
pendent on liquid fuels, they are highly vulnerable; even if there is no 
long-term energy shortage, liquid fuels in particular present “an awe- 
some transitional problem” (Fri, 1978). They are limited in quantity and 
can be produced from coal only by methods that ”will be constrained 
by a scarcity of freshwater” (Harte and El-Gasseir, 1978). Some indi- 
cations [see, e.g., Wall Street Journal (1980), Marshall (1980)l are that 
this conversion of fossil energy to movement, whether purposeful or 
merely restless motion sensation, might not increase much above the 
15-20 mW m-2 in Table VI. 

Fossil energy, formerly inexpensive, has come to be applied in large 
quantities “to manipulate and manage the environment” (Pimentel and 
Pimentel, 1978), specifically in the mechanization, chemicalization, and 
irrigation of crop ecosystems and in powering extensive circulation sys- 
tems that in part transport ecosystem production. 

Quantities of fossil energy applied to agriculture vary from country 
to country. They are small (8-10 mW m-2) in New Zealands clover-grass 
ecosystems; in Australia, where fertilizer and irrigation inputs are small; 
and in India, where they merely supplement bullock labor and dung. 
The quantity in Canada is not much greater (16 mW m-’) (Downing, 
1975), but in the U.S. the number jumps to 42 mW m-2, somewhat 
greater than biomass output, and to 76 mW m P 2  in the United l n g d o m  
(Gifford, 1976). Israel and the Netherlands (150-180 mW mP2) represent 
cases of heavy irrigation and glasshouse culture, respectively. Large in 
terms of biological energy conversion, this application of biological prod- 
uct from past millennia seems to be “probably the most important factor 
responsible for the rapid growth of the world population” (Pimentel 
and Pimentel, 1978), which is the primary problem we all face. 
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PHASE CHANGES OF WATER IN ECOSYSTEMS: 
I. FREEZING AND THAWING 

The peculiar nature of the water molecule results in a heat of fusion, 
334 kJ kg-',  that is larger than that of other molecules of similar struc- 
ture, and an anomalously high melting temperature, 273°K. In addition, 
the large heat of condensation, 2.5 MJ kg-', high specific heat, 4.18 kJ 
kg-',  and the radiative absorptivity of water vapor in the long wave- 
lengths make water in an ecosystem a major thermal flywheel, which 
takes in and releases large quantities of energy with little or no fluc- 
tuation in temperature and so reduces the degree to which ecosystem 
temperature fluctuates to keep its energy budget in balance. 

In this chapter we are concerned with changes between the liquid and 
solid phases as they occur in due season in the annual functioning of 
an ecosystem. While the quantities of energy involved per kilogram of 
water are smaller than those involved per kilogram of carbon com- 
pounds discussed in Chapters XI-XIII, they are significant because the 
quantities of water are large, being measured in hundreds of kilograms 
per square meter. Because radiant-energy intake usually dominates 
melting, the energy budget can be constructed in large part from ra- 
diation considerations in Chapters 111-X. 

PRESENCE AND CHARACTERISTICS OF SNOW COVER IN 
ECOSYSTEMS 

Formation of Snow Cover 

Almost all precipitation in the middle and polar latitudes and at high 
altitudes everywhere starts as ice or snow particles. The conditions for 
formation of a snow cover are simply that falling snowflakes not melt 

258 
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on the way down and not melt on the ground after arrival. These regions 
include maritime mountains, continental mountains, midlatitude low- 
lands remote from the ocean, and high-latitude lowlands. 

Winter accumulation of snow cover in an ecosystem is a contest be- 
tween deposits made by individual storms and depletion between 
storms. Models that reproduce additions to the snow cover and deple- 
tion of it can simulate either intermittent snow cover or variations in 
mass and temperature of a winter-long cover. 

Ecosystem Characteristics 

Important characteristics are slope aspect, slope steepness, and tree 
cover, which determine incidence of the solar beam and the flux of dif- 
fuse solar radiation that reach the snow surface. In the Cooperative 
Snow Investigations sampling of snow cover was stratified by these ter- 
rain characteristics in order to explain differences in melting, which in 
one spring period varied from 28 mm day-' (24-hr mean energy con- 
version rate 110 W mP2) on shaded, sheltered slopes to 45 mm day-' 
(175 W m-2) on exposed slopes (Miller, 1950; U.S. Corps of Engineers, 
1956). Later models include even more terrain variables (Meier and 
Schadler, 1979). 

The "caloric equivalent" of variations in terrain in the Sierra crest 
region was evaluated as 2 W m-2 for each 10" change in slope orientation 
or aspect, 1 W m-' for each 10-m increase in altitude, and 2 W m-' for 
each unit change in a 5-point scale of vertical curvature (Miller, 1955, 
p. 192). Hoecks (1952) estimates of melting on different slopes in the 
Alps depend on exposure to beam and diffuse solar radiation. Larson 
et al. (1974) find aspect and steepness data in dissected terrain to be 
sufficient for a model that calculates the melting of intermittent snow 
cover, but need forest-cover data in less dissected landscapes. A melting 
model including elevation, forest cover, and aspect-steepness dimension 
demonstrates timing of melting at 96 ecosystems in a 108 km2 drainage 
basin (Hendrick et al . ,  1971). Colbeck et al. (1979) feel that forest canopy 
still presents difficult characterization problems. 

Shrub ecosystems exert a similar though smaller effect to that of forest 
in catching falling snow, shaping its spatial distribution, and exposing 
it to energy fluxes. Their effect is largest where snow and branches form 
a single mixture, as in manzanita crushed down under heavy snow cover 
(Wilken, 1967), or snow in sagebrush (Hutchison, 1965). Metamorphosis 
is accelerated by increased solar-energy absorption (Sturges, 1977) and 
melting by increased absorption and roughness (Price and Dunne, 1976). 
Snow intercepted in forest canopy is also intermingled with plant matter 
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(Miller, 1977, Chap. VI) that absorbs solar radiation well. The warm 
stems and needles transfer energy by radiation, conduction, and con- 
vection to snow clumps in the canopy, which may be released and fall 
before melting completely (Satterlund and Haupt, 1970). 

A similar mingling of snow with darker material occurs in late spring 
after rocks and patches of soil are free of snow cover and exposed to 
solar heating. Complex patterns of microrelief in the Austrian and Swiss 
Alps produce complex patterns of snow-free areas (Aulitzky, 1965), 
which accelerate melting of intermingled snow patches. Similar patterns 
affect melting of thin snow on the Plains (Granger and Male, 1978). 

Characteristics of Snow Cover 

The thermal and radiative characteristics of a snow layer result from 
conditions in the storm that delivered it and subsequent metamorphosis. 
Fresh snow cover, made up of delicate, many-branched flakes that trap 
10 to 20 times their volume of air, exhibits the smallest thermal con- 
ductivity of any natural substance, but aging increases both density and 
conductivity. Sources of energy for metamorphosis include kinetic en- 
ergy (wind packing), radiant energy (vapor translocation and crystal 
growth), soil warmth (bottom melting), refreezing in ice lenses of melt- 
water draining down from an irradiated surface, and refreezing at the 
surface (sun slabs) (Bader et al., 1939). 

Temperature of snow cover is usually below 273°K in cold environ- 
ments, and vapor moves from warmer to colder layers in temperature- 
gradient metamorphosis (Sommerfeld and LaChapelle, 1970). A dry 
snow cover builds up a value of ”Kaltegehalt” or cold content, a term 
that looks forward to subsequent melting, and that amounts to 10-15 
MJ m-* in madente\y deep snow cawex. k is modeied by simuiating 
the substrate-heat flux (Obled and Rosse, 1977; Colbeck et al., 1979). 

In higher-energy environments that hold the bulk of the snow cover 
at 273°K €or long periods, equitemperature metamorphosis occurs and 
is marked by diffusion of vapor molecules to locations that will minimize 
the free energy at the surface of the snow crystals, largely by reducing 
their surface area. Metamorphosis changes the number of ice-air inter- 
faces within the snow cover; refraction and scattering of incoming pho- 
tons are reduced, and both transmission and absorption increase. Vis- 
ible-band solar radiation is reflected near the surface of dry snow cover, 
but in moist snow penetrates deeply in accord with the extinction coef- 
ficient v in Beer’s law, 

I = be-”’, 
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where lo is initial and I local intensity and z depth into the snow cover. 
In new snow v can be as large as 50 m ~ and decreases by an order of 
magnitude during metamorphosis (Mellor, 1964). Increased transmis- 
sion of light in spring aids germination of plants under snow cover and 
stimulates chlorophyll synthesis (Richardson and Salisbury, 1977). 

Density of dry snow in the upper layer of a snow cover affects trans- 
mission and absorption of radiation, as does size of snow grains (Bergen, 
1975). With large grains density is the major factor; with small grains 
it is grain size. The large grains and high density produce greater ex- 
tinction and absorptivity in older snow (Anderson, 1976, p. 81; Arai, 
1965), which augments the effect of increasing solar energy in spring. 

Emissivity and absorptivity of melting snow for longwave radiation 
approaches that of a blackbody,* due in part to its highly porous surface, 
virtually composed of tiny blackbody cavities. Projecting crystals led 
early investigators to postulate that emissivity was higher than that of 
a blackbody (Voeikov, 1885); while this is not true, near-blackbody ab- 
sorptivity does couple snow cover closely with longwave radiators: 
atmospheric vapor, C 0 2  molecules, clouds, or forest canopy. 

The turbulent coupling of snow cover and atmosphere depends on 
ecosystem roughness, e.g., when understory vegetation melts out of the 
snow (Price and Dunne, 1976). Characteristics of snow and ecosystem- 
thermal conductivity, absorptivity, emissivity, and roughness-condi- 
tion the coupling of the snow with the sources of energy-soil, atmo- 
sphere, and sun. We will now look at these sources and couplings. 

THE ENERGY BUDGET OF MELTING SNOW COVER 

Major Sources of Energy 

of the melting layer at a cost of 334 kJ kg-', but sources are diverse. 

The first snows of autumn are often casualties of warm 
soil, but this conduction potential diminishes as the bare soil cools by 
radiative exchange in the lengthening nights or by losing sensible heat 
to successive invasions of polar air streams. In any case, the quantity 
of energy is limited to the amount of heat the soil took in during the 
previous summer and seldom will dispose of more than 200 mm of 

In the source-sink relation the sink is the meltwater that drains out 

The Ground. 

* Lower values may occur in cold, small-grained snow (Mellor, 1977) in nonmelting 
situations. 
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snowfall. Aquatic ecosystems are quite different, of course, due to their 
enormous heat storage. 

This source varies from day to day as the synoptic 
circulation changes. Energy in large quantities is advected poleward 
from snow-free parts of the world, particularly the Gulf of Mexico for 
the Midwest, in several forms: potential, kinetic, latent, and sensible. 
This energy is delivered to the underlying snow cover by radiative and 
turbulent processes. Sensible-heat flux to snow on the Canadian prairies 
is indexed by temperature of the air at the 850-mbar pressure level 
(Granger and Male, 1978). However, warm air, defined by 1000-500 
mbar thickness exceeding 5.3 km, does not transgress over snow-cov- 
ered land more than a few hundred kilometers because it loses energy 
to "many sorts of cooling processes," including radiative and convective 
exchanges with the underlying snow (Lamb, 1955). Air streams exceed- 
ing 5.4 km thickness do not transgress at all without the aid of subsid- 
ence. Ecosystems remote from the equatorward margin of regional snow 
cover do not have access to this major heat reservoir. 

Ecosystems at all locations do, however, have access to 
solar energy in spring, and as spring advances its latitude dependence 
diminishes. Access is best in subsidence situations, which are frequent 
over the cordillera of western North America. Intense midday radiation 
causes snow cover to age and its absorptivity to increase day by day. 
In spring the increase of radiative flux density, lengthening of days, and 
greater absorptivity combine to make the sun the dominant energy 
source. 

The Atmosphere. 

The Sun. 

Soil-Heat Flux 

Conduction governs the flow of soil heat into the overlying snow 
cover, as well as from a warmed upper layer of snow into colder middle 
layers.* It is small but continues through the winter, the diminishing 
gradient of temperature being offset by increasing thermal conductivity 
as the soil gets wetter (U.S. Corps of Engineers, 1956, p. 179). The in- 
sulating power of the snow cover traps the upwelling heat from the 
ground to bring about an equilibrium at 273°K at the snow-soil inter- 
face.t The lower layers of snow lie at the melting point, melting only 
slowly; their condition is like that of an ice and water mixture in a ther- 

* Conduction can move no heat within isothermal layers of the snow cover, and since 
the upper layer cannot exceed 273"K, it cannot deliver heat to lower layers also at 273°K. 

t Top layers of the soil that had frozen before snow cover forms and insulates them 
often thaw from the heat that continues to rise from deeper, warmer layers of the soil. 
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mos flask. In the absence of a large inflow or outflow of energy, im- 
possible under the blanket of snow, neither freezing nor melting gains 
the upper hand. 

Flux densities average about 3 W m - 2  in the Sierra Nevada and pro- 
duce appreciable melting during the long life of the snow cover. Winter 
runoff in maritime ranges of Japan is generated at rates of 2 W rn-’ in 
Hokkaido and 6-8 W m-’ in Honshu (Arai, 1968). In colder climates, 
even though soil and snow temperatures may not reach 273”K, soil-heat 
flux occurs; rates in New England average about 3 W m-’ [from data 
in Anderson (1976)l. The lower layers of Arctic snow benefit from 
trapped heat from the soil and plants, and animals live in an environ- 
ment that is warm and steady in temperature, humid, silent, and dark 
(Pruitt, 1957). Electrical heating of bridge decks in Louisville melts 
snow at its rate of delivery; however, this averages only 4 W m-’ and 
is achieved by conversion of electrical energy at a rate of 185 W m-’ 
(Havens et al., 1979). 

Energy Fluxes from the Atmosphere 

Rainwater used to be considered to be a large source of 
heat for melting snow, an idea made plausible by the observed rapid 
disappearance of snow in a warm rainstorm. However, energy analysis 
showed this flux to be minor (Horton, 1915). The specific heat of rain- 
water, 4.2 kJ kg-’ deg-’, is small compared with the heat of fusion, 
334 kJ kg-’; 1 kg m-2 of rainwater at a temperature of +5”C will melt 
only 5 x 4.2 kg/334 of ice particles or 0.06 kg mP2. The amount of 
melting ascribed to rainwater in a Vermont basin averaged only 4 mm 
per season (Anderson, 1976) and the energy-flux equivalent is less than 
0.2 W m-’. 

The observed rapid snow melting in rain- 
storms is due to other heat transports from the air, one of which is the 
latent heat released when vapor condenses on the cold snow surface. 
Comparing the heat of condensation to the heat of fusion gives a ratio 
quite different from that in the rainwater case: 

2500 kJ/334 kJ = 7.5 

This mode of heat transport is episodic, however, and over a season 
may not bring more heat to the snow cover than the upward flux of 
vapor by evaporation in interstorm periods removes from it. The net 
balance depends on frequency of air streams with vapor concentration 
exceeding that at the snow surface, 3.8 g kg-’ (or 6.1 mbar vapor pres- 
sure). Snow hanging in tree crowns is fully exposed to wind and sun, 

Rainwafer. 

Latent Heat of Condensation. 
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two factors we usually associate with strong evaporation; yet because 
its vapor pressure seldom exceeds atmospheric vapor pressure the di- 
rection of the latent-heat flux is usually toward the snow, and melting 
ensues (Miller, 1967). 

This turbulent heat flux often parallels the flux of latent 
heat from air to snow, except under hot, dry air when it has the opposite 
direction. The two fluxes are carried by the same turbulent eddies and 
affected by the same conditions of ecosystem roughness and atmos- 
pheric kinetic energy and gustiness. Their relative sizes depend on the 
respective gradients, that is, atmospheric warmth above 273°K and 
vapor concentration above 3.8 g kg-'. Any storm producing conden- 
sation melting produces also a parallel sensible-heat flux, which aug- 
ments that melting. The sensible-heat flux is important in ordinary 
spring melting weather when it reaches midday rates of 30-50 W m-'. 

This heat flux from air to snow cover is always 
large (Chapter VI) and reaches a maximum during the massive advection 
of a major rainstorm, as Hubley (1957) showed for a maritime snowfield 
in southeastern Alaska. Because rain clouds may be warmer than the 
snow cover and have equal emissivity, radiative input to the snow out- 
weighs the radiant flux emitted by the snow (315 W m-2) by 20 to 30 
W m P 2  or even more. 

Other than in episodes of strong heat advection the downward flux 
of longwave radiation usually falls in a range from 250 to 300 W m-', 
and the net exchange of energy by longwave radiation is a deficit that 
varies from - 15 to - 65 W m-2. When night comes, solar energy shuts 
off but longwave keeps coming and prevents supercooling of the snow. 
We tend not to see this quiet flow of energy and should look at sites 
where it is weak, i.e., at high altitudes. From data at 5.4 km in the Andes 
(Hastenrath, 1978) I estimate the incoming mean longwave flow at 225 
W m-' or less, a flux so small that the sun is unable to bring the snow 
to the melting point. 

Sensible Heat. 

Longwave Radiation. 

Absorbed Solar Radiation 

This energy flux depends on snow-cover absorptivity, is absent at 
night, and is small in episodes of strong advection. When it is present, 
however, it is the central component of the energy budget of the snow 
cover. In Sierra spring weather absorption of solar energy peaks around 
400 W m - 2  in its daily cycle, averages 200 W m-2 over the daylight 
period and 100 W rn-' over the 24-hr cycle; it is a major energy flow 
on the Great Plains also (Granger and Male, 1978). 
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The importance of solar absorption in the energy balance of snow 
cover has often suggested practices to increase it in critical sites or at 
dates in spring while air temperature is still below freezing. Carbon 
black, coal dust, cinders, and other substances have been used with 
expectable results but economic hindrances restrict the practice to air- 
ports, deep snow along field edges, or browse areas important in winter 
survival of game animals. Overenthusiastic application of the darkening 
agent may increase heat loss by turbulent fluxes or insulate the snow 
itself (Slaughter, 1969). 

The Energy Budget 

The energy fluxes described above transport energy from three res- 
ervoirs, ground, atmosphere, and sun. Their flux densities depend on 
the strength or energy density of these sources, but also upon the special 
characteristics of melting snow, especially its restricted temperature 
range. 

Snow contrasts with other ecosystem surfaces, 
which warm up in response to radiant-energy intakes to a temperature 
that comes to exceed air temperature and cuts off gain of sensible heat 
from the air (Chapter VIII). By staying cold, snow may retain a down- 
ward temperature gradient regardless of its heat intake. Its correspond- 
ingly low vapor pressure similarly retains a downward humidity 
gradient. 

The energy-budget approach, in which surface temperature mediates 
between the absorption of radiant energy and the disposition of the 
same quantity of energy, is facilitated by the fixed temperature of melting 
snow and ice. The flux of emitted longwave radiation remains constant, 
as do surface temperature and vapor pressure that determine the gra- 
dients along which sensible and latent heat flow. These gradients 
therefore can be determined by air temperature and vapor pressure as 
measured conventionally. 

The connection of glacier changes to cli- 
matic change led to the study of snowfields in Scandinavia in the 1920s 
and 1930s, and the investigators adopted the energy-budget approach 
(e.g., Sverdrup, 1935; Wallen, 1949), based on earlier studies of radia- 
tion. The concept was later applied to snow cover in the Alps, Russia, 
and North America. In the western United States it replaced degree-day 
or air-temperature methods, inadequate for the hydrologic design of 
reservoirs and dam spillways being built after 1946, and was modified 
for topographic and forest environments of the snow fields that yield 

Surface Temperature. 

The Energy-Budget Concept. 
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the water supporting Western agriculture and cities (U.S. Corps of En- 
gineers, 1956; Miller, 1953, 1955). Forest effects were specifically ex- 
amined in later work by the Forest Service (Anderson et al.,  1958), and 
the methods were extended to large drainage basins by the U.S. Corps 
of Engineers (1960) and U.S. Geological Survey (Rantz, 1964). 

Subsequently, the energy-budget model, usually as adapted from its 
detailed explication by the Snow Investigations (U.S. Corps of Engi- 
neers, 1956), was expanded by computers to allow rapid calculation of 
melting rates through a whole season. These included submodels of 
snowfall, so that snow-cover mass and meltwater are determined day 
by day but remain in need of field measurements to validate them 
(McKay and Thurtell, 1978). Applications of the Snow Investigations 
model have been made in the former snow laboratories (Riley et al. ,  
1973), the Rockies (Leaf and Brink, 1973), the Southwestern plateaus 
(Solomon et al . ,  1975), New England (Hendrick et al . ,  1971), the boreal 
forest (Price and Dunne, 1976), the Arctic (Outcalt et al . ,  1975), and the 
Alps (Obled and Rosse, 1977), as well as in many other environments. 
Some models generate a surface temperature that is converted to melting 
if it exceeds 273°K (Outcalt et al., 1975) and shows the effects of cold 
spells (Obled and Rosse, 1977). Others improve on the formulation of 
turbulent heat fluxes (Price and Dunne, 1976); some incorporate sub- 
models for estimating solar radiation from more commonly observed 
parameters (Solomon et al . ,  1976). 

Some melting models are incorporated in a program of river fore- 
casting (Rockwood, 1972). In the Soviet Union, the energy balance 
method has been extended in snow hydrology as well as in other geo- 
physical processes (e.g., Kuz’min, 1960). Even with its uncertainties, it 
is far superior to methods based on air temperature (McKay and Thur- 
tell, 1978), which of course is not a measure of energy or energy flux. 

EFFECTS OF TERRAIN AND WEATHER ON THE ENERGY BUDGET 

Transformations of Solar Energy in Anticyclonic Weather 

Forest canopy separates the snow cover from sun and atmosphere 
visually, but in other ways is a thermodynamic intermediary. Its role 
of shelter from the wind has minor significance in settled anticyclonic 
weather, but its role in transforming solar radiation into other forms of 
energy is significant. The irradiated foliage is warmed, vapor pressure 
at leaf surfaces increases, and the canopy generates sensible and latent 
heat and longwave radiation. Its lower levels radiate to the snow on the 
forest floor, often at a rate higher than the 315 W m P 2  that the snow 
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is emitting. Small fluxes of sensible heat and vapor make their way from 
crowns to snow, though they are difficult to measure (Miller, 195.5; Col- 
beck et d., 1979). 

Where forest is open, or where geological contrasts, shallow soils, or 
fire have made it discontinuous, snow cover on meadows or shrub 
ecosystems is interspersed with snow-free canopy of tree ecosystems. 
Sensible and latent heat generated in the tree stands finds its way to 
the snow in the openings, carried by turbulence caused by the rough 
mixture of stands and openings. The earmarks of this mesoscale trans- 
port in the local air are air temperatures exceeding + lWC, even in the 
presence of snow 2 to 3 m deep, and vapor pressures exceeding 10 mbar 
(Miller, 1950), which can have no other source than the cell walls of the 
irradiated needles. 

Unfrozen soil under the snow does not limit water uptake, and tran- 
spiration powers a local cycling of water from soil to needles, into the 
local air, and in part downward to the snow cover, a mass flow that 
transports energy from tree crowns to snow and augments midday 
me1 ting . 

Mesoscale transports late in the melting season move energy from 
bare ground to remaining patches of snow, both in mountains and on 
plains; turbulent heat fluxes are strong at the edge of a snow patch and 
diminish inward (Khodakov, 1965), just as in an oasis. On an average 
day in spring 40 km2 of bare patches are formed in the basin of the 
American River (5600 km2) (Schneider et al.,  1976) and become new heat 
sources. Kinetic energy for this transport derives from unequal fluxes 
of sensible heat from forest and meadows, and in dissected topography 
from the mountain-valley breeze circulation, both generated by solar 
energy. 

Anticyclonic subsidence of air into mountain ranges in radiation 
weather brings heat to ridge ecosystems, especially at night, in quantities 
as large as 10-20 W rn-' (Miller, 1955, p. 164). Beam radiation dominates 
in anticyclonic weather, and the shade pattern near a forest stand de- 
pends on its height and on sun altitude and azimuth, as well as ground 
slope, and can be delineated at each hour of the day (Satterlund, 1977). 
Longwave emission by tree borders replaces a smaller flux density from 
the part of the sky it blocks out. The net gain is usually greatest from 
trees on the north side of an opening, and meadow or strip-cut forest 
is a beneficiary (Anderson et al., 1958). 

Diurnal March. Measurements of the energy fluxes at the surface of 
a snow cover 1.2 m deep in a mountain meadow on a clear spring day 
(22 April 1954, solar declination +11" 35') from Snow Investigations 
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sources (Hildebrand and Pagenhart, 1955; U.S. Corps of Engineers, 
1956, Plate 5-8) show clear diurnal variations. Decreasing longwave ra- 
diation from the cooling local air in the valley during the night allowed 
the snow surface to chill to 267°K by dawn, at which time its emission, 
290 W mp2, was met from incoming longwave radiation (245 W m-2), 
from the freezing of meltwater into a crust (25 W m-2), from heat re- 
leased as the snow cooled (substrate heat flux) (10 W rnp2), and from 
condensation of vapor (10 W m-2). Local heat sources maintained its 
energy budget in balance. 

This low-energy condition altered rapidly when the sun rose. By noon 
absorption of solar energy by the snow reached 385 W m-2, and the 
impulse of solar energy absorbed by the lodgepole pine ecosystems that 
bordered the meadow set other transformations into operation. Their 
irradiated foliage warmed the local air to 15°C and the air on higher 
slopes still more, bringing into existence an up-valley wind, which 
moved air from tree stands over the meadow with kinetic energy suf- 
ficient to generate mechanical turbulent exchange with the snow surface. 
The turbulent flux of sensible heat brought 45 W m - 2  to the melting 
snow at noon and was accompanied by a smaller turbulent flux of latent 
heat. In addition, the warm air had increased its radiation downward 
to the snow. These auxiliary fluxes, which augmented the solar regime 
already manifested in the absorption of shortwave radiation by the 
snow, are forms of local heat advection that have been noted also in 
sagebrush ecosystems (Meiman, 1969, p. 62). 

The midday radiant-energy intake, 755 W m-', is diminished by the 
315 W m P 2  emitted by the snow but augmented by 70 W m-2 in non- 
radiative but solar-generated fluxes. The energy sink had to dispose of 
510 W mP2, which went to melt snow. The meltwater equivalent, found 
by dividing by 335 kJ kg-', is equal to 1.52 x kg m-2 sec-' = 

5.47 kg rn-' hr-I, i.e., 5.5 mm hr-', confirmed by measurements of 
water draining from the snow (Miller, 1977, p. 177). 

The daily waves of water yielded by the meadow evidence solar con- 
trol (Fig. 1) during clear weather. The spring climate of this snow cover 
ecosystem is a series of strong, regular pulses, the impacts of the in- 
termittent flux of solar energy, and can be accurately modeled (Miller, 
1955; Anderson, 1968). In the Alps also the time and space patterns of 
melting out (Ausaperung) of ecosystems can be modeled from net short- 
wave radiation (Meier and Schadler, 1979). Radiative melting is not con- 
fined to mountains or to middle latitudes; open spruce forest in Ungava 
at 55"N displayed midday rates of 165 W m-2 in a plot facing northeast, 
and 200 W m-2 in one facing southwest (Price and Dunne, 1976), with 
a well-marked diurnal regime. 
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Fig. XIV.1. Diurnal pulses of meltwater from lysimeter in the Lower Meadow, Central 
Sierra Snow Laboratory, in the spring of 1954, expressed in terms of energy equivalent 
(watts per square meter). Clouds on 3 May and 2 mm rain on 9 May were the only in- 
terruptions to a regular series of daytime energy pulses that started following a cold, dry 
outbreak after a snowstorm on 30 April. Depth of snow on the lysimeter decreased steadily 
through this period, and bare spots began to show by 12 May. (Hildebrand and Pagenhart, 
1955.) 

Transformation of Advected Atmospheric Energy 

In advective melting a warm, humid, cloudy air stream delivers energy 
to the snow in three modes: 

(1) The most important is longwave radiation, which is large 
(300-350 W m-') by reason of the warmth of the radiators and the high 
emissivity of the vapor concentration and clouds. 

Turbulent transport of sensible heat is large since the kinetic en- 
ergy of the storm easily overcomes the negative buoyancy of the stable 
air overlying the snow. 

At moderate to high vapor concentrations, the latent-heat flux 
from air to snow is large. 

The turbulent fluxes are larger at low altitudes in a drainage basin than 
at high and are reduced by continuous forest canopy. Episodes of ad- 
vective thawing of winter snow cover occur in midlatitude and conti- 
nental interiors and lower-altitude* maritime mountains. Spring melting 
in the northern Rockies in years of frequent advection may average as 
much as 4 mm day-' more than in other years (Packer, 1971). High- 
altitude melting in midlatitude mountains like the Sierra occurs only in 
air streams from low latitudes, as in December 1937 and November 1950, 
and creates catastrophic flooding. 

Hubley (1957) measured high 24-hr melting rates in summer rain- 
storms in southeastern Alaska, which were due to 350 W m-' of long- 

* The effect of Pacific air entering the northern Rockies is shown by a snowmelt lysimeter 
(Haupt, 1969), which suggests that much winter meltwater originates in the melting of 
intercepted snow in the forest canopy (Haupt, 1972). 

(2) 

(3) 
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wave radiation from warm, low clouds and 200 W m-’ in the turbulent 
fluxes. A design-flood sequence in the Oregon Cascades postulates 
melting rates in the maximum 6-hr period to be supported by turbulent 
fluxes equal to 50 W m-’ sensible heat and 130 W m P 2  latent heat, 
averaged over all elevations of the drainage basin (U.S. Corps of En- 
gineers, 1960, Plate 6). Design rates of melting in central Russia 
(Kuz’min, 1960) include short-term turbulent energy fluxes of 300 W 
m-’. Such rates of melting, often accompanied by heavy rain, create 
a layer of slush at the snow-soil interface (Horton, 1936) that is hy- 
draulically unstable. 

Structure of Energy Budgets 

Advection of warm, humid air can sustain a rate of delivery of energy 
to the underlying snow of 500 W m-’ or more by three modes of heat 
transfer, a figure comparable to midday rates of energy delivery in ra- 
diation weather. However, the structure of the energy budget is different 
in the two cases. The structure is outlined as follows: 

Kabs + Labs f H + 2.5 X lo6 E = 315 + M ,  

in which the gain by absorption of radiant energy by the snow cover 
is Kabs + Labs (where K and L stand for shortwave and longwave ra- 
diation, respectively), the gain by sensible heat is H, and latent heat is 
2.5 x lo6 E ,  where E is condensation in millimeters per second. The 
sum of radiative and turbulent heat intake is equal to emitted longwave 
radiation, constant at 315 W m-’, and a residual variable, the latent heat 
of fusion M .  All fluxes are in watts per square meter. 

In radiative weather in the Sierra at midday, this equation becomes 

385 + 370 + 45 + 25 = 825 = 315 + 510 W m-’, 

in which 510 W rn-’ is the rate of energy conversion in melting. Ra- 
diation absorbed by the snow cover is 755 W mP2, half solar and half 
longwave, and contributes 0.91 of the total intake of energy. The solar 
contribution itself is 0.46 and beam radiation approximately 0.40. 

The structure of the energy budget over the 24-hr day is less domi- 
nated by solar energy: 

120 + 284 + 18 + 8 = 430 = 305 + 125 W m-’. 

Radiant-energy intake (404 W rn-’) is 0.94 of the total energy intake of 
the snow cover, and the purely solar contribution is 0.38. After longwave 
emission is subtracted from the total intake, 125 W m-’ remains for the 
heat of fusion, typical for high-altitude spring at a middle latitude. 
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Summer in Lappland, at a much higher latitude (Wallen, 1949), is 
characterized by energy advection and the mean equation is 

90 + 280 + 30 + 20 = 420 = 315 + 105. 

Absorbed radiation contributes 370 W mp2,  mostly in the long wave- 
lengths. The atmosphere contributes this longwave flux, sensible-heat 
flux, and condensation, or (280 + 30 + 20) = 330, for 0.79 of the total. 
Midlatitude cyclonic storms in the polar Urals bring a total heat intake 
up to 590 W m-’ (Kotliakov, 1968, data in Table 26), 0.37 of this via the 
turbulent fluxes; high-latitude cyclones brought less heat, only 0.17 of 
which was delivered by turbulence. Solar energy provides 0.3 of the 
total in anticyclonic weather and 0.1-0.15 in cyclonic. 

The structure of the energy budget of ecosystems during the melting- 
out period varies with synoptic conditions. Solar energy is dominant in 
anticyclonic periods, providing 0.4 of the total intake of energy by the 
snow and evoking diurnal regimes in the other energy fluxes. In ad- 
vective weather it provides 0.2, or less in large rainstorms, and exerts 
little influence on the other fluxes. 

Removal of all the snow in an ecosystem at the end of winter takes 
energy flow over time, but delay in spring warming of the ecosystem 
and its soil is offset in part by the fact that the snow cover has protected 
the soil from freezing deeply, or even freezing at all. The size of this 
benefit depends on whether or not it was established early enough in 
fall to have forestalled deep chilling of the soil. 

Spring snow cover in the mountains of western North America holds 
the water needed in summer by crop and urban ecosystems in the valleys 
below, and the later the snow melts the better. Managers of mountain 
ecosystems seek to delay and prolong the melting season. It appears 
attractive to manipulate vegetation for this purpose (Meiman, 1969, p. 
67), but requires an understanding of forest effects on radiative and 
turbulent fluxes (Colbeck et al., 1979; Reifsnyder, 1979). 

Spatial Distributions in Radiative and Advective Melting 

Radiative melting displays large place-to-place differences in dissected 
terrain because the directional solar beam is dominant. As a result, there 
is a spatial sequence of melting-shaded slopes after sunny slopes- 
that prolongs the period of meltwater yield from a drainage basin. Late 
snow in a forest opening also melts rapidly by receiving sensible heat 
transferred from trees and bare sun-heated forest floor (DeWalle and 
Meiman, 1971), to an amount equal to 85 W m-2, according to a Colorado 
study. 
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Advective melting displays spatial differences associated with altitude 
and aerodynamic shelter by topography and forest. These factors pro- 
duce a different spatial pattern than in radiative melting, but similarly 
prolong the melting season of a drainage basin. Altitude effects in the 
northern Rockies produce a delay of 4 days per 100-m increase (Packer, 
1971) and interact with spatial patterns of radiation melting. These in- 
teractions have been evaluated in New England (Hendrick et al.,  1971) 
and the Alps, where the snow cover is particularly patchy over a period 
of more than 2 months (Aulitzky, 1958, 1965; Meier and Schadler, 1979). 
Successive measurements of snow-covered area in a drainage basin by 
air photography, aerial reconnaissance, and satellite-borne sensors are 
employed to determine shrinkage of the cover and provide data from 
which melting rates and energy supply can be assessed (U.S. Corps of 
Engineers, 1956; Chernogorov, 1966; Leaf, 1975). 

THAWING OF SOIL AND ICE 

Different physical characteristics of snow cover and frozen soil govern 
the respective couplings with their environments. 

(a) Soil, wet or frozen, has absorptivity of the order of 0.85-0.90 for 
solar radiation, about four times that of snow cover. 

(b) Although soil-ice temperature remains at 273°K or below, the 
ice is intimately mixed with mineral soil particles that have no such 
restraint and can transfer heat to adjacent ice. The mixture of ice and 
warmer soil particles can emit more radiation than snow cover (except 
in low-emissivity high-silica soils). 

(c) Thin layers of frozen soil that form on autumn nights are subject 
to melting from below, like an early snowfall. 

Several centimeters of the top of a layer of frozen soil can melt on a 
sunny day in spring, although meltwater cannot easily drain away. Mud 
is a constant factor in military or any other off-road operations in spring, 
and in summer is a problem in permafrost lands, confining heavy trans- 
port to winter. 

The high absorptivity of ice cover of aquatic ecosystems in comparison 
with snow cover increases the importance of solar radiation. High ab- 
sorptivity also accentuates spatial differentiation in melting rates caused 
by shading of a glacier surface by valley walls or by the orientation of 
sectors of the glacier surface relative to the angle of the sun. 
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FREEZING 

Water in leaves of ecosystems freezes under the control of biophysical 
forces, but nevertheless in response to leaf temperatures of 273°K or 
lower which are governed by the nocturnal energy budget, in particular 
the exchange of longwave radiation and sensible heat. Little water is 
involved, and so the quantity of latent heat of fusion is small. 

Freezing of Wet Snow or SoiI 

Meltwater, held on the surfaces of snow grains at and near the upper 
surface of the snow cover, can be measured by calorimetry or remotely 
(Stiles and Ulaby, 1980). It begins to freeze if incoming longwave ra- 
diation and turbulent heat fluxes diminish to a sum less than 315 W 
m-’. As long as liquid water is present, its freezing will supply energy 
at the rate of 335 kJ kg-’ and the snow will not drop in temperature. 
The fact that surface temperature did in fact decrease to 267°K through 
the night in the Sierra example discussed earlier in this chapter indicated 
that refreezing of meltwater occurred. The refrozen water cemented 
snow grains together to a depth of several centimeters, and this crust 
cooled substantially below the freezing point, releasing additional heat. 

The amount of water frozen in a crust is limited by several factors: 

(a) The nocturnal intake of longwave radiation is usually not less 
than 200-250 W mp2, so that the deficit below the 315 W m-’ threshold 
never becomes very large. 

(b) 
(c) 

The duration of the night is limited. 
As water drains downward, its initial concentration (0.05-0.10 

of the snow mass) decreases, less is available to freeze, and more has 
escaped deeper into the snow cover and farther from the radiating 
surface. 

The total energy turned over by refreezing in the situation discussed 
was 1.0 MJ mp2, a typical quantity. 

This carryover of energy from day to night makes an important con- 
tribution to the nighttime energy budget and forestalls strong cooling 
of the snow. Surface and air temperatures in the Sierra seldom fall lower 
than - 5 to - 10°C at night, partly as a result of the buffering action of 
this stored heat (Miller, 1955, p. 153). A similar carryover occurs when 
a cold dry air stream overspreads a snow cover following warm humid 
air, as was shown by careful measurements at Guelph, Ontario (McKay 
and Thurtell, 1978). 
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Storage, transfer, and release of energy also take place at the surface 
of wet soil in fall on a cloudless night with strong cooling by exchange 
of longwave radiation. Needle ice as a special case under specific mois- 
ture conditions is amenable to energy modeling (Outcalt, 1971). 

The freezing of wet soil brings about the same diurnal cycle in bearing 
strength and off-road trafficability as freezing does in mountain snow. 
Movement may be possible only as long as the frozen crust remains and 
bogs down after it thaws in midmorning. 

Anticyclonic weather in Indian summer produces a sequence of nights 
with steadily greater depths of soil cooling and freezing, which comes 
to involve soil-heat flux (Chapter XVII). Models of soil freezing may 
combine the surface energy budget and soil-heat flux (Cary et al.,  1978), 
the latter being perhaps more important. 

Freezing of Bulk Water 

Latent heat released when water freezes is utilized in the frost-pro- 
tection practice of sprinkling orchard foliage, usually at a rate of 2 mm 
hr-‘ (Bagdonas et al.., 1978, p. 57). Ice that forms on the leaves releases 
heat at a rate of 100-200 W m P 2  that holds leaf temperatures at 0°C so 
long as the night is not too long, nocturnal chilling not too vigorous, 
or the ice too heavy. The objective is to form “icicles with clear ice en- 
casing all parts of the plant” (Bagdonas et al.,  1978, p. 59); this practice 
walks a tightrope at 273°K in the hope that the sun will rise before the 
ice load breaks the trees. 

Formation of an ice cover on shallow water bodies displays a diurnal 
freeze-and-thaw cycle similar to that at the surface of snow cover or wet 
soil, and similarly carries energy over from sunny days to clear cool 
nights. The establishment and thickening of ice cover on aquatic eco- 
systems involves substrate heat fluxes and will be discussed in Chapter 
XVIII. 
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PHASE CHANGES OF WATER IN ECOSYSTEMS: 
11. VAPORIZATION 

Ecosystems leak water at the same time they take in the C 0 2  that 
feeds their photosynthetic activity. The water leaking through cell walls 
in the leaves is converted from the liquid state, in which it has played 
physiological roles in the plant, to the mobile vapor state at an energy 
cost that is much greater than the cost of melting ice to liquid. This 
important conversion of energy into a latent, or hidden, form removes 
energy from the thermal arena and prevents leaves from overheating 
at the times when photosynthesis is in need of a stable temperature 
regime. Vaporization also removes excess water, an obvious benefit in 
spring when waterlogged soil becomes low in oxygen for ecosystem 
roots. 

If we think of these occasions as simply due to unseasonable rain, it 
is because rain is basically unpredictable and we do not recognize how 
much we rely on the steadiness of the conversion of energy in vaporizing 
water. Yet the predictability of evapotranspiration is one of the values 
of this energy conversion in the life of ecosystems. The energy conver- 
sions associated with carbon (Chapters XI and XII) and water overlap 
in this process. 

ENERGY CONVERSION BY VAPORIZATION 

Surface Temperature 

Surface temperature To, the key to all the conversions and fluxes of 
energy in ecosystems, is particularly important for the latent-heat con- 
version, and maintaining surface temperature in the face of heat-re- 
moving conversions means that energy has to be available. The energy 
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demands of evaporation are large, a fact of molecular interaction ex- 
pressed in the anomalously large latent heat of vaporization of water: 
2.5 MJ kg-', varying slightly with temperature. 

Unlike melting, vaporization is not restricted to a specific point on the 
temperature scale, but quietly proceeds in the cold as well as in the heat. 
At whatever temperature it occurs, however, it sequesters energy that 
the ecosystem must take in from one source or another. 

Energy Sources 

In the most common case most of the energy for vaporization comes 
from radiant-energy intake: the absorption, independent of surface tem- 
perature, of incoming longwave and solar radiation. Other sources are 
important only in such special sites as aquatic ecosystems and oases. 

When leaf stomata open during the hours 
when photosynthetically active radiation is being received by the eco- 
system to let C 0 2  molecules enter they let H 2 0  molecules escape. Tran- 
spiration is powered in large part by absorption of radiation not used 
in photosynthesis because it is of the wrong wavelength or is delivered 
in excess of the assimilative capacity of the photosynthesizing apparatus. 

Ecosystem albedo is important in modeling how evapotranspiration 
will be changed if, for instance, New Zealand tussock is converted to 
improved pasture (Fitzharris, 1974). Regional differences in longwave 
radiation also enter models of soil evaporation (Kalma et al.,  1977). 

Densities of the absorbed fluxes approximate 500-600 W m P z  in mid- 
day hours during the growing season, of which photosynthesis claims 
only 10-20 W m-2. Another 315 W m-2 or more must go as longwave 
radiation emitted at leaf temperatures necessary for photosynthesis, but 
much energy remains for other conversions, including latent heat, a 
major "dissipative" term in the budget (Lowry, 1969, p. 130). 

This partitioning of radiant-energy intake into emitted radiation, sen- 
sible heat, and latent heat provides one basis for estimating the latent- 
heat conversion. Typically, the net surplus of all-wave radiation, soil- 
heat flux, and wind and temperature profiles are measured to determine 
sensible heat, from which latent heat is found. This was the best method 
over grassland in Canada (Ripley and Saugier, 1978), barley in England 
(Grant, 1975), and from a Netherlands catchment (Stricker and Brutsaert, 
1978), and it was used in a model (Saltzman and Ashe, 1976; Saltzman, 
1980). 

The geometrical pattern of incoming radiant energy is important. An 
increase in the fraction of diffuse solar radiation, which penetrates eco- 
systems deeply, results in the opening of more leaf stomata and a 

Radiant-Energy Intake. 
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reduction in the resistance to vapor diffusion, hence a potential increase 
in the latent-heat conversion (Webb, 1975). 

The salient thermal characteristics of aquatic 
ecosystems are their enormous capacity to store energy internally and 
their free-water surface. Since water and energy are both at hand during 
the night, latent-heat conversion continues, as it also does in the autumn 
after terrestrial ecosystems have gone into winter standby operation. 
The distinction is enhanced when fossil energy is added to the substrate 
heat supply. Cooling ponds steam all through the winter (Fig. 1). 

Another energy source comes into action when moist and dry eco- 
systems lie side by side in a landscape mosaic (irrigation districts, lands 
with nonuniform soil-moisture availability, riparian ecosystems amid 
drier uplands) because air warmed over the drier systems drifts over the 
moister, cooler ones and supplies a downward flux of sensible heat. 
This source provides a supplement that may come to rival the radiation 
source in small ecosystems and at leading edges, as, for example, in 

Special Energy Sources. 

Fig. XV.1. Steam fog rising from near-shore water that is warmed by dump heat from 
Oak Creek power plant near Milwaukee makes visible the high rate of latent-heat flux into 
the dry cold air of January. Also visible is the effect of the buoyancy imparted by the 
sensible-heat flux from the stacks. 



ECOSYSTEM CHARACTERISTICS 28 1 

Tumarix in the Rio Grande floodplain (Gay and Fritschen, 1979). (Me- 
soscale transports among ecosystems will be discussed in Chapter XXI.) 
Heat advection on a regional scale occurs in the dry Great Plains, being 
an almost constant source to individual irrigated fields (Verma et al., 
1978). 

ECOSYSTEM CHARACTERISTICS 

Water Availability 

A requisite for latent-heat conversion is an input of liquid-state water 
into the transpiring ecosystem, the plant-moisture status of which is 
often approximated by soil-moisture status. [For specific plant-water 
relations the reader is referred to Slatyer (1967) and Kramer (1969).] 
Amounts of energy needed in taking up water from small pores in the 
soil, moving it through the roots and stem, lifting it to the canopy level, 
and moving it out to the leaves are minor compared to the energy cost 
of vaporizing it. The transpiration stream carries nutrients in dissolved 
form, and in the sense that it is powered by the evaporating process at 
the end of the wick, so to speak, the radiant energy converted into latent 
heat represents a subsidy to the ecosystem from an outside source 
(Odum, 1971, pp. 47, 376). Nutrients influence the vigor of the ecosys- 
tem and hence its generation of latent heat; nitrogen fertilization of ir- 
rigated prairie increased latent-heat flux (Lauenroth and Sims, 1976) 
over 125 days by 17 W m-2. 

The rate of transpiration begins to decrease as water becomes less 
available in a drying ecosystem (Miller, 1977, Chaps. XI and XII; Black, 
1979), and, if energy intake remains the same, a shift has to take place 
in the way it is partitioned. This shift usually requires a rise in leaf 
temperature, which steepens the temperature gradient along which sen- 
sible heat moves and increases the emission of longwave radiation, and 
surface temperature excess over air temperature can be used as a stress 
index (Jackson et ul., 1977). While the higher leaf temperature To means 
a higher vapor concentration qo, the effect of this in the vapor gradient 
is countered by narrowing of the stomata, which increases the internal 
resistance r! in the diffusion pathway. This brings about a decrease in 
the inward diffusion of CO, and in the energy conversion in photosyn- 
thesis. All the energy fluxes shift as soil moisture is drawn down. 

Ecosystem Structure 

The soil component of an ecosystem contains moisture, but is 
not accessible to the large energy inputs that would support rapid 
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evaporation. The more active component of terrestrial ecosystems, 
where "spatial and temporal confluence of water and thermal energy" 
occurs (Goodell, 1967), lies in the atmosphere where leaf surfaces are de- 
ployed to facilitate the exchange of gases between their organs and the 
air. 

An index of the openness of an ecosystem canopy is its leaf-area den- 
sity, expressed, for example, as 0.5 m2 of leaf area per cubic meter of 
plant-air volume, which would correspond to total leaf area of 5 m2 
m - 2  in a depth of 10 m. Considering how thin most leaves are, it is 
evident that the leaf volume in a cubic meter of plant-air volume is only 
1-2 x a fraction of 1%. Ventilation of individual leaves is good 
in such a dilute mixture of leaves in air,* as is shown when transfer 
coefficients are measured (Murphy and Knoerr, 1977). Ventilation is also 
increased when a water surface is disturbed (Hicks, 1980). 

Unfolding of leaves of deciduous ecosystems in spring increases the 
transpiring area, but in some species, such as Quercus rubra in New 
Hampshire, this increase is countered by a temporary rise in the internal 
resistance to vapor diffusion, alleviating vapor loss while the water con- 
duction mechanism is still being developed (Federer, 1976). Regrowth 
of leaves following hay cutting increases evapotranspiration (Mustonen 
and McGuinness, 1967) at a daily rate equal to about 2.5% of the full- 
leaf rate. 

The gradient along which vapor mole- 
cules leave an ecosystem is that of vapor concentration. This parameter, 
at saturation in plant leaves, is a function of leaf temperature-in other 
words, ecosystem surface temperature. Because surface temperature 
plays an analogous role in forming the gradient along which sensible 
heat moves from an ecosystem, a useful parallelism exists between the 
fluxes of latent and sensible heat, which will be discussed in Chapters 
XVI and XXIII. High surface temperature generates free convection, 
which amplifies "the forced convective eddies generated by vertical 
wind shear alone and vertical transfer processes are substantially en- 
hanced" (Thorn, 1975), thereby accelerating the removal of vapor from 
an ecosystem. 

The relation of the temperature of an evaporating surface, such as the 
wall of a leaf cell, to the saturation vapor concentration q or vapor pres- 
sure e in the overlying space is called the Clausius-Clapeyron relation 
(Table I). The slope of the vapor-temperature relation S increases with 
temperature, and a degree rise in surface temperature near freezing 

Surface Vapor Concentration. 

* Self-sheltering of needles in a cluster or shoot (Jarvis et a l . ,  1976) reduces the almost 
excessive ventilation of these narrow leaves, which have a small aerodynamic resistance 
to vapor diffusion. 
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TABLE I 

Clnirsiiis-Cla~~eyrorz Relatiori" 

Vapor concentration'' 

Specific 
Surface humidity 17 Vapor 

temperature (parts per pressure e 
To ("C) thousand) (mbar) 

- 20 0.8 1.2 
0 3.8 6.1 

+ 20 14.9 23.4 
+ 40 49.7 73.8 

" From Smithsonian Institution (1966). 
" Note: Specific humidity q and vapor 

pressure e are related through the equation 
11 = 0.622 d(p - 0.378e), where p is atmo- 
spheric pressure. Both pressures are mea- 
sured inmillibsrs(mbar)orkilopascals(kPa); 
1 mbar = 0.1 kPa. 

creates only a small rise in vapor concentration. The same degree tem- 
perature rise under midday conditions in the growing season creates 
a large increase (1.2 parts per thousand at To = 25°C) in specific hu- 
midity, which steepens the outward vapor gradient. 

Diffusion of Vapor 

Transpiration and photosynthesis operate in parallel in C3 and C4 
plants, although productivity for a given water transport may be higher 
in C4 ones (Milthorpe and Moorby, 1979, p. 111).Molecules of CO, dif- 
fuse inward from the local air through the laminar film coating the leaf, 
through the stomata into the mesophyll spaces and to the wet cell walls, 
where they are dissolved and carried into the cells that fix them into 
photosynthates. At the same time, vapor molecules generated at the cell 
walls diffuse outward through the mesophyll spaces and stomata, 
through the laminar film into the local air, and on into the free atmo- 
sphere. This well-known association of photosynthate and vapor pro- 
duction (described in Chapter XI) displays variations that permit distin- 
guishing of local exposures of ecosystems (Rauner, 1973). Forest stands 
studied in the International Biological Programme produce 1-2 g of 
aboveground net primary production per kilogram of water vaporized, 
and hot-desert ecosystems produce 0.1-0.3 g (Webb et al., 1978). 

The parallel paths of C 0 2  and H 2 0  molecules encounter resistances 
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to diffusion within the leaf and across the laminar film which qualify 
the simple vapor-concentration difference between qo in the leaf to qa 
in the air: 

E = P (40 - qa)/(r/ + ra)i 

in which E is the flux of vapor molecules (kg m pz sec I); p is air density 
(kg m-3); qo and q, are dimensionless ratios of mass of vapor to mass 
of air at the evaporating cell walls and in the air, respectively; and rI and 
ra denote resistances within the leaf and air film, respectively. Dimen- 
sions of r (sec m-l)  are the inverse of velocity. The utility of this form 
rather than its reciprocal, the diffusion coefficient, is that resistances in 
each locus traversed by the diffusing vapor molecule can be added. 

When leaf stomata are partly closed rI increases, an effect that is eval- 
uated from independent determinations of latent-heat flux under vary- 
ing conditions of soil or plant moisture (Davies, 1972). Field measure- 
ment of r! is now also feasible (Fetcher, 1976), and porometer data in 
Douglas fir were adequate, with leaf-area index, to calculate vapor dif- 
fusion (Tan et al., 1978). In some plant stands rl has been found related 
to specific-humidity deficit; as measured in cut trees that were recut 
under water and had their uptake measured, r, was 200 sec m p l  at 6q 
= 8 x (Roberts, 1978). The related, ”bulked-up” canopy resistance, 
which is inversely proportional to 1 - 0.27 x 10’ 6q and a sinusoidal 
seasonal term, fits into a transpirational model that reconstitutes the 
annual cycle of latent-heat flux from a stand of spruce (Calder, 1978). 

The physiological control of water loss from an ecosystem is a survival 
mechanism in which the stomata play a major role (Waggoner and Zel- 
itch, 1965) though at times their effect on vapor diffusion has been poorly 
modeled (Lee, 1967). Stomata1 control prevents excessive loss of water 
from leaves and prevents water potential in the xylem from diminishing 
(Federer and Gee, 1976). Chemical antitranspirants that close stomata 
reduced transpiration enough to result in an increase in streamflow in 
an experiment in Idaho (Belt et al., 1977), reducing mean latent-heat flux 
over a 63-day period in summer by 15 W m-’. Dunin and Reyenga 
(1978) find about 0.2 of total latent-heat conversion in native Australian 
grassland occurs under meteorological influences, but 0.8 to be ”poten- 
tially subject to stomata1 and other control mechanisms;” streamflow is 
thereby affected by species changes (Bell, 1980). 

Diffusion outside the leaf, ra, depends on air motion and leaf size. 
Data on evaporation of intercepted rain from a canopy, which depends 
only on Y, and can be very large (Singh and Szeicz, 1979; Massman, 
1980) can be compared with evapotranspiration from an externally dry 
canopy to evaluate rl, which typically has a numerical value around 60 
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sec m-l (Webb, 1975). Comparison of wet pines and wet grass show 
the effects of superior ventilation of the taller ecosystem (Pearce et al., 
1980). Evaluation of Y, + rI can be also done by analogy with the inward 
diffusion of C 0 2  from the air if an additional resistance for C 0 2  at the 
cell wall is added and an adjustment is made for the heavier CO, mol- 
ecule. Ecosystems in the field generally experience enough air motion 
that r,  seldom dominates diffusion to the exclusion of stomata1 control 
(Lee, 1967): “The purely mechanical resistances to gaseous diffusion set 
up by a system of small pores is effective even in still air; its effectiveness 
increases in moving or turbulent air.” 

Diffusion through the air of the ecosystem and into the free air above 
can be conceptualized in a similar way, but now including the buoyant 
forces associated with the concomitant flux of sensible heat. The struc- 
ture of ecosystem canopies, evolved to facilitate the uptake of C02, 
which is hardly more abundant than a trace substance in the atmo- 
sphere, and to optimize the absorption of solar photons, is well suited 
to disperse H20 molecules from an extensive evaporating surface, i.e., 
the hundreds of square meters of cell walls in a square meter of eco- 
system area. Even though the initial steps of the journey of each mol- 
ecule are taken in the relatively slow mode of molecular diffusion, the 
net result is one of fairly rapid flux of vapor and the latent heat it carries, 
which attain densities of 600-700 W m-,. 

ATMOSPHERIC REMOVAL OF VAPOR FROM ECOSYSTEMS 

Terrestrial ecosystems are arenas for interaction of converging streams 
of liquid water and radiant energy and diffuse the resulting vapor mol- 
ecules into the plant-air space. These molecules must be removed from 
the ecosystem as a whole to keep vaporization going. 

Exchanges of vapor, C02, and air between the plant-air volume in an 
ecosystem and the air above it depend on the openness of the canopy 
and its roughness, which augments mechanical turbulence in the air 
stream, as well as on the thermal stability determined by relative tem- 
peratures of canopy and local air. The first two characteristics pertain 
to mechanical turbulence as a mode of vertical eddy diffusion, and the 
third to free or thermal convection. 

Because the destabilizing sensible-heat flux is usually in operation 
during the sunny midday periods when latent heat is being generated, 
thermal convection is important in removing vapor from an ecosystem. 
The destabilizing effect is augmented by the low density of vapor (mo- 
lecular weight 18) compared with air (molecular weight -29) (Stricker 
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and Brutsaert, 1978). Because the L-scale shrinks close to the earth in 
midday conditions, with L (Monin-Obukhov length) being only a few 
meters, thermal convection takes over close to the transpiring ecosystem 
and can rapidly move vapor to a distance of a kilometer or so above the 
system. Moreover, midday destabilization brings high speeds down 
near the ground to increase mechanical convection by the additional 
turbulent kinetic energy, which helps move vapor through the air in 
and just above the ecosystem. 

Expressions for Flux Density 

Equations for latent-heat flux density involve a gradient of atmos- 
pheric specific humidity through the layer overlying an ecosystem or 
a difference between surface and atmospheric humidity above it. Both 
can be interpreted in terms of ecosystem temperature and energy 
budget. 

Gradient Form. The gradient form is 

AE = A ~ K ~  aqtaz, 

in which A is the specific heat of vaporization (2.5 MJ kg-’), p is air 
density, q specific humidity. Kw, diffusivity for water vapor (m’ sec- ’), 
is an analog of K H  for sensible heat, but they are not necessarily equal 
(Munn, 1966, p. 95); Kw is perhaps systematically smaller than K H  in 
ecosystems receiving substantial supplements of advected sensible heat 
(Verma et al., 1978). In situations of approximate equality this circum- 
stance is expressed in the Bowen (1926) ratio, which is utilized in a 
common method (see Chapter XXIII) of partitioning the total flux of 
latent and sensible heat from an ecosystem. The aerodynamic equation 
of Thornthwaite and Holzman (1939) evaluates Kw from wind shear in 
conditions of neutral stability, but in other conditions cannot be applied 
directly. 

The gradient of specific humidity aqlaz varies with height (Lowry, 1969, 
p. 76) and varies inversely with z-’  and wind shear; under unstable 
conditions (Webb, 1975), the effect of instability is shown by a profile 
shape factor that is related to the relative height zlL and other parameters 
identified in painstaking field studies. The vertical gradient should not 
be regarded as the cause of vapor removal but rather as ”a function of 
the evaporation rate,” i.e., the rate of flux generation (Thornwaite and 
Hare, 1965). 

The humidity-difference approach uses qo at the 
wet surface, a function of leaf temperature, and q2 at some height above 

Surface uersus A i r .  
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the ecosystem: 

X E  = M q o  - qz)f(u,), 
in which f ( u z )  is a function of wind speed at height z that "represents 
the efficiency of transfer through the atmosphere" (Webb, 1975) and can 
be varied to take account of surface roughness and stability or instability. 
It can be replaced by r ; I, the reciprocal of the aerodynamic resistance 
to vapor diffusion from leaf surfaces to the free air. 

A combination of this equation with the analogous 
sensible-heat flux equation gives a sum that is equal to the radiant-en- 
ergy intake of an ecosystem less emitted longwave radiation and soil- 
heat flux and that we will call R,, - G. The combination of the turbulent 
fluxes at wet surfaces employs the relation of saturation specific hu- 
midity to surface temperature, the slope S of the Clausius-Clapeyron 
relation mentioned earlier in this chapter. Combining the two surface- 
based expressions eliminates surface temperature and surface humidity 
and arrives at an expression employing only shelter-height measures 
of temperature and humidity, transformed into saturation and actual 
specific humidity (4: and q z ) ,  which is 

Combination Form. 

(9: - q z ) f ( u )  XP, 
S Y XE = - (& - G )  + - 

S + r  S + r  
in which y is the ratio of specific heat of air to the latent heat of va- 
porization ~ 0 . 4  x lo-' degi' (Webb, 1975). 

The first term on the right is called a radiation term, since it includes 
net all-wave radiation R,, (Chapter X) and has as a multiplier 

1 x 10-'deg-' 
(1 x 10-'deg-') + (0.4 x 10-'deg-') 

= 0.7, -- - S 
S + y 

at temperatures around 25°C. Thus the latent-heat flux claims from this 
term about 0.7 of the total radiative surplus less soil-heat flux, or 0.7 of 
the radiant-energy intake (Chapter VII) less nonatmospheric energy re- 
movals, namely, emitted radiation (Chapter IX) and the substrate-heat 
flux (Chapter XVII). 

How much the latent-heat flux claims through the second term de- 
pends on its four parts: 

(1) The ratio yl(S + y) = 0.4l1.4 = 0.3 at temperatures of about 25°C 
and is larger in colder conditions (see Table 11). 

(2) The expression (q: - qa) indicates the dryness of the air above 
the ecosystem; its smallness in cold conditions tends to compensate for 
the larger ratio yl(S + y). 
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TABLE I1 

Variation in S and y Relation with Temperature" 

T 

10°C 20°C 30°C 

s45 + Y) 0.55 0.68 0.78 
Y4S + Y) 0.45 0.32 0.22 

" DatafromSlatyerandMcIlroy(1961, p. V-7). 

(3) The function of wind speed f ( u )  includes adjustments for stability 
and ecosystem roughness that are hard to quantify.* 

(4) The expression Xp (in J mP3) makes the conversion into energy 
units. 

The entire second term on the right-hand side of the equation is called 
aerodynamic and incorporates atmospheric dryness and turbulence. The 
second part of this term has special interest: the drier the air the more 
it wiIl give up internal energy to power ecosystem evaporation. More- 
over, in dry climates q: - q, interacts with soil moisture to influence 
the leaf resistance to vapor diffusion (Y,) in pine needles (Fetcher, 1976). 
Conversely, where humidity deficit is small, transpiration is reduced 
even when stomata are open for full access of C02. A given quantity 
of irrigation water "will result in more plant growth in an area of high 
atmospheric humidity than in one of low humidity" (Arkley, 1963). 
When this second term becomes zero in saturated air the generation of 
latent heat does not cease but comes to depend solely on the radiation 
term in the basic equation. This accounts in large part for the fact that 
latent-heat flux expressions are controlled by the underlying surface 
(Davies, 1972). In addition, the wind-speed function f ( u )  (or Y,) is also 
surface dependent. 

The slope S of the Clausius-Clapeyron relation is large in warm con- 
ditions and amplifies the radiation term. The diurnal period in vapor- 
ization can be interpreted in two ways: 

(1) Several terms of the combination equation become small or even 
negative at night, specifically R,, - G and q: - q,, and wind speed is 
low. 

* In fact, ecosystems of large roughness may or may not be appropriate for application 
of aerodynamic methods (Thom et n l . ,  1975; Hicks c't a/ . ,  1979). 
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(2) Alternatively, there is no solar energy to activate photosynthesis 
and cause stomata to open, provide energy for vaporization of water 
within the leaves, and destabilize the local air. 

Downward Vapor Flux 

Reversal of the latent-heat flux usually occurs only at night. This flux 
is never large, for reasons of energy balance. For example, formation 
of dew at a latent-heat flux density of 7 W m-2 under a clear sky halted 
with the arrival of clouds that increased incoming longwave radiation 
by 50 W mP2; in fact, the deposit that had already formed evaporated 
(Hofmann, 1956). A typical flux density on dewfall nights is 5-10 W 
m P 2  (Monteith, 1957), and the maximum rate seldom exceeds 40 W m-’ 
in central Europe (Hofmann, 1956). 

The downward flux is small because of weak turbulence in stable air, 
the smallness of the R,, - G term, and competition by the associated 
downward flux of sensible heat to the ecosystem (Miller, 1977, pp. 
362-366). As noted in Chapter X, the net exchange of energy by long- 
wave radiation at night R,, under the most favorable conditions of warm 
soil (large upward flux) and clear, dry air (small downward flux), lies 
in the 70-100 W m-’ range. Yet, as Wells showed in 1814, it is the 
principal factor in dew formation (Middleton, 1966, p. 188). Soil con- 
ditions at times of high atmospheric humidity usually favor a large soil- 
heat flux G, further reducing the X,, - G term. 

The G term is very small in dry snow, and condensation is frequent 
in the Alps (Lauscher, 1977) and Sweden (Lauscher, 1978), usually com- 
pensating evaporation from winter snow cover. 

Heat sinks that maintain low values of To and qo under advection of 
humid air experience large downward latent-heat fluxes. Cold lakes can 
take in any quantity of heat that condensation could release at their 
surfaces, and melting snow, as described in Chapter XIV, can also dis- 
pose of any quantity of the heat of condensation. Such augmentation 
of the downward flux occurs to a lesser degree on cold streets when 
moist air arrives in a city, and in winter may produce an ice layer (Kraus, 
1964). 

Two cases of extraction of vapor from unsaturated air may be noted 
because of their interesting energetics: 

(a) Hygroscopic salts take up vapor and condense it on the leaves 
of a plant, Nolana mollis, studied by Mooney et al. (1980), in a desert on 
the coast of Chile where “high fog” (i.e., stratus) occurs but the air near 
the ground is usually not at saturation. At 85% relative humidity, salt 
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exudates on the leaves of Nolana take up atmospheric water at a rate of 
30 mg m p 2  hr-’. This salty water drips to the ground and forms a saline 
soil solution from which the plant roots extract the small quantity of 
water needed at the expenditure of about 0.1 W m-2, which is a large 
fraction of its respiratory energy conversion. 

Humans in need of the cooling effect of skin evaporation can 
reduce the vapor concentration in their environment by mechanical 
means that convert latent heat to sensible. Part of the flux of sensible 
heat from this air conditioner comes from its cooling of room air and its 
own energetic operating costs, but about half represents heat released 
when vapor is condensed and water drips out of the machine. 

(b) 

Other Methods of Evaluating Vaporization 

Observations of loss of weight of ecosystem moisture or of vapor car- 
ried upward are also used to evaluate latent-heat conversion. Energy- 
budget models, first used by Angstrom (1920) and Bowen (1926), are in 
frequent use (Fitzharris, 1974; Black, 1979; Stricker and Brutsaert, 1978) 
and, indeed, are responsible for much interest in the energy budget per 
se . 

The water-budget method requires considerable periods of time unless 
the scales of the lysimeter are unusually precise. As applied in the field, 
it encounters sampling difficulties in determining changes in soil mois- 
ture. For example, in rainless periods with strong evapotranspiration, 
with six or more sampling sites for soil moisture, intervals of at least 4 
days are still required for ”reasonable accuracy” (Rouse and Wilson, 
1972). Longer periods are required when transpiration is weak or fewer 
soil-moisture sampling sites are used and only time-averaged rates of 
energy conversion can be found. On a larger spatial scale precipitation 
and runoff measurements are used to estimate evapotranspiration from 
drainage basins, apparently first by hqpt rom (1925), who recognized 
the unrepresentative nature of evaporation pans. 

The direct aerodynamic method (Thornthwaite and Holzman, 1939; 
Dyer, 1974) makes use of similarities between the vertical profile of wind 
speed and that of water vapor concentration. The effects of stability are 
included in various empirical ways, most successfully over low vege- 
tation such as grassland in Saskatchewan (Saugier and Ripley, 1978), 
and New South Wales (Dunin et al., 1978). 

The eddy correlation method meets problems in finding uniform sur- 
face conditions; in addition, humidity sensors are not quick to respond 
and levels where gusts are small near ecosystem surfaces cannot be 
sampled. Under the right conditions, however, it provides a direct meas- 
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ure of vapor flux (Dyer and Maher, 1965), which is to be preferred over 
estimates based on aerodynamic profiles. It can now be measured in the 
field “with the same ease as profiles” (Dyer, 1974) and converted to 
energy terms. 

VARIATIONS IN LATENT-HEAT CONVERSIONS 

Variations over Time 

Short-term variations in the latent-heat flux occur as responses to 
momentary fluctuations in the solar beam, e.g., its interruption by a 
passing cloud, because leaves have little heat storage to tide them over 
interruptions in energy input. 

The diurnal variation in the flux stems basically from 
the daytime-only intake of C 0 2  in most C3 and C4 terrestrial ecosystems. 
Exceptions are those plants that can take in C 0 2  at night and open 
their stomata without incurring much leakage of water, because energy 
input is small. Pineapple, one of the species using the crassulacean-acid 
metabolism route in photosynthesis, suspends transpiration after mid- 
day in spite of extensive leaf area and high leaf temperatures (caused 
in part by their thickness) (Ekern, 1965). Its 24-hr mean rate of latent- 
heat conversion, 30 W m- 2,  is a fraction of that of Bermuda grass at the 
same site. 

Energetic conditions do not favor evaporation at night. Much of the 
deficit in net all-wave radiation is met by the heat flux from the soil; so 
the first or radiative term R,, - G in the combination equation indicates 
zero latent-heat conversion, or negative in the periods of dew formation. 
If the air remains warm, the second term in the equation can provide 
energy but it is weakened by low wind speeds and the stability correc- 
tion. The 4:  - qz expression also diminishes at night. 

Evaporation seems more likely to linger in the dusk than to make a 
fast start at sunrise. For example, the conversion rate in June at Hamburg 
at 1600 is double that at 0800, and that at 1800 triple that at 0600 (Fran- 
kenberger, 1960), and sap flow in trees (Swanson, 1967) suggest a small 
flux continuing after sunset. In general, however, as Kozlov shows [see 
diagrams in Miller (1977, p. 279)], the daily course of transpiration is 
closer to that of solar radiation than to that of air temperature. 

A midday reduction of latent-heat generation occurs in some ecosys- 
tems, which may (Ittner, 1968) or may not be reversed in later hours. 
Field measurements of rl in lodgepole pine in Wyoming showed in- 
creases from 300-500 to 1000-1400 sec m-* at mesic sites and 5700 sec 

Diurnal Cycle. 
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m-' on the driest site (Fetcher, 1976); sunflowers, on the other hand, 
generate more latent heat in the afternoon than in the morning (Saugier, 
1976). 

A small contribution of vapor from the soil, still warm from the day's 
heating (Thornthwaite and Hare, 1965), may extend the pulse. After the 
first phase of soil drying the locus of evaporation goes deeper, and la- 
tent-heat flux does not begin until several hours after sunrise (Zito et 
al., 1978). 

Exceptions to the nocturnal shut-off are found in such species as pine- 
apple, in terrestrial ecosystems still wet from rain, and in wet soil and 
aquatic ecosystems. If advected sensible heat is available, intercepted 
rain on leaves evaporates rapidly. Aquatic ecosystems have a free water 
surface plus availability of substrate heat; a shallow lake in Canada con- 
verted most of the solar heat it took in during the long days into noc- 
turnal evaporation (Stewart and Rouse, 1976), and this is typical 
behavior. 

Day-to-day variations in the conversion of 
latent heat in terrestrial ecosystems are most likely to be caused by de- 
pletion of underground water reserves and so reflect root depth and the 
stochastic nature of rainfall. For example, the careful measurements at 
O'Neill, Nebraska, showed daytime flux density declining from 225 to 
45 W m P 2  as the soiI dried out, and rI increased manyfold. 

Another source of variance lies in day-to-day changes in atmospheric 
dryness and the radiant-energy intake. These can occur at different time 
scales than rain and are superimposed on the steady depletion of soil 
moisture during an interstorm period, but not in a simple additive way. 
The latent-heat conversion on a high-radiation day may be reduced even 
when soil moisture is high enough to support full transpiration on a day 
of lesser energy intake (Denmead and Shaw, 1962); the soil-moisture 
effect is not constant, but varies with daily radiant-energy intake. 

An idea of interdiurnal variability in the latent-heat flux is given by 
a frequency distribution of mean daily flux densities from grass at Ham- 
burg-Quickborn (Table 111). For example, the daily mean flux in June 
was upward on every day and exceeded 25 W m-2 on 0.97 of the days 
and 100 W m P 2  on a third of them. The standard deviation among days, 
35 W m-*, is about 0.3 of the overall mean. It reflects, in addition to 
declining interstorm soil moisture and variable radiant-energy intake 
due to cloudiness, the effects of vapor concentration and temperature 
in different air streams on the aerodynamic term of the combination 
equation; dry air increases the latent-heat conversion, and so does warm 
air. However, advection has a different, usually lesser, significance for 
vaporization than it does for melting. 

Synoptic-Scale Variations.  



TABLE 111 

Latent-Heat Conversion by a Meadow near Hamburg* 

J F M A M J  J A S O N  D 
~~ ~ ~ 

Percent of days (in 1958) 
when upward flux averaged 

>O w m-' 97 97 100 100 100 100 100 100 100 100 100 94 
>25 W m - 2  0 7 42 94 97 97 100 100 97 42 0 0 
>50 W m-' 0 0 3 33 89 70 77 89 53 3 0 0 
>loo w m - 2  0 0 0 0 22 33 6 16 0 0 0 0 

Midday intensity (1100-1200)" 
Mean of all days -45 -35 -45 -128 -240 -220 -197 -197 -140 -60 -35 -25 
Mean of clear days -45 -25 -25 -130 -230 -370 -310 -280 -175 -100 -60 - 

Mean monthly flux average -8  -10 -21 -42 -85 -88 -82 -78 -50 -22 -12 -6 
~~ ~~ ~~~ -~ 

" Data from Frankenberger (1955, 1960). 
Data for period 1953-1954. Data given in watts per square meter. 
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The Annual Cycle. Table 111 presents frequency distributions of daily 
values of the latent-heat conversion in each month of 1953-1954 and 
shows the rather short season in which a substantial fraction of days 
average more than 100 W m-'. On the other hand, days of moderate- 
sized mean rates (exceeding 25 W m-') continued to occur through 
October. This hysteresis lag appeared in observations in Melbourne by 
McIlroy and Angus (29641, who found that at a given level of the net 
all-wave radiation surplus the latent-heat flux on a fall day averaged 
about 30 W m P 2  more than on a spring day. They ascribe part of this 
effect to warmer soil in fall, part to large-scale heat advection. 

In contrast, other ecosystems reduce transpiration in late summer; 
"stomata1 control of transpiration is more important toward the end of 
the growing season" as shown by the onset of increased afternoon val- 
ues of Y/ (Fetcher, 1976). Soil-moisture shortages often suppress evap- 
oration in late summer in the Midwest after spring stores of soil moisture 
have been expended by summer evaporation in excess of summer rain- 
fall. Grassland in Saskatchewan converts a fraction of its radiation sur- 
plus into latent heat in dependence on green leaf area in spring and 
early summer, but on soil moisture in late summer (Ripley and Saugier, 
1978). In other climates, however, there is a late-summer minimum in 
canopy resistance to vapor diffusion (Calder, 1978). 

Evaporation continues in winter if ecosystems are not dormant, but 
even in mild-winter climates its rate is an order of magnitude less than 
in summer. The annual cycle of latent-heat conversion reflects the cycles 
of water availability, ecosystem surface development, and radiant-en- 
ergy intake. The fourth factor, atmospheric removal of vapor, does not 
appear to be important in the yearly regime, but there is a seasonal 
change of S/ (S  + y )  since S is temperature dependent. 

Phenological stage obviously affects a process so intimately associated 
with biological production in an ecosystem and may amplify seasonal 
changes in the energy regime (Tables IV and V). Both examples are from 
high latitudes, where the regime of radiation is markedly seasonal, to 
the extent that liquid water is absent in the low-sun season. 

Annual ecosystems display a marked change in latent-heat generation 
as they develop their leaf canopies. Maize in the emergent state converts 
into latent heat as much energy as meadow, but in the tasseling-silking 
period 0.1 more at 10°C and 0.5 more at 20°C (Konstantinov, 1968, p. 
386). In these vulnerable stages it increases its latent-heat conversion 
by 1.2 W m P 2  for each 1-mm increase in available soil moisture, whereas 
in the fully mature state its energy response is only half as great (Kon- 
stantinov, 1968, p. 412). 

A patternless variation in latent-heat flux over time occurs in warm 
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TABLE IV 

Mean Daily Flux of Latent Heat froon7 Tundra M e n d m  Ecosystems" 
~ 

Phase 
1 Midwinter -5 downward 

I1 Premelting -10 downward 
I11 Melting (June) 35 

VI Freeze-up 35 

IV Postmelting 125 (evaporation of meltwater pools) 
V Summer 80 

(early September) 

" Data from Lewis and Callaghan (1976, pp. 410-414). Data given in watts 
per square meter 

regions where rainfall is patternless, as is true in semideserts and deserts 
such as central Australia and southern Arizona. If the random rainy 
periods come in the low-energy season, ecosystems remain active sev- 
eral months and generate latent-heat fluxes of 10-15 W mP2; if in the 
high-energy season, their activity is briefer and more intense, drawing 
down the small store of soil moisture in a few weeks (Cable, 1977) at 
flux rates around 30 W m-'. 

Variations over Space 

Plant density within ecosystems affects rates of both 
transpiration and soil evaporation, not necessarily in compensating de- 
grees. In saltbush in Western Australia increased density raised the rate 
of transpiration but had no effect on soil evaporation, suggesting that 
closer planting might be beneficial in lowering a saline water table 
(Greenwood and Beresford, 1980). 

Ecosystem Scale. 

TABLE V 

Mean Daily Flux of Lntent Heat from a 
Deciduous Forest Ecosysten~ nenr Mosco?il" 

Period 
I Snow melting 35 

I1 Postmelting 70 
111 Leafing-out 125 
IV Full foliage 150 
V Yellowing and leaf fall 90 

VI After leaf fall 15 

'' Data from Rauner (1976). Data given in 
watts per square meter. 
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Early-season evaporation from soil in row-crop ecosystems is a third 
to half the total latent-heat conversion (Thornthwaite and Hare, 1965), 
but by full leafing out it is nearly an order of magnitude smaller than 
transpiration. It has only the minor effect on the diurnal regime that 
was noted earlier in this chapter. The ratio of transpiration to total 
evapotranspiration is 

1 - exp( - a  LAI), 

in which ct is an extinction coefficient similar to that for radiation entering 
the ecosystem and LA1 is leaf-area index (Uchijima, 1976). In typical 
foliage (LA1 = 4 and extinction coefficient 0.5) this ratio is 0.87; i.e., 
transpiration makes up 0.87 of the total latent-heat conversion and soil 
evaporation 0.13. Other aspects of flux generation with depth will be 
discussed in Chapter XX, but one unusual case can be noted: the gen- 
eration of a latent-heat flux of 4 W m-’ at the summit of Mauna Kea 
from permafrost deep in the volcanic ash (Woodcock and Friedman, 
1980). 

Differences among ecosystems reflect contrasts in the 
basic factors of water availability, transpiring surfaces, radiant-energy 
input, and vapor removal, which can be expressed in the terms in the 
combination equation. 

Moisture status of ecosystem and soil affects canopy resistance 
(Webb, 1975); 

The net surplus of all-wave radiation R,, shows contrasts in beam 
angle, ecosystem absorptivity and surface temperature; 

contrasts in storage of energy in the soil affect soil-heat flux G; 
differences in air temperature affect S and 44 and dryness; 
Contrasts in wind speed, stability and roughness modify the 

wind term. 

Differences in radiation input to ecosystems in dissected terrain result 
from differences in beam-radiation absorption and in terrain-bound 
clouds (Webb, 1975). In conditions of uniform moistness and in quiet 
anticyclonic weather only minor differences in latent-heat generation in 
grass ecosystems in southern England occurred as long as cloud streets 
that would cause spatial differences in radiation intake did not form 
(Wood, 1977). Different ecosystems that contrast in albedo and rough- 
ness can be compared by energy budgets (Fitzharris, 1974). 

Opposing effects of radiation intake and soil moisture were found on 
the north and south slopes of one of the volcanic hills near Montrkal 
(Rouse, 1970). The deciduous forest on the south slope enjoyed a larger 
surplus of all-wave radiation (10-15 W m p 2  more), but experienced a 

Mosaic Scale. 

(1) 

(2) 

(3) 
(4) 
(5) 
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shortage of soil moisture caused by too-early snow melting. The mois- 
ture factor outweighed the radiant-energy factor, and the south-slope 
stands generated less latent heat than those on the north slope. 

We see the integrated effects of these factors in such contrasts (to be 
discussed more comprehensively in Chapter XXI) as those between for- 
est stands and low vegetation (Baumgartner, 1967), between ecosystems 
on thin and deep s o h ,  ecosystems at different phenological stages, and 
ecosystems of different species compositions (Bell, 1980). In comparing 
oasis versus desert, or riparian versus upland ecosystems in dry country, 
or terrestrial versus aquatic ecosystems, the contrast is sharpened be- 
cause the small latent-heat conversion in the drier systems shunts energy 
into sensible heat that is in part carried over to the moister systems to 
augment generation of latent heat in them. 

On larger spatial scales the patterns of 
latent-heat conversion follow those of energy and water inputs. Re- 
plenished ecosystems behind an isolated convective rainstorm resume 
photosynthesis and transpiration while systems outside the wetted 
swath keep on waiting. The wetted systems are affected by the dryness 
and warmth of the regional atmosphere; region-wide moisture condi- 
tions influence local latent-heat conversions (Tweedie, 1956; Bouchet, 
1963; Seguin, 1975). 

An equilibrium tends to develop between a regional-scale expanse of 
well-watered ecosystems and the air in steady nonadvective weather, 
and the second term of the combination equation tends to become con- 
stant,* in some cases at about one-quarter of the first term (Priestley and 
Taylor, 1972). The effect of wind has vanished, but the temperature 
factor continues through its effect on S/(S + 7 ) .  

In such a large equilibrium system surface evapotranspiration pro- 
vides the raw material for middle-atmosphere condensation into clouds 
and rain, clearly seen day after day in satellite imagery of central Africa 
(Weischet, 1980). This circulation of water substance is paralleled by a 
circulation of energy, as heat made available in the surface energy 
budget is transferred and realized at cloud level in another energy 
budget. This budget is, however, balanced at a lower temperature than 
the surface budget. The rain that falls to earth to complete the mass 
circulation brings with it the coldness of the middle atmosphere in such 
quantities as to require separate entry in the surface energy budget, as 
Albrecht (1940) showed in a budget for Indonesia. While the mass cir- 
culation is indeed closed, the energy circulation is not; rather, daily 

Synoptic and Regional Scales. 

* or to vanish, as in rnidocean conditions of saturated air (Davies, 1972), in which the 
control of the latent-heat equation by the underlying surface has become complete. 
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pulses of solar energy are needed to keep these upward and downward 
transports in operation. 

Latent heat is generated at the surface of the earth by the convergence 
of water and energy, and in terrestrial ecosystems energy usually means 
radiation. Net all-wave radiation surplus should be mapped on an op- 
erational basis to support “the specification of heat flux and evaporation 
over the land surface of the globe” (Priestley and Taylor, 1972) for an 
understanding of global weather, and such data would also be useful 
in comparative ecosystem-scale energy analysis. 

The conversion of radiative and other forms of energy into latent heat 
plays a central role in the energy budget of all ecosystems, being inti- 
mately associated with their photosynthetic production. It depends pri- 
marily on the inputs of energy and water, secondarily on vapor removal 
into the atmosphere. It is more prevalent than the energy converted in 
the other change of physical state of water (that of melting) and while 
it permits some variation to occur in ecosystem temperature, these 
changes are usually small because this conversion sequesters energy in 
latent form, outside the thermal arena. It is a stabilizing factor in eco- 
system functioning. Its removal runs parallel to the removal of sensible 
heat from ecosystems, the subject of Chapter XVI. 
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THE FLUX OF SENSIBLE HEAT FROM 
ECOSYSTEMS 

An ecosystem under strong radiation can respond by using the local 
air as a heat sink. The question is how much heat the air can quickly 
accept or admit as the sensible-heat flux H from the ecosystem. A quick 
response to a sudden loading of an ecosystem by absorbed radiation 
forestalls brief but damaging increases above the lethal point in cell tem- 
perature, which is 45-50°C in many species. Other modes of heat re- 
moval also operate in this situation, but without the sensible-heat flux 
would often be inadequate to prevent overheating, especially when 
moisture conditions are unfavorable. 

The less conspicuous delivery of atmospheric heat to an ecosystem 
threatened at night by a net radiation deficit that might bring its leaf 
cells to the freezing point is also important. This downward flux is sel- 
dom as large as the upward flux at midday, but the net radiation deficit 
is not large either. 

Sensible heat is also translocated within an ecosystem, from soil to 
leaves, from sun leaves to shade leaves, from the sunny side of a tree 
to its shaded side, from upper levels to lower. These tiny fluxes help 
maintain optimum operating temperatures throughout the entire system. 

Both air and soil receive thermal energy by day from the irradiated 
ecosystem surface, and in an early energy-budget analysis Angstrom 
(1925) computed the sum of the fluxes of sensible heat into these adjacent 
media. He called it "temperature effective energy" because its flow is 
manifested in a change of temperature, and found its maximum in the 
area around Stockholm to occur in May, when it reached 75 W m-2. 

Here we take the point of view of the ecosystem, rather than the soil 
or atmosphere, and consider the large morning flux of sensible heat into 
the local air as relieving possible heat stress on the ecosystem rather 

303 
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than as a heat source that destabilizes the lowest layers of the atmos- 
phere, the latter being a topic in micrometeorology. Similarly, we view 
the flux at night as restraining ecosystem cooling, rather than for its 
effect on atmospheric structure, although temperature changes in the 
local air (and soil) naturally interact with the fluxes themselves, as will 
be seen below. 

ECOSYSTEM CHARACTERISTICS 

As foreshadowed in Chapter VIII, the temperature of the outer active 
surface of an ecosystem influences the heat-removing energy fluxes. It 
is particularly important in determining the density of the flux of sensible 
heat, and while sensible heat seldom removes as much energy as is 
emitted as longwave radiation, its response is more acute. A 10°C rise 
in surface temperature, which increases the emission of longwave ra- 
diation by a mere 0.10-0.15, may well double or triple the sensible-heat 
flux. 

Ecosystem structure is open to ventilation by even light air movement, 
as we saw in discussing the intake of C 0 2  in Chapter XI and the removal 
of water vapor in Chapter XV. Thin small leaves have favorable ratios 
of surface to volume and enjoy good ventilation, such that a steep gra- 
dient of temperature into the air is seldom necessary to remove excess 
heat. As leaf width decreases, convective heat removal increases by the 
square root of the width change (Gates, 1968), and laminar flow dom- 
inates (Murphy and Knoerr, 1977). Removal of heat is especially rapid 
from needle leaves, depending on their clustering habit and orientation 
on the shoots (Jarvis et al., 1976). Large, fleshy leaves and stems tend 
to overheat; cactus often develops high temperatures that can be mod- 
eled (Nobel, 1980). A porous zone of heat-exchanging surfaces is less 
likely to become overheated than a thin zone; forest canopy is less likely 
to overheat than a dense sward of grass. Surface roughness, which af- 
fects the wind structure, is another ecosystem property significant in 
moving sensible heat into the atmospheric heat sink, again favoring 
fmest ecosystems. 

THE ATMOSPHERIC ENVIRONMENT AS A SINK OR SOURCE FOR 
SENSIBLE HEAT 

Structure 

The local air above an ecosystem is not a uniform, homogeneous fluid, 
but rather is structured by its lower boundary and displays distinctive 
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vertical profiles of wind speed, temperature, concentrations of vapor 
and C02, and so on. Some of these elements of structure interact with 
the daytime upward flux of sensible heat and give a means of evaluating 
it as well. One means of characterizing structure of the local air is the 
Monin-Obukhov length L, which expresses the ratio of shearing stress 
T to the flux density of sensible heat H ,  multiplied by a quasi-constant 
term: 

L = (73’2/H)(p~,T/kgp3’2), 

in which pc,, is volume heat capacity of the air (J m - 3  deg-’), T absolute 
temperature, k the von Karman number (0.35-0.4), and g the acceler- 
ation of gravity. In calm, sunny conditions L may be as small as a meter, 
and in windy conditions up to 50 m (Webb, 1964). Like the Richardson 
number it is a parameter of stability (Priestley, 1959, p. 23), and can be 
used to define structure: 

Layer 
(a) Surface Temperature gradient is steepest near the surface 

and decreases with height; turbulence generated 
by wind is dominant, and “heat is carried 
through as an inert passenger” (Webb, 1964) 

(b) 0.03- Both forced and thermal convection are present 

(c) >L: Buoyancy forces in rising bubbles or plumes carry 
heat; there is ”no appreciable effect of wind tur- 
bulence on the convective currents” (Webb, 
1964); the gradient is small or zero, so eddies 
transport no heat. Free convection becomes the 
principal mechanism (Thorn, 1975) 

(d) >lOL: Plumes seem to give way to thermals (Deacon, 
1969) 

Sensible heat feeding into these thermals provides energy that main- 
tains soaring scavengers (Cone, 1962) in surveillance of the fauna of 
ecosystems below and powers their long cross-country trips to food 
sources (Pennycuick, 1973). Thermals can be looked at as upward ex- 
tensions of the power of the underlying ecosystems to support essential 
functions at a distance. 

to 0.03L: 

1.OL: 

The Gate Function 

Sensible-heat flux acts as a gate function of the regime of wind speed 
near the surface of ecosystems because its destabilizing effect brings the 
lower air into connection with more rapidly moving upper air, which 
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produces the usual daytime maximum of wind speed near the ground 
and consequent increased conversion of kinetic energy into mechanically 
generated turbulence. One form of energy flux is a gate or control over 
the conversion of another kind. 

Mechanical turbulence is in most cases capable of carrying away most 
if not all of the available sensible heat, which flux is in general “deter- 
mined by the gross parameters (insolation, wetness and general nature 
of ground, etc.) operating through the principle of energy balance” 
(Priestley, 1959, p. 49). Mechanical turbulence is dominant to a greater 
height when the wind is strong and sensible-heat flux small than on 
days of weak wind and strong sunshine when buoyancy takes over near 
to the ecosystem surface, as the L concept indicates. 

The combination of horizontal and vertical motion in the air supports 
ecologically significant transports of dust from desert or eroding fields 
and wide dispersion of pollen and spores. Many plants release these 
viable particles only at times of day when this vertical transport is likely 
to occur, i.e., when the sensible-heat flux is large. 

The Valve Effect 

Positive buoyancy due to the input of sensible heat into the local air 
favors upward fluxes. Negative buoyancy, conversely, restricts vertical 
movement so that the downward heat flux that ecosystems can receive 
at night is smaller than the upward daytime flux by an order of mag- 
nitude. The atmosphere is a weak source of heat for an ecosystem. 

Low wind speed near the surface at night provides 
little kinetic energy to maintain turbulence against negative buoyancy, 
i.e., the downward decrease in temperature and increase in air density 
(Eskinazi, 1975, pp. 213, 297). Little eddy diffusion of sensible heat oc- 
curs, as Oke (1970) found in measurements under these conditions. The 
association of light nocturnal winds with small quantities of heat that 
a grassland ecosystem can extract from the air is shown in Table I. The 
soil of this ecosystem had normal thermal conductivity and could make 
some contribution to the deficit in the radiation budget. Drier soil, as 
at O’Neill, Nebraska, in late summer yields less heat, and the atmo- 
sphere at night supplied 20-25 W m-2 (Lettau and Davidson, 1957); the 
soil and air fluxes were inversely correlated. Dry snow yields still less 
heat, and measurements in and above it in the Arctic night were one 
of the first means of evaluating the ”convectivity” (or eddy conductivity) 
of the air (Angstrom, 1918). 

Downward diffusion of heat over snow or an 
aquatic ecosystem can be large, given enough kinetic energy to force air 

Weak Diffusion. 

Strong Diffusion. 
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TABLE I 

Doiimturd Fluxes of Sensible Hcut to a Grasslaird Ecosystem in the 
North Sea Coastal Zone“ 

Speed Sensible-heat flux Speed Sensible-heat flux 
(m sec-’1 (W m-’) (m sec-’1 (W m-*) 

0- 1 + 8  3-4 + 16 
1-2 + 16 4-5 + 33 
2-3 + 26 5-6 + 70 

a Data from Frankenberger (1955). Measurements at Ham- 
burg-Quickborn. 

parcels down into the denser, lower air, because in these two systems 
surface temperature To rises only a little or not at all, and the temperature 
difference between ecosystem and air remains large. Flux rates reach 
150-200 W m-’ in strong winds (Price and Dunne, 1976). 

Nocturnal stability nevertheless diminishes the flux rate H = pc,,D(To 
- T,) by decreasing the usual exchange coefficient D to the stable case 
D,, where 

D, = D/(1 + lORi), 

in which Ri is the Richardson number. 

Ri = (g ATa)/(Ta(Au)’) 

(Price and Dunne, 1976), with T, and u representing air temperature 
and wind speed at height z and AT representing warmth of advected 
air relative to the melting snow cover. 

The sensible-heat flux over snow displays no diurnal periodicity be- 
cause it does not draw upon the radiation surplus, as the upward flux 
does over terrestrial ecosystems in the growing season (McKay and 
Thurtell, 1978). Flux densities as large as 100 W m-’ were measured 
with a pressure-sphere anemometer in advective weather. Similar fluxes 
occur to evaporating alfalfa in advective weather on the Great Plains. 
(Motha ef al., 1979). 

In strong wind at night, powered by such synoptic-scale energy 
sources as foehn, the downward heat flux to terrestrial ecosystems may 
still be limited when air and surface can approach thermal equilibrium. 
Nocturnal fluxes in foehn in central Asia have been measured as 50-60 
W m-’ (Zuev and Pavlov, 1959) through the night, smaller flux densities 
than those to surfaces kept cool by phase changes of water. Here we 
see one of the many interactions among energy fluxes. 
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ECOSYSTEM-ATMOSPHERE RELATIONSHIPS 

The temperature difference between an ecosystem and the air and the 
atmospheric ventilation of the ecosystem are not independent factors, 
but are mutually involved in a complex interaction. This involvement 
is close when strong radiation absorption forces the ecosystem to rid 
itself of a large quantity of heat, which the foliage-air system does by 
increasing the temperature difference or the ventilation or both. 

The flow of energy H expresses the relationship between these factors 
in two ways, depending on how the temperature function is stated, 

H = pc,,K~ dTl& (1) 

H pcpD(To - T,) (2) 

in which pc,,, the volumetric heat capacity of the air, with dimensions 
J m p 3  deg- ’, takes care of the conversion from temperature to energy. 
Its numerical value is approximately 1300. KH is diffusivity (m’ sec-’) 
for heat, and D (m secpl) is a height-integrated diffusion coefficient 
(Budyko, 1974, p. 71). Both terms are complex expressions of micro- 
meteorological processes, interacting with the thermal structure of the 
air, extraction of its momentum by the underlying ecosystems, and other 
factors. dT/& is the gradient of temperature in the air, To is surface tem- 
perature of the ecosystem, and T, air temperature at a meter or so 
distance above it. Thermal admittance is p c , , a  and can be compared 
with admittance into the soil, to be discussed in Chapter XVII. 

Temperature Gradient or Difference 

Leaf temperature responds quickly to changes in energy loading or 
removal, and the temperature difference between leaf and air fluctuates 
correspondingly. An increase in radiant-energy loading or the cut-off 
of another heat removal process (as when leaf transpiration is stopped) 
causes an increase in the temperature gradient. Network measurements 
of temperature gradient between 0.2 and 1.5 meters over short grass at 
weather observing stations in the Soviet Union exhibit a close relation 
to solar radiation. 

Different temperature profiles characterize each zone: the laminar 
layer on the surface of each leaf, through which heat moves by molecular 
diffusion; the layer of air held within the foliage of the ecosystem; and 
the part of the overlying atmosphere that comes under the influence of 
its lower boundary, in which gradient is approximately inversely pro- 
portional to height, in forced convection (Priestley, 1959, p. 39). A gra- 
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dient through the planetary boundary layer is used in one model (Saltz- 
man and Ashe, 1976a,b). 

The surface is usually colder than the air at night, being a better ra- 
diator, and the temperature gradient is directed downward. On a calm 
clear night it may exceed 10°C in a meter. Such a gradient represents 
high stability, which by reducing diffusion isolates the ecosystem from 
the reservoir of heat in the atmosphere. Laikhtman (1964, p. 101) found 
nocturnal diffusivity K to be 0.03 m2 sec-' when heat flux was less than 
15 W mp2.  Thermal admittance of the air, pc< 200 J m P 2  degp' 
sec-"2, was only one-fifth of the thermal admittance of the soil, and 
little of the nocturnal heat demand of the surface was met by extracting 
heat from the air. 

Maintaining Temperature Gradient or Difference 

Maintenance of a temperature gradient in the local air or a temperature 
difference between surface and air implies that heat is steadily being 
made available to the warm end and/or being removed from the cold 
end. Ecosystems, in the general daytime case, are warmed by absorption 
of radiant energy, variations in which are due mostly to the changing 
altitude of the sun and are the source in the source-sink system. Eco- 
systems with large thermal inertia, e.g., aquatic systems, are warm rel- 
ative to the air at night and in winter and the source of heat at the 
ecosystem surface is the flow from the substrate, to be described in 
Chapter XVIII. The source-sink relation is also maintained by changes 
in physical state of water: condensation in storm air keeps it warm, and 
melting at the earth's surface maintains a heat sink. 

Expressions of Heat Flow 

The familiar starting place in considering the diffusivity term KH in 
Eq. (1) for the sensible-heat flux is the molecular conduction of heat: the 
traditional iron rod, hot at one end and cold at the other, or the laminar 
film of air that coats the leaves of an ecosystem. The term pc,KH in Eq. 
(1) has these units: kg m-3 J kg-' deg-' m2 sec-' or J m-' sec-' deg-', 
that is, energy moving per second and degree difference in temperature 
over a meter length of rod. This expresses conductivity and can be 
written 

J rn-' sec-'/deg m-'  = W mP2/deg m-', 

in which the denominators express temperature gradient and the nu- 
merators express energy flux density. 

In molecular conduction the numerical value of pc& depends upon 
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properties of the material; it is large in metals, small in nonmetals, still 
smaller in such porous substances as soil and snow. The transport of 
heat by convection in fluids is by analogy called eddy conductivity, and 
K now refers to the turbulent diffusion of some property within a fluid. 
It can inversely be regarded, from dimensional analysis (Thom, 1975), 
as an aerodynamic resistance per unit distance, or sec m-* per meter, 
or sec m-2. 

The terms designated K for sensible heat, water vapor, C02, mo- 
mentum, and other constituents of the atmosphere have similarities that 
are utilized in aerodynamic methods of examining the relationships be- 
tween ecosystems and the air, qualified by the spectrum of turbulent 
elements at different heights and by inhomogeneities in the air stream 
due to height, openness, and roughness of upwind ecosystems that 
have injected heat into the airstream and extracted momentum from it. 
Turbulence scale and intensity have ecological implications (Moen, 
1974), such as the penetration of ecosystems or animal pelage by wind. 
Moreover, heat is not necessarily exchanged at the same locus in an 
ecosystem as other atmospheric attributes like C02 or vapor. Momentum 
may be extracted from the air stream by sparse projecting stalks, whereas 
heat and vapor are transferred at leaves lower in the system. Latent and 
sensible heat often are generated at quite different levels within a forest 
system. 

The integrated coefficient of diffusion D (Budyko, 1974, pp. 71-74; 
Thom, 1975) changes little with the height above the ecosystem surface 
to which integration is taken, and in daytime is equal to about 0.01 m 
sec-’. It is smaller in inversions, and 24-hr means are of the order of 
0.006-0.007 m sec-’ in humid regions, larger in arid ones. It is relatively 
insensitive to wind speed over terrestrial ecosystems; if wind decreases 
and very steep temperature gradients develop, thermal convection re- 
places mechanical in transporting sensible heat out of an ecosystem. 

Another way to look at the removal of sensible 
heat from an ecosystem is by the concept of thermal admittance, the 
product of the square root of diffusivity 6 and heat capacity pep, 
with units J m p 2  deg-’ sec-”’(Brooks and Rhoades, 1954; Kuo, 1968). 
This term is variable in the lower air in response to the fluctuating state 
of turbulence as indexed by KH, and in stirred air lies numerically between 
the values in soil and those in stirred water. Stirred daytime air accepts 
sensible heat from an irradiated ecosystem more avidly than the soil 
does; the atmospheric heat flux outruns the soil heat flux. Conversely, 
when air is paired against a stirred water body with a still greater value 
of thermal admittance, the atmospheric heat flux takes second place. 

Thermal Admittance. 
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The concept of thermal admittance illustrates the relative celerity with 
which an ecosystem surface can rid itself of sensible heat, and in what 
direction it moves, to be developed in Chapters XVII and XVIII. 

VARIATIONS IN THE REMOVAL OF SENSIBLE HEAT FROM AN 
ECOSYSTEM 

The movement of sensible heat from terrestrial ecosystems is small 
most of the time. Periods of net deficit in the radiation budget, which 
prevail more than half of the hours of the year, are periods when non- 
radiative energy fluxes are also small and the stable structure of the air 
hampers vertical motion. The downward flux attains moderate size only 
when the ecosystem is experiencing a phase change of water in the 
presence of heat advection. The upward sensible-heat flux reaches high 
intensities only in the midday hours of large radiation surplus in rela- 
tively dry conditions, when in models it can be approximated as a 
quarter of the incoming flux of solar energy (Greenland, 1980). 

Sensible-heat flux density is directly measured by eddy correlation 
methods in which the temperature (and pc,,) of ascending and descend- 
ing parcels of air and the respective upward and downward speeds are 
sensed, multiplied to form the individual pulses of sensible heat, and 
put into storage (Swinbank, 1951; Dyer et al., 1967; Frankenberger, 1958). 
After half an hour the ascending pulses are retrieved from storage and 
added up, as are the descending fluxes, to yield the net upward or 
downward flux of heat during that period. The pulses are shorter than 
about 10 sec, even when measured 4 m above the surface, at a height 
where turbulence elements are fairly large. Elements are smaller closer 
to the surface and the fluctuations in vertical velocity more rapid, to the 
degree that the response of the wind and temperature sensors may be 
taxed (Munn, 1966, p. 88). Siting the sensors higher, however, increases 
the possibility of coming under the influence of upwind ecosystems 
differing in roughness or To from the ecosystem under study. The re- 
quirement that fetch should be 100-200 times the height of the sensors 
tends to be restrictive for ecosystems of usual sizes and especially forest, 
for which a required fetch of 0.8 km was determined in a South Aus- 
tralian pine stand (Hicks et al . ,  1975). 

Sensible-heat flux density is calculated along the lines given in Eqs. 
(1) and (Z), with various means of adjusting K or D for height, stability, 
and other parameters of turbulence. Varying K with height yielded good 
reconstitutions of diurnal temperature regimes up to 500 m (Kuo, 1968); 
in neutral conditions the temperature profile and wind speed can serve 
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(Stricker and Brutsaert, 1978). The flux is also obtained as the residual 
quantity where other fluxes in the energy budget are measured. 

The shortest variations in sensible-heat flux are associated with the 
individual eddies. Over longer periods the net flux is steadier (Desjar- 
dins, 1977), showing, for example, only one or two dips in the afternoon 
decline. 

The Daily March 

The persistence of stable stratification of the lower air in the morning 
tends to delay the rise of the sensible-heat flux, but its peak is still 
reached by midday from ecosystems in which the soil is isolated from 
the irradiated surfaces. Midday peaks from grass at Hamburg came at 
1200, 1100, 1230, 1130, and 1200 in the months April-September, re- 
spectively, in 1958 (Frankenberger, 1960) (Fig. 1); Yap and Oke (1974a) 
also found no phase lag after the net radiation regime over grass. 

The morning pulse of sensible heat is correlated with the rise in air 
temperature at 2 m (Fig. 2). For example, in February the total heat 
transferred upward from the morning crossover until 1400 was 0.25 MJ 
m-', and air temperature rose 3.1"C; in April the pulse was 2.75 MJ 
m-2, and temperature rose 5.6"C. Angstrom (1925) notes the close re- 
lation of morning radiation to heating of the air, and Neiburger (1941) 
shows how forecasting the morning heat pulse can be employed to pre- 
dict the daily maximum air temperature in nonfrontal weather and to 
assess the possibility of dissipating an inversion limiting upward dilu- 
tion of pollutants (Neiburger, 1957). Where this heat pulse burns off 
morning stratus or, conversely, initiates afternoon convective cumulus, 
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Fig. XVI.1. Isopleth diagram of sensible-heat fluxes at Hamburg-Quickborn in 1958. 
Values are means in the hour beginning at time indicated (W m~.'). [Data from Franken- 
berger (1960).] The maximum in the midday hours appears in April, but the length of the 
daytime period with upward sensible-heat flux increases until early July. 
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HEAT P U L S E  .MJ 6’ 

Fig. XVI.2. Rise in 2-m air temperature above grass at Hamburg-Quickborn from the 
hour when the sensible-heat flux became directed upward until 1400, as a function of the 
pulse of sensible heat during the same period (MJ m -’). [Data from Frankenberger (1960).] 

the effect of cloudiness on the radiant-energy intake feeds back to alter 
the diurnal regime of the sensible-heat flux. 

The upward flux declines through the afternoon and ends at Hamburg 
about 1830 in summer, 14-2 hr before sunset, as was true also in Wis- 
consin (1700 in September) (Tanner and Thurtell, 1970). It usually ends 
earlier than the flux of latent heat. 

Rates exceeding 60 W m-’ occur for about 8 hr in summer days at 
Hamburg and for about 10 hr above dry surfaces. Peak densities at 
Hamburg reached 160 W m-2, but from dry surfaces may reach 400 W 
m-2 on a desert in central Asia (Aizenshtat, 1960), or even 500 W m-’ 
on a south slope at 3.2 km altitude in the Turkestan range (Aizenshtat, 
1966) or a California dry lake (Brooks and Rhoades, 1954). 

Downward fluxes at night, as noted earlier in the chapter, are small 
because of the valve effect, and at Hamburg (Fig. 1) they are of the order 
of 10-20 W m-2. As a result, the net 24-hr transport of sensible heat 
in summer is -20 W rn-’ upward. The 24-hr mean is small on most 
winter days, or even net downward in marine climates. 

Synoptic-Scale Variations 

Day-to-day variations in the heat flux from an ecosystem reflect var- 
iations in its absorption of radiation, in dryness, or in air-stream warmth. 
On winter days with a small flux of downward longwave radiation at 
Hamburg, the sensible-heat flux brought in + 15 W m-2. In the spring 
transition, from February days of generally downward heat flux to April 
days of generally upward flux (Table II), the day-to-day variation in- 
creased. April displays a bimodal distribution. 

The heat flux increases as a field dries out after rain, as illustrated by 
midday flux rates at a steppe site (Table 111). Drying allowed higher 
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surface temperatures to develop, and the steeper gradient supported 
a larger flux of sensible heat; latent-heat flux diminished. 

Seasonal Regime 

The seasonal variation in absorption of radiant energy by ecosystems 
in middle latitudes, modified by changes in ecosystem dryness and 
roughness in the yearly cycle, produces a variation in the flux of sensible 
heat. These effects are illustrated by eddy-flux measurements over short 
grass in interior southern Australia (Table IV). Tall, green, actively trans- 
piring grass of September, under a net all-wave radiation surplus av- 
eraging 240 W m-’ in the hours from 1000 to 1600, puts only 0.2 of this 
energy into sensible heat. Somewhat shorter grass on warm days in late 
October converted half its radiation surplus into sensible heat. Dry short 
grass in late summer converted 0.75 of its radiation surplus into sensible 
heat. The sensible-heat flux densities over 6-hr periods increased from 
45, 145, 240, to 290 W m-’ and represented the succession of pheno- 
logical changes. 

TABLE I1 

Frequency Distributions of Net Daily Fluxes of Sensible Heat at Hamburg in Spring“ 

Net 24-hr flux of sensible 
heat (MJ m-*) February” March” April” 

Downward >1.7 11 0 0 
0.9-1.7 29 0 0 

0-0.9 43 16 3 

Upward 0-0.9 17 36 7 
0.9-1.7 0 19 10 
1.7-2.6 0 23 20 

2.6-3.4 0 3 17 
3.4-4.2 0 0 10 
4.2-5.1 0 0 7 

5.1-5.8 0 3 20 
5.8-6.7 0 0 3 
6.7-7.5 0 0 3 

Median value + 0.6 - 0.8 - 3.0 

Data from Frankenberger (1960) Appendix 3. 
’ Data given in percent. 



SPATIAL CONTRASTS 315 

TABLE 111 

Midday Sensible-Heat Flux 113001 at a Steppe Site before 
and after Rain" 

10 42 27 15 - 220 
11" 24 17 7 - 80 
12 37 21 16 - 170 
13 40 25 15 - 180 
14 42 27 15 - 220 
15 47 28 19 - 220 

a Data from Rauner (1960), pp. 135, 146, 154. 
I' Rain of 7 mm in morning. 

The regime over a year can be illustrated from Hamburg data (Table 
V). The early peak and the decline after May as transpiration began to 
claim more heat is noteworthy. A spring peak is also found in the tro- 
posphere (Oerlemans, 1980). The mean downward flux during winter 
at Hamburg shows how much energy this coastal ecosystem extracts 
from marine air streams.* 

Dry regions or those with stronger solar radiation display larger 24- 
hr mean fluxes in summer than the 25-30 W m-' of Table V. While 
Nigerian rainforest generates 10 W m-', steppe ecosystems generate 
80 (Oladipo, 1980). Estimates by Budyko (1974) that show 50 W m-' as 
mean flux density from Midwest ecosystems show 100-110 W m-' from 
desert ecosystems. 

SPATIAL CONTRASTS 

Small-Scale Spatial Variations 

Variations in sensible-heat flux from shade leaves and sun leaves are 
obvious and may even differ in sign when sun leaves generate heat 
while shade leaves extract it from the air. As will be seen in Chapter 
XX, differences in the sensible-heat exchange between leaves and air 
often exist at different levels in an ecosystem. Horizontal differences in 
the same ecosystem are, however, small (Yap and Oke, 1974a). 

* It also benefits from a high rate of incoming longwave radiation from the moist, cloudy 
air. The two modes of delivery of advected oceanic heat make possible a high ecosystem 
temperature in the dark days of winter at this latitude. 



TABLE IV 

Eddy-Correlation Measiirements of Sensible Heat oiler Grass at Kerang, Australia“ 

Sensible heat as fraction of all nonradiative 
Sensible-heat flux density heat fluxes 

Temperature 
difference 1-4 m 10-12 12-14 14-16 Sum 

Condition (“C) (w rn-’) ( M J r f 2 )  10-12 12-14 14-16 Average 

10 cm, green 0.45 - 80 - 60 - 10 1.0 0.23 0.22 0.07 0.20 
7 cm, green 0.93 -90 -230 -115 3.2 0.38 0.45 0.34 0.49 
5 crn, green 1.08 -260 -315 -150 5.2 0.48 0.53 0.41 0.62 
5 cm. drv 1.36 -315 -315 -270 6.4 0.75 0.75 0.76 0.75 

Data from Swinbank and Dyer (1968). 
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TABLE V 

Meair Motilhly Fluxes o f  Sensiblc Hear from Grassland at  HurnburpQttickborn" in  1957" 

D J F M A M J J A S 0 N Mean 

+6 + 8  + 7  -12 -37 -25 -23 -19 -19 -12 - 1  + 1  -11 

'' Latitude 54"N. 
I' Data from Frankenberger (1960). Data given in watts per square meter. 

Ecosystems on north and south slopes in dissected terrain discharge 
different quantities of sensible heat as a result of different exposures to 
beam radiation. A summer example in a dry mountain region is seen 
in Table VI (Aizenshtat, 1966), and one from a polar range in Table VII 
(Braze1 and Outcalt, 1973). 

The differences in heat injected into the local air produce differential 
expansion, which generates potential energy that powers the typical 
mountain wind system. The tertiary circulations of the lower atmo- 
sphere that have a diurnal period manifest the daytime injection of pulses 
of sensible heat from the underlying ecosystems. Even in such humid 
terrain as the Paris Basin, mesoscale differences in sensible-heat flux are 
located and used by soaring birds and sailplane pilots searching for 
thermals (Fig. 3) (Pedelaborde, 1957, p. 463). 

Contrasts between the large upward pulses of sensible heat from dry 
ecosystems and the small downward fluxes of heat extracted from the 
air by irrigated crops become large in midday hours. At Davis, Califor- 
nia, the downward flux of sensible heat was 90 W m-' at 170 m from 
the edge of an irrigated field and 160 W m-' at the edge itself (Dyer 
and Crawford, 1965). 

Miess (1968, p. 164) found June heat flows from high moor in north- 
western Germany to be 0.6 greater than those from low moor. Another 
kind of water-related contrast is seen between aquatic and adjacent ter- 
restrial ecosystems. The large sensible-heat fluxes from terrestrial eco- 
systems by day contrast with the small fluxes from aquatic surfaces; the 
situation is reversed at night. 

TABLE VI 

Midday Flux Densities of Sensible Heat from Slopes in the 
Turkestun Range" 

~ 

Flat surface North East South West 
- 440 -135 -290 -520 -345 

~ ~ 

Altitude 3.2 km, latitude 40'". Data given in watts 
per square meter. 
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TABLE VII 

Daytime Mean Flux Densities of Sensible Heat from Slopes 
in Alaska" 

Flat surface Northwest slope Southeast slope 
- 65 - 55 - 110 

a Altitude 1.8 km, latitude 61"N. Data given in watts 
per square meter. 

Rock ledges in the Sahara (de Felice, 1968), where surface temperature 
did not go lower than lYC, generated sensible-heat flux all night long 
into cold (loOC) air. This air had been chilled over cold dune sands, 
which had extracted heat from it at a rate of +70 W m-' early in the 
night decreasing to + 15 at dawn. 

Heat stored in concrete in cities adds to the winter leakage of heat 
from buildings to provide an all-day source of sensible-heat flux. Midday 

Fig. XV1.3. Hang-glider seeking column of rising air on east slope of Mount Mansfield, 
Vermont, in June. Ski runs below are less likely than the paved parking lot beyond to 
generate large sensible-heat fluxes. 
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fluxes of sensible heat from a building roof in Vancouver reached 300 
W m-’ (Yap and Oke, 1974b), comparable with the heat fluxes from 
deserts. This flux includes the heat given off by thousands of air-con- 
ditioners that remove solar heat and latent heat from buildings to dump 
it into the local air. The quantities are particularly large in high-density 
cities like Hong Kong (Newcombe, 1979) and New York. 

Injection of urban heat from Washington, D. C. into an atmosphere 
approaching instability produced showers only downwind from the city 
(Harnack and Landsberg, 1975). This sensible heat was shown by parcel 
theory analysis to be ”the likely trigger force for shower development.” 

Larger-Scale Spatial Variations 

Cloud-free areas in flows of unstable air in summer also can localize 
the final destabilization that triggers severe storms. This appears to have 
happened in the second flash flood at Kansas City in 1977 (Hales, 1978). 

Marine or lake air in a sea-breeze circulation or synoptic-scale advec- 
tion in summer crosses coastal lands as a cold flood that extracts a dis- 
proportionate fraction of the energy available in ecosystems and reduces 
their transpiration. Cold advection characterizes, for example, ecosys- 
tems of the Maine coast, some parts of the coastal zone of the Great 
Lakes, the Arctic Coast, and the coastal Ukraine, and reduces their 
evapotranspiration correspondingly. 

The warm-season flux of sensible heat in the U.S.S.R. takes away 0.8 
of the net surplus of all-wave radiation from desert ecosystems in central 
Asia and progressively smaller fractions as one goes toward the moist 
forest zone in the north and northwest. North of Moscow to the White 
Sea it claims only 0.2 of the radiation surplus (Berliand et at., 1972). 
Extreme air temperatures along the coast of Queensland (mean flux 40 
W m-’) run about 10°C lower than extremes observed inland (Dury, 
1972), where the mean flux is 60-65 W m-’ (Budyko, 1963) from dry 
ecosystems. 

The high, dry mountains and plateaus of interior Asia generate large 
sensible-heat fluxes in summer (Table VI), and daytime means of 200 
W m-’ occur at 4.0 km in the Pamirs (Muminov, 1959) and even larger 
pulses in the Kara-Kul’ valley at the same high altitude (Zuev, 1960). 
These suggest to Flohn (1968) important dynamic implications because 
they are injected into the middle levels of the planetary atmosphere. 
Calculations of the sensible-heat flux on a large scale figure in models 
of the circulation of the atmosphere (e.g., Gates and Schlesinger, 1977; 
Saltzman and Ashe, 1976b) and define the main patterns of the global 
energy budget. 
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Dry low-latitude continents generate mean annual flux densities of 
about 65 W m P 2  (Budyko, 1974), and the consequent thermal expansion 
of the atmosphere over Australia in summer draws in a large volume 
of lower-tropospheric air, shown by computations of mass convergence 
(Troup, 1974). This volume is equivalent to lifting the continental at- 
mosphere 20 m, which represents a conversion of 25 W m - 2  of sensible 
heat into potential energy, or one-third of the seasonal sensible-heat 
flux into the atmosphere from the underlying ecosystems. 

Removal of energy from ecosystems by way of the sensible-heat flux 
is negligible much of the time, small in daytime from well-watered 
ecosystems, but can become large during dry periods in the growing 
season. These periods, often unpredictable, threaten ecosystems with 
not simply the loss of potential biomass production but, more seriously, 
the loss of life. The rapid response of the sensible-heat flux to remove 
heat in these crises makes it a vital part of the ecosystem energy budget. 
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SUBSTRATE HEAT FLUX IN TERRESTRIAL 
ECOSYSTEMS 

The subterranean part of a terrestrial ecosystem has a substantial ca- 
pacity to take in, store, and pay out heat, which buffers the fluctuations 
in ecosystem temperature that result from fluctuations in absorbed ra- 
diant energy. The substrate flows of heat determine the warming and 
cooling of ecosystem soil and its overall temperature, which affects water 
uptake, decomposition of carbon compounds, fixing of atmospheric 
nitrogen and other vital processes. 

ROLE OF THE SOIL IN THE ECOSYSTEM 

The rate of nitrogen fixation declines at temperatures below 15°C (1.0) 
to 0.6 at lo" and only 0.1 at 6" (Crofts, 1969), and the food value of 
pasture decreases in winter. All processes involved in nitrogen flow, 
including transformations of soil ammonium and nitrates and the role 
of live and dead roots and litter, can be modeled from two driving var- 
iables: soil moisture and soil temperature (Reuss and Innis, 1977). When 
run at the Pawnee grassland in Colorado, the model reads out yields, 
top biomass and other ecosystem variables. Alaskan soil, insulated by 
an accumulation of sphagnum moss, remains so cold in summer that 
little soil nitrogen is available for tree growth; where the moss has been 
removed by fire, the distribution of nitrogen in the soil is altered and 
becomes highest near the surface (Heilman, 1966), where soil is the 
warmest. An increase in soil-heat flux accelerates its circulation in the 
ecosystem and biological productivity. 

The heat reservoir of the soil forms the environment of roots and the 
renewal buds of cryptophytes, hemicryptophytes, and geophytes and 
is more or less closely coupled with above-ground biomass. In midlat- 
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itude mountains this thermal coupling with small plants is very close; 
they find a favorable environment in and near the relatively warm soil. 

Temperatures in ecosystem soil are controlled by and at the same time 
generate soil-heat fluxes in the flux-gradient relation expressed by ther- 
mal conductivity A: 

A = heat fluxitemperature gradient. 

Dimensions are J sec-' m-'  deg-' = (W mP2)/(deg m-') .  Heat fluxes 
can be calculated as the product of measured gradients and conductivity, 
but changes in gradients with depth and changes in conductivity with 
soil moisture often make a more indirect method preferable (e.g., Kim- 
ball and Jackson, 1975). Bridging of pores by water up to 25% increases 
A rapidly, but after 25% the increase is only that due to water replacing 
air (Marshall and Holmes, 1979, p. 279) 

Thermal Capacity 

Ecosystem soil forms a closed system, and in analysis heat flux data 
are combined with thermal capacity. The thermal capacity of a substrate 
is one factor governing how much heat can be removed from the surface 
and is the product of specific heat per kilogram of the material and its 
density, i.e., cp. Specific heat c is the number of joules required to raise 
the temperature of 1 kg of a substance 1". For water c is 4185 J kg-' 
deg-' and less for most other substances because their molecules re- 
spond more actively to an input of energy than do those of water, linked 
by their polar nature. The specific heat of most rock and soil minerals 
is approximately lo3 J kg ~ ' deg - I .  * 

In energy-budget studies we are interested in heat capacity in each 
layer and use the conversion from kilogram to cubic meters via density 
p. For water p = lo3 kg mP3; for most kinds of rock p lies between 2 
and 3 x lo3 kg m-3. Soil, as a mixture of rock particles, air, and organic 
matter with varying amounts of water replacing air in some of the pores, 
has a smaller bulk density than solid rock, and p ranges from 1.3 to 1.6 
x lo3 kg mP3. 

Combining p and c to obtain thermal capacity per unit volume gives 
units of (kg rnp3)(J kg-' deg-I) = J m P 3  deg-', the energy required 
for a 1" warming of 1 m3 of substrate. For water pc = 4.185 MJ m-3 
deg-'; for dry soil pc is usually between 0.8 and 1.5 MJ mP3 deg-'. The 
high density of the rock particles compensates somewhat for their small 
specific heat. 

* Artificial energy storage is expressed in kilojoules per kilogram; e.g., a lead-acid battery 
stores 140 kJ kg- ' (Kalhamrner, 1979). 
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Effects of Soil Moisture. Water increases both p and c. It fills the empty 
pores, increasing the bulk density, and increases the specific heat of the 
soil. For wet soils pc is of the order of 2 to 2.5 MJ m p 3  deg-'. 

Considering how much the moisture of ecosystem soil layers changes 
with time, it can be seen that its thermal properties are neither uniform 
nor constant. For this and other reasons the laws of heat conduction in 
uniform solids are difficult to apply precisely. Although often used in 
atmospheric modeling and helpful toward a qualitative understanding 
of how heat moves into and out of substrates, they should be accepted 
with caution in ecosystem analysis. 

Freezing and thawing increases the capacity of a given layer to store 
heat by adding the latent heat of fusion, often accompanied by an up- 
ward movement of liquid water (Outcalt, 1971) and associated with 
heaving of overwintering crops like alfalfa (Rohweder and Smith, 1978). 
In the annual cycle the active layer in permafrost regions is only 1-2 m 
thick, but the quantity of heat stored in summer and released in winter 
may be as great as in a midlatitude soil. For instance, on the Kara Sea 
coast tundra took in 130 MJ m-' of heat in summer and thawed to 0.8 
m; three-quarters of the heat intake went to thawing (Bakalov et al.,  
1961). Different kinds of permafrost seem to be associated with different 
upper limits in soil temperature (Washburn, 1980). 

Thermal capacity differs in different substrates 
(Table I). Ice as a bulk solid has different thermal properties than water, 
and its finely divided state as snow is still different. Granite is a typical 
bulk rock with high density and low specific heat; mineral soil as a 
divided state of rock has values of pc of about 1 MJ m P 3  deg-'. Organic 
soil has low density and resulting small heat capacity. 

Different Substrates. 

Depth of Zone in Which Heat Is Stored 

This dimension of an ecosystem is important in its energy budget 
because it determines the mass that can store energy. It must therefore 
be considered along with heat capacity pc per unit volume. 

The day-and-night cycle is not long enough for heat to move to great 
depths because conductivity (J sec-' m- '  deg-') has a time dimension 
and the duration of daytime radiant-energy availability is limited. Time 
is less restrictive in the summer-and-winter cycle, and a greater depth 
of soil can take part in the heat-storing process. The depths at which 
a cyclic temperature variation is reduced to 0.05 of its amplitude at the 
surface are 0.2-0.3 m in the daily cycle and a few meters in the annual 
cycle in poorly conducting substrates. In denser, moister soils of agri- 
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cultural ecosystems depths of daytime heat storage are a meter or so, 
and of annual storage 10-15 m.* 

The downward heat flux does not continue indefinitely downward 
year after year because it meets the slow upward flux of geothermal heat 
from the crust, which is about 0.05 W m-’, depending on age of the 
crust, diminishing to 0.046 W m-’ after 800 million years (Sclater et al. ,  
1980).t This tiny flux, because it is always directed upward, is able ”to 
check the many-times-faster inflow of the vadose energy at such a short 
distance from the point of entrance” (Nikiforoff, 1959). Near-surface 
heat storage in both the daily and annual cycles resembles soil-moisture 
storage in that turnover is localized in the layers nearest the soil surface 
and is more or less captive in the ecosystem. 

Biomass Storage of Heat 

Vegetation tissue has low mass, and the air in the plant volume has 
very small mass and heat capacity; the aboveground part of an ecosys- 
tem, except the largest branches and trunks, heats and cools easily. A 
formula for heat storage in biomass (Thorn, 1975) is based on specific 
heat c being about 0.7 that of water and mass of material involved in 
heat turnover varying from 10 g m-’ for short grass to more than 10 kg 
m-’ in forest. If temperature in forest increases 3” hr-*, the uptake of 
heat is 

3 x 10 x 3000 J m-’ 
3600 sec 

= 25 W m-‘, 

Dense forest may take in 0.1-0.2 MJ m-’ per degree of temperature rise 
(Hicks et al., 1975). On frost-danger nights this stored heat, less than 
1 MJ m-’, contributes 0.1 or less to the supply of heat needed to meet 
the deficit in the radiation budget (Brooks et a l . ,  1952). 

* The depth to which heat penetrates is immensely increased where it is carried down- 
ward in water injected into aquifers (Molz et a / . ,  1979), for retrieval the next winter. Un- 
derground space also becomes a reservoir for energy storage in compressed-air systems 
(Chiu et a / . ,  1979). 

t In geothermal areas this heat flux is much greater. For example, in the Wairakei area 
of New Zealand it  is about 100 W m-’ (White, 1965), and in the more dispersed thermal 
basins of Yellowstone Park it is about 12 W m ~ ’. In the developed Geysers dry-steam field 
in California it is calculated as 130 W m-’  at the well head, of which 19 W m-* is delivered 
as electrical energy to the consumers at an energy cost of construction and materials of 
1.5 W m ’ (Gilliland, 1975). 



TABLE I 

Substmte Properties Affectinn Substrate-Heat Flux zclith S~ircial Reference to the Coefficient of Thermal Adrtrittattce" 

Specific heat per 
Thermal unit volume (heat 

conductivity A Density p Specific heat c capacity) p c 
( J  m - '  deg- '  sec-') (kg m--3) (J  kg-' deg-') ( J  m-3  deg-I) 

Still air 0.02 1.3 1000 1300 

Granite 
Dry sand 
Moor soil (dry) 

Still water 

Wet sand 
Wet clay 
Marsh soil, wet 

2.5 2700 790 2.13 x lo6 
0.2 1600 825 1.25 x lo6 
0.08 400 1650 0.66 x lo6 

Thermal 
diffusivity 
K = Aipc 

(mZ sec- ')  

16 x lo-' 
(stirred: 10) 

1.17 x 10 -' 
0.17 X lo- '  
0.17 x l o - '  

Thermal admittance 
coefficient V$ 

( J  m2 deg- '  sec-") 

5.2 
(stirred: 5 x 10'- 

2300 
510 
230 

5 x 104) 

0.6 1000 4185 4.185 x 10' 0.15 x 10-' 1600 
(stirred: 0.009) (stirred: 5 x lo4- 

5 x lo5) 

1.7 1800 1250 2.25 x 10' 0.7 x l o - '  1900 

0.8 - - 2.9 x lo6 0.3 x lo- '  1550 
1.7 1900 1250 2.4 x 10' 0.7 x lo-' 2000 



Ice 
New snow 
Old snow 

Silver 

2.1 910 2120 1.93 x 10' 1.09 x lo- '  2000 
0.08 100 2120 0.21 x 10' 0.4 x lo-' 130 
0.4 400 2120 0.85 x lo6 0.47 x lo-' 580 

418 10,500 234 2.46 x 10' 170 x lo- '  32,000 

Experimental sites 

Shafrikan, 

El Mirage, 
sandy soil 

0.23 1350 825 1.11 x 10' 0.21 x lo- '  510 

0.86 - - 1.00 x lo6 0.87 x 930 
lake sediments 

grassland soil 
(0-17 cm) 

granite ledge 

soil depth 
0.1-0.5 rn 1.2 - - 2.75 x 10' 0.35 x lo- '  1700 
1-3 rn 1.7 - - 2.75 x 10' 0.7 x lo- '  2100 

Copenhagen, 2.13 - - 1.68 x loh 1.27 x 1900 

Finland, 3.8 - - 2.10 x 10' 1.8 x 2700 

Argonne, 

~~~~~~ ~ 

" Data for first 12 rows from Geiger (1961), Sutton (1953), Haltiner and Martin (1957), and Sverdrup (1942). 
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THERMAL DIFFUSIVITY AND ADMITTANCE 

We have discussed heat-storage capacity in the soil, pc, and noted 
that conductivity A and hence depth of storage have a time dimension 
in the heat-storage cycles of day and year. These quantities can be com- 
bined in two ways. 

Thermal Diffusivity 

Their quotient Aipc indicates how temperature rises when heat diffuses 
through a substance, e.g., downward from the surface into the sub- 
strate. A quantity of heat moving into a substance with small heat ca- 
pacity will warm a large volume; if it diffuses into a substrate with a 
large heat capacity, much of the heat is taken up near the admitting 
surface. The same quantity of heat diffusing into a substrate with high 
thermal conductivity will warm a greater volume than in one with small 
thermal conductivity. This quotient is thermal diffusivity K, and its di- 
mensions are found .from those of A and pc: 

J sec-' m- l  deg-' 
J m P 3  deg-' 

= m2 sec-'. 

The coefficients of diffusivity of sensible heat or water vapor from an 
ecosystem into the atmosphere (Chapters XV and XVI) have the same 
unusual dimensions, square meters per second, which can perhaps be 
visualized as the spreading of fire (Chapter XII) or of such a disturbance 
as ripples on a smooth pond: each second an additional square meter 
area is involved. Thermal diffusivity of the soil focuses on the substrate 
to indicate how a heat flux affects it, rather than on the concern of this 
book, the interface. 

Thermal Admittance 

A different combination of thermal capacity and conductivity, thermal 
admittance, emphasizes the removal of heat from the active surface of 
an ecosystem and is a more fundamental parameter (Carlson and Bo- 
land, 1978) than diffusivity for ecosystem analysis. The quantity of en- 
ergy stored in the "active layer" of the substrate (i.e., between the sur- 
face and the depth to which the daily wave penetrates) is proportional 
to its depth or thickness and its thermal capacity. Effective thickness is 
proportional to the square root of the thermal diffusivity fi (Petterssen, 
1969, p. 61). The thermal capacity per unit depth is pc, and the product 
of these factors indexes the capacity of the substrate to take in and store 
energy in a given length of time. 
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This product has no generally accepted name: “conductive capacity,” 
“contact coefficient,” ”thermal inertia,” and ”thermal admittance coef- 
ficient’’ have all been applied to it, each with reason. It indexes the 
capacity of the substrate to receive conducted heat; it represents heat 
abstracted by contact between the surface and the substrate*; it expresses 
the inertia of the substrate in reacting to fluctuations in surface tem- 
perature, and it indicates admission of sensible heat into the soil, es- 
pecially in competition at the soil-air interface with sensible-heat flow 
upward into the air (Lettau, 1952). 

Conversely, it also indicates the readiness of a substrate to give up 
heat. For example, when a cold ( -  17°C) air stream invaded an exper- 
imental site near Leningrad, a plot of frozen soil (admittance = 1000 J 
m-’ deg-’ sec-’/2) gave up a flux of 45 W mP2, while the snow on an 
adjacent plot (admittance about 330 J m-2 deg-’ sec-”’) gave up only 
15 W m-’ [Data from Serova (1959)l. 

Admittance can be calculated directly from thermal conductivity A and 
from thermal capacity pc, as the square root of their product 

. It also follows from the preceding definition as pcV% , because 
K = Alpc. 

p c v z  = p c a c  = G c  vi = .\/pcx. 

Conductivity and heat capacity are not working against each other, 
as they are in the quotient A/pc that represents thermal diffusivity but, 
rather, enhance each other (Brooks, 1959, p. 85). The faster heat moves 
in the soil (a function of A), the more is admitted from the surface. The 
less the soil is heated by a given intake of energy (a function of pc), the 
steeper its temperature gradient will remain, allowing heat to continue 
to enter freely. Each factor is important, and changes in either affect 
heat intake. Artificial modification of admittance, intake and quantity 
of heat stored is easily brought about by increasing A, an example being 
the heat pump, which brings a deeper mass of soil and regolith into 
thermal communication with the overlying surface. Admittances that 
result from computations that begin with density, specific heat, and 
thermal conductivity are shown in Table I for a variety of ecosystem 

* The term ”contact coefficient” (Businger and Buettner, 1961) suggests an everyday 
illustration. The temperatures of a carpeted and a bare wooden bedroom floor are about 
the same, but their effect on bare feet is entirely different. With low conductivity, density, 
and specific heat the carpet takes little heat away from the feet and is comfortable to walk 
on. Values of (van Straaten, 1967, p. 212) help us assess the “thermal shock‘ of 
standing on the floor: carpet, 120 J m-’deg- ’ sec- I”; wood floor, 500; clay tiles, 1000-1250; 
and iron, 12,500. 



332 XVII. SUBSTRATE HEAT FLUX I N  TERRESTRIAL ECOSYSTEMS 

substrates and some sample ecosystems where energy fluxes have been 
measured. 

Although difficult to visualize in fluids, this coefficient is basic (Lettau, 
1952) for such problems as partitioning the energy made available at an 
interface into shares that move upward and downward. For example, 
it helps determine how much heat flows into a sunlit house wall during 
half the daily cycle (Meinel and Meinel, 1976, p. 480). Intuitively, it may 
be regarded as a kind of absorbency, like the infiltration index. Water 
is sucked or pulled into soil at a rate dependent on the dryness of each 
soil layer; the depth to the wetting front is analogous to the depth of 
soil being heated. Similarly, energy from absorption of radiation at the 
surface is pulled both ways at rates and in total quantities that depend 
on the relative admittances of soil and atmosphere. The flows are re- 
versed at night when the incoming and emitted radiation fluxes would 
balance at a surface temperature much lower than either air or soil tem- 
perature; the heat flows drawn from air and soil then depend on their 
relative admittances and bring the surface to a temperature at which 
their sum equals the net deficit of radiation. 

Most of the nonradiative energy in a desert energy budget at night 
comes out of the bare soil, rather than the air, except in windy weather. 
The decline of surface temperature during the night depends mostly on 
the income of longwave radiation and soil admittance [see Haltiner and 
Martin (1957, p. 132)].* An idealized expression that assumes little or 
no heat supply from the air describes the drop of surface tem erature: 

formula gives a drop on a freeze night at Riverside, California (24 Feb- 
ruary 1939) (Brooks, 1959; Brooks et a l . ,  1952) of 12" for soil admittance 
of 1300 J m-* deg-' sec-"'. The observed drop was lo", indicating that 
the air supplied some sensible heat. In July a change of 10% in admit- 
tance in the Sahel, the Sinai, and South Dakota is calculated to change 
the daily range of surface temperature by 6 to 7% (Saltzman and Pollack, 
1977). 

Increasing soil moisture raises both com- 
ponents of thermal admittance. The upper 30-cm layer of Yo10 soil 
(Brooks, 1959, p. 76) at the end of the rainy season has an admittance 
coefficient of 1750, but in summer only 1250 J m-' deg.' sec-1'2. Shal- 

Temperature drop = (2)( - net radiation d e f i c i t ) ( G  )(1/ / pcX ). This 

Variations in Admittance. 

* This relation can be reversed to infer "thermophysical properties of the upper few 
centimeters of Mercurian soil" (Chase et al . ,  1974), as expressed in admittance values at 
different places on the planet's surface. I t  has been applied to similarly remote surfaces 
of the airless moon. 
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low aquifers have been detected by admittance surveys (Huntley, 1978) 
by their effect on soil moisture. 

An experiment with orchard irrigation for frost protection in California 
increased thermal admittance of the soil to the extent that daytime heat 
intake increased from 1.9 to 5.0 MJ m p 2  (Brooks and Rhoades, 1954). 
Peak rates of heat flux into the soil increased from 115 to 245 W m-2, 
and nocturnal outflow also increased. After a period of evaporative chill- 
ing, the plot warmed up, "and two weeks after flooding was definitely 
less liable to frost than the unwatered plots." It is recommended that 
such irrigation be done several days before a frost to avoid latent-heat 
loss at a critical time; benefits are evaluated as 0.9-1.3"K increase in 
nocturnal temperature (Bagdonas et al . ,  1978, p. 102). 

Rolling the loose top soil of vineyards in Australia was found effective 
in increasing nocturnal temperatures as high as 90 cm above the surface, 
the level of the vulnerable new shoots (Bridley et al., 1965). More heat 
supplied to the surface from the compacted soil meant less heat extracted 
by the surface from the air (Fig. 1). Rolling and irrigation together raised 
soil moisture from 0.12 to 0.20, bulk density to 1500, increased thermal 
admittance by at least 400 J m-2 deg-' sec-''' or half its initial value, 
and resulted in the largest improvement of nocturnal air temperature 
at the height of the vines, 0.6"." In marginal circumstances this extra 
warmth from the soil can be crucial. 

Moisture, conductivity, and thermal capacity in stratified soil are com- 
plex functions of depth and time. Temperature data alone are inadequate 
for determining thermal admittance or heat flux; rather, direct meas- 
urements of heat flux are necessary, and those of conductivity and dif- 
fusity (i.e., admittance) are desirable (Lettau, 1954). Data on admittance 
in different layers of the soil can be applied to analyze the relation of 
heat flux to surface temperature (Byrne and Davis, 1980). The horizontal 
pattern of admittance is also complicated, depending on soil density, 
composition, moisture, and geological formations. 

HEAT STORAGE IN THE DAILY CYCLE 

What effect does thermal admittance into a substrate have on the way 
that surplus energy made available at the interface during daytime is 
partitioned? What effect does it have on the way that the nocturnal 
radiation deficit is met? These partitions, which will be discussed for the 

* Larger on the coldest nights. 
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general energy budget in Chapter XXIII, are introduced here as they 
occur in dry ecosystems, where the soil surface is the active surface of 
the ecosystem. 

Two Desert Ecosystems 

Early in the morning (Table 11), the soil-heat flux in sandy soil at Shaf- 
rikan takes 0.6 of the total heat moving from the interface, but its share 
diminishes in competition with upward heat flow as turbulent mixing 
of the air increases its eddy conductivity, hence its thermal admittance. 
During the 10.5 hr (from 0500 to 1530) that heat was moving into the 
soil, total intake was 3.2 MJ m-’, about a quarter of the net surplus of 
all-wave radiation and 0.1 of the radiant-energy intake. This 3 MJ of 
energy is manifest as a warming of each soil layer, especially those near 
the surface, and is retrieved during the following night when it meets 
most of the net deficit in all-wave radiation. 

A similar set of measurements at a dry lake bed in California with 

Fig. XVII.l. Raised vine trellises elevate susceptible shoots above the cold air formed 
on calm nights when soil-heat flux receives no help from a downward sensible-heat flux 
in the quiet air and is unable by itself to meet the longwave radiation deficit at the soil 
surface. Barossa Valley wine district, South Australia. 



HEAT STORAGE IN THE DAILY CYCLE 335 

TABLE I1 

Partition of Sensible Heat at the Sand-Air Interface during the Heating Period of an Average 
lulv Dav” at Shafrikan, Uzbek SSR” 

Energy flux 

From external sources (absorbed 

Emitted as longwave radiation by 

Leaving for removal as sensible 

Conduction-convection upward 

Conduction downward from 

radiation) 

the surface 

heat 

from interface 

interface 
Fraction of total conduction 

Hour 

06 08 10 12 

+ 440 + 745 + 1025 + 1150 

- 380 - 465 - 570 - 615 

- 60 - 280 - 455 - 535 

- 25 - 190 - 330 - 420 

- 35 - 90 - 125 - 115 

0.60 0.33 0.26 0.22 
~ 

Data given in watts per square meter. 
Latitude 40”05‘N. Data from Aizenshtat (1960). Latent-heat conversion equals zero. 

Thermal admittance of sandy soil is 510 J m -‘ deg- sec I i 2  (comparable with admittance 
in the Peruvian desert (Steams, 1969), 570 J m-2 degi’ sec-”’at -5 mm depth). 

greater thermal admittance (930 J m-’ deg-’ sec-”2) (Vehrencamp, 
1953; Brooks and Rhoades, 1954) gave a peak heat flux into the clay-silt 
substrate of 210 W m-’, almost double that into the sandy substrate at 
Shafrikan. The total daytime heat intake was greater, 4.2 MJ mP2, and 
supported a larger return flow at night.“ 

In both desert ecosystems the downward heat flux prevailed for less 
than half of the daily cycle, i.e., 10-11 hr. The upward flux lasts longer, 
and it is slower because the small nocturnal radiation deficit does not 
produce a steep gradient of soil temperature. 

Moist Ecosystems 

Substrate heat fluxes are large in desert ecosystems because much of 
the heat-storing soil body lies exposed to incoming radiation and so 

* These heat intakes are about the same size as those of solar-energy systems during 
the winter in Wisconsin per square meter of collector area (Duffie and Beckman, 1976, Fig. 
6). The movement of heat into storage in active solar installations, however, is speeded 
by pumps in water systems and fans in air-rock systems, evaluated by a volumetric heat 
transfer coefficient that is analogous to conductivity per unit frontal area of a rock bed 
(Persons et a/ . ,  1980). In a sense, passive solar systems with massive walls or floors for 
heat storage represent an acceleration of the diurnal substrate heat flux. 
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becomes the active surface. In most ecosystems much of the soil is cov- 
ered by litter and by a foliage canopy that is not in close thermal contact 
with the soil. The increase in soil temperature gradient is small because 
the soil-air interface is shaded, and since its surface temperature rises 
less through the day, less heat enters even a soil body that has a large 
coefficient of thermal admittance, as most agricultural soils do. 

Furthermore, the latent-heat conversion now enters the surface en- 
ergy budget; remembering its large energy demands as described in 
Chapter XV, it is clear that little sensible heat is left to be partitioned 
between the upward (Chapter XVI) and downward fluxes. The return 
flow of heat from the soil during the night, however, is still a factor in 
interpreting canopy temperature patterns (Byrne et al., 1979) since it 
bulks relatively large in the nocturnal budget. 

The combined effect of the shade and latent-heat conversion of a plant 
cover is illustrated in a grassland ecosystem in Denmark, the soil of 
which took in 1.8 MJ m-2 on a sunny day in summer (Kristensen, 1959). 
This was less than in desert sites, in spite of the denser, more conductive 
soil (thermal admittance of 1900 J m - 2  deg-’ sec-’’2 under the grass 
layer). Absorption of radiant energy through a layer several centimeters 
deep and conversion of much of it into latent heat, as well as shading 
of the soil itself, kept the soil-surface temperature low; a steep temper- 
ature gradient into the soil never developed. 

Temperature Range 

The diurnal range in surface temperature indexes the quantity of en- 
ergy available as sensible heat relative to the sum of the admittance to 
soil and air, and so is affected by soil admittance. Brooks’s Riverside 
example of nocturnal cooling cited earlier in this chapter illustrates this 
effect. Remote sensing of surface temperature at the times of its diurnal 
extremes defines the range; sensing of surface albedo and measurement 
or estimate of incoming solar radiation approximate the radiative forcing 
function, or radiant-energy intake, when allowance is made for variation 
in downward longwave radiation. At a dry surface, in weather when 
atmospheric thermal admittance can be considered to be small, the an- 
alyst now has data sufficient to determine substrate thermal admittance. 
This parameter can be used to delineate near-surface geology or mois- 
ture by such methods as those developed by scientists at Newcastle 
University in Australia (Pratt and Ellyett, 1979), or to analyze urban 
ecosystems (Carlson and Boland, 1978). In moist ecosystems spatial 
variation in latent-heat flux still presents a problem (Pratt et al . ,  1980). 
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APERIODIC VARIATIONS 

Soil-heat flux at Hamburg in June 1958 displayed an average daytime 
intake of 0.9 MJ m-’ and an average nocturnal outflow of 0.5 MJ mp2. 
The intake exceeds the outflow because in June the soil is still warming 
on the average, but in seven 24-hr periods outflow exceeded the intake 
because of cold advection. 

Large heat fluxes occur if rain accompanies the change in air tem- 
perature (Landsberg and Blanc, 1958) since conductivity is raised by 
convective transport of heat in the percolating water. Periods of warm 
advection following cold weather also alter the soil-heat flux pattern. 
Such day-to-day variations in weather, especially in spring before trees 
leaf out and shade the soil, produce substantial variations in soil-heat 
flux in the Hubbard Brook forest (Federer, 1973) and deviations of as 
much as 5°C in soil temperature at -0.025 m depth. 

HEAT STORAGE IN THE ANNUAL CYCLE 

Fluxes on Days in Spring 

Storage of sensible heat in the soil does not occur in one continuous 
6-month wave, but rather is the accumulation of hundreds of daytime 
intakes and nocturnal withdrawals of heat. In June 1958, for example, 
heat moved into the soil at Hamburg during 11.5 hr at a mean flux 
density of 21 W mp2,  and out of it during 12.5 hr at a mean flux density 
of 11 W mp2. Daytime intakes averaged 0.9 MJ m-2 and nocturnal out- 
flows 0.5 MJ mP2, and total flux in nnd out, 1.4 MJ mp2, was several 
times greater than the net flux (Frankenberger, 1962). However, because 
more heat entered the soil by day than emerged by night, the net 
amounts of energy remaining produced the general spring warming. 
The same process had been operating in April and May and would 
continue through July and August, accumulating 50 MJ in each square 
meter column of the soil. 

Nocturnal heat flows to the grass from beneath increased only two 
to three times, from 0.4 MJ m-’ during long winter nights to 1.0 MJ 
m-2 during spring nights, a steadiness that probably reflects steadiness 
in the net loss of energy at night by exchange of longwave radiation, 
noted in Chapter X. In contrast, the daytime intakes of energy into the 
substrate grew from negligible amounts in the dark winter days to 1.5 
MJ m p 2  in sun-warmed April, May, and June. Their summer-winter 



338 XVII. SUBSTRATE HEAT FLUX IN TERRESTRIAL ECOSYSTEMS 
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Fig. XVII.2. Mean nocturnal pulse of heat to grass from soil in months from September 
1953 to August 1954 (MJ m-’), plotted against mean daytime pulse from grass into soil 
(MJ m-2).  The daytime pulse varies from zero in winter to 1.5 MJ m-‘ in early summer 
while the nocturnal return flow varies from 0.4 MJ m-’ to 1.1 MJ m-’. [Data from 
Frankenberger (1955, p. 6 and Appendix Table 2).] 

increase is much larger than the change in the more steady nocturnal 
outflows (Fig. 2). 

The nocturnal movement of energy to a grass surface in interior North 
America (Argonne National Laboratory) (Carson, 1963) also remains 
steady in all months outside midwinter at values between 1.0 and 1.5 
MJ m-’ each night. In contrast, the daytime intakes of energy into the 
soil vary with radiation absorbed at the surface and reached 2.5 MJ in 
early summer. These quantities are double the nocturnal return flow, 
so that each 24-hr cycle ends with 1.0-1.5 MJ of sensible heat remaining 
in the soil column as the day‘s contribution to the heating phase of the 
annual cycle. 

Melting the snow cover and thawing fro- 
zen soil are steps in the arrival of midlatitude spring that may claim 
50-100 MJ m-’. Shallow snow means deep freezing of the soil, and heat 
that is not needed to melt the snow after a dry winter may be needed 
to thaw the soil. Both represent a carryover of winter cold into spring. 
However, a warm spring can wipe out these memories of a severe winter 
so completely that biological energy conversion in summer is entirely 
unaffected; three cold or snowy winters in Wisconsin were each followed 
by record crop yields in 1977, 1978, and 1979. 

Wet soils in spring are poor in oxygen and may be too cold for cell 
division and other activities of root growth; much of the radiant energy 

Threshold Soil Temperatures. 
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they absorb is converted to latent heat and does not warm them much. 
Well-drained soils take in more sensible heat than poorly drained soils, 
and their smaller thermal capacities mean a greater temperature re- 
sponse for each joule admitted and quicker arrival at the optimum ther- 
mal environment for seed germination. Clay soils are usually a degree 
or two colder than sandy soils in spring, and peat soils, with small heat 
intake and high evaporation, average three or four degrees colder than 
mineral soils. 

Cultigens of middle-latitude origin, like wheat and barley, require soil 
temperatures just above freezing for germination, while those domes- 
ticated in the low latitudes, i.e., corn and sorghum, require 8-12”C, and 
their optimal temperatures are 8-10°K higher than wheat (Marshall and 
Holmes, 1979, p. 281). Where such different crop ecosystems are grown 
in the same region, small grain is planted weeks before corn. The delay 
depends on how fast the soil warms in April and May and represents 
a waste of photosynthetically active solar radiation of special concern 
to climatologists in such countries of food urgency as China. 

Summer 

The downward progression of the wave of sensible heat, as shown 
by the first harmonic in a Fourier analysis of soil temperatures at Ar- 
gonne, is slow; the mid-July peak at 0.01 m is delayed to 5 August at 
-0.5 m and 10 October at -3.0 m. The depth in the soil at which the 
range between summer and winter temperatures become negligible 
(defined here as 0.01 of the range in surface temperature) depends on 
the square root of thermal diffusivity K (or to thermal admittance divided 
by pc), and is equal in meters t o 4 4 0 0 f i  (Geiger, 1961). Measured depths 
agree with those calculated from this Fourier relation (Chang, 1957) if 
K is taken as 0.5 x lop6 m2 sec-’, a value between those for dry and 
wet soils (see Table I). 

Summer soil temperatures limit the occurrence of fossorial mammals, 
those that spend most of their lives in closed burrows. Large fossorial 
mammals (>SO g mass) exhibit low basal rates of metabolism as com- 
pared with other mammals, which also reduce their demand on the 
limited oxygen supply; small fossorial mammals exhibit a complicated 
trade-off between mass, basal metabolic rate, and thermal conduction 
to prevent overheating. Mammals living in open burrows, especially if 
they forage outside them when burrows are hottest, i.e., during the 
night, do not display these trade-offs (McNab, 1979). 
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The Declining Phase of the Yearly Cycle 

As the days shorten in late summer, the daytime intakes of sensible 
heat into the substrate eventually become less than the more constant 
nocturnal outflows, which cushion the decline in surface temperature 
through assessments laid on successively deeper layers of the soil.' 
Underground houses take the same kind of advantage of warmth in the 
deeper soils (LaNier, 1976), often combining burial of one part of the 
house with exposure of another part for passive solar heating. Energy 
savings for space heating may be as much as 0.6 in parts of the Midwest 
(Landsberg, 1977). Many Canadian cities have followed the example of 
Montreal and have built underground shopping malls (Mercer, 1979). 

As the wave of cooling descends into the soil, biological organisms 
adjust to it. Japanese beetles spend the summer near the -0.1 m layer 
of the soil in a temperature between 20 and 28°C and overwinter as 
grubs that burrow more deeply as the soil cools. When the soil tem- 
perature falls to about 10 C they stop eating and become inactive; when 
the soil begins to warm in spring, they resume activity and move upward 
"about 5 days behind the corresponding temperature change, resume 
feeding to complete their third larval stage and prepare to emerge as 
adult beetles" (Bourke, 1961). Soils that are inhospitable to this insect 
lie in northwest Europe, where they are too cold in summer (below 
20aC), and in the Soviet Union, too cold in winter (below - 2°C). Several 
species of desert rodents similarly occupy burrows at different depths 
in different seasons (Kenagy, 1973). 

Grain crops that are sown in fall to winter over have to be chilled, 
but their tillering nodes, about - 0.03 m deep, cannot survive extremely 
low temperatures. Temperature at this depth is also important for per- 
ennial grasses (Strashnaia, 1980) and is used to forecast survival in 
spring. If the minimum -0.03 m temperature averages warmer than 
- 12"C, grain has few overwintering problems, but if it averages colder 
than - 16T, it is necessary to plant cold-resistant strains of wheat and 
take measures to keep the soil as warm as possible (Kulik and 
Sinel'shchikov, 1966, p. 288), often by managing depth and conductivity 
(i.e. density) of the insulating snow blanket. 

The insulating power of snow cover is familiar in the shallow freezing 
of soil in winters or regions when snow is deep; a snow-covered plot 
gave up 48 MJ m p 2  of heat and froze to only 0.11 m, while a bare plot 
gave up 137MJ m p 2  and froze to 1.5 m (Pavlov, 1965). In some Wisconsin 
winters the pattern of snow depth has been such that northern counties 

* This transport of energy is increased by use of heat pumps as a mode of house heating, 
which extract heat from a large volume of substrate. In some installations the summer 
heating of the soil also is increased by a pumped circulation. 
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had almost no frozen soil at a time when southern counties were frozen 
deeply. 

The removal of heat from the soil body in winter is accelerated in the 
special case of groundwater to melt snow and to warm surface soil in 
the Black Forest (Fezer, 1971); molecular conduction of heat through the 
soil is augmented by convection. Heat pumps in the Midwest utilize 
groundwater similarly (Connelly, 1979). Heat pipes containing ammonia 
multiplied the upward transfer of soil heat to a bridge deck in Wyoming 
to a rate of 173 W m p 2  (Cundy et al . ,  1979) without indication of any 
“permanent depression” of temperature in the weathered granite at 15 
m depth. 

Annual Heat Turnover 

The half-cycle intake of energy at Argonne, found by multiplying the 
thermal capacity of each soil layer by the warming that it experienced, 
is 170 MJ m p 2  (Carson and Moses, 1963) and claims about a tenth of 
the radiation surplus from April through August. 

Two-thirds of the total intake of heat in a grassland ecosystem in 
Denmark occurs in May, June, and July when the 24-hr average is 12 
W m-2, a fraction of the net surplus of all-wave radiation that decreases 
from 0.11 in May to 0.07in August (Kristensen, 1959). Most of the energy 
is admitted to the soil early in summer, in a regime that leads the regime 
of soil temperature by more than a month, as heat-flow theory indicates 
it should. 

The annual intake of sensible heat in the whole soil column averages 
125 MJ m-’ (Aslyng and Jensen, 1966), but in a summer when drought- 
injured grass covered the soil less completely than usual (1955), it was 
about 10% greater than the mean. Although heat turnover is only 0.02 
of annual radiant-energy intake, it is important in the ecosystem energy 
budget because it transfers energy from the season that is rich in the 
radiant form-which cannot be stored-to the dark season and helps 
reduce the effects of the annual fluctuation in radiant-energy income. 
However, it has greatest value to ecosystems in winter if it is coupled 
with a large downward flux of Iongwave radiation, as it is in Denmark. 
It is less biologically significant in the Midwest (although useful in earth- 
sheltered dwellings). 

SPATIAL PATTERNS OF SOIL-HEAT FLUX 

Small-Scale Spatial Patterns 

The size of the diurnal soil-heat flux varies spatially as a function of 
differences in radiant-energy inputs at the soil surface, soil moisture, 
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atmospheric ventilation, and thermal admittance. Rockiness and po- 
rosity affect soil thermal admittance, as described earlier in this chapter, 
and the relative values of thermal admittance in substrate and air de- 
termine how much of the available sensible energy at the soil surface 
goes downward. The extreme spatial variability of soil moisture pro- 
duces like variability in thermal admittance and soil-heat flux. 

Daytime heat intakes into different substrates of southern Finland 
(60"N latitude) are the most reliable components in the first energy bud- 
gets ever cast (Homen, 1897). The diurnal heat wave penetrated below 
the deepest measurements ( - 0.7 m) in granite and died out in sand at 
about -0.5 m. In peat soil, with very low conductivity in spite of its 
high water content, the diurnal heat pulse did not penetrate below 
-0.2 m. The daily turnovers of heat in these substrates, averaged over 
a 3-day period, are shown in Table 111. So great a depth of high-density 
granite participated in this oscillation that it took in more heat by day 
and gave out more by night than the other substrates. Daily turnover 
in the sandy soil was a little larger than in the desert at Shafrikan men- 
tioned earlier in this chapter (3.1 MJ mp2), and a little less than in the 
silt of the dry lake (4.2). 

The turnover of heat in the peat was small and confined to the upper 
layers because evaporation left only a third as much heat available for 
partitioning as was partitioned at the granite surface between soil and 
air. Although a moderately high thermal admittance in the peat assured 
the intake of a reasonable fraction-about 0.3-of the heat available at 
the surface, this amount was small, 1.6 MJ m-'. Nocturnal cooling ex- 
hausted it and brought the soil surface to 6°C as compared with 15°C 
at the granite; its grass came close to freezing.* 

Microtopography, such as represented by differences in soil drainage 
or windthrow mounds in forest, produces admittance and soil-heat flux 
contrasts. Mounds in Hubbard Brook Experimental Forest average 1-2°C 
colder in winter than a standard soil-temperature site and correspond- 
ingly warmer in summer (Federer, 1973). Farmers and ecologists are 
aware of these microscale differences in soil temperature, but few studies 
of differences in soil-heat fluxes have yet been made. However, the daily 
regimes of surface temperature can be interpreted in terms of thermal 
admittance of the substrate, as mentioned earlier. Mesoscale tempera- 
ture differences in an agricultural region are due, for example, to soil- 
moisture contrasts (Nixon and Hales, 1975), which influence admittance. 

* The hazard of summer night frosts was the reason Homen began to study daily intake 
and nightly outgo of heat. 
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TABLE 111 

Diurnal Heat Turnover in Three Substrates in Southern 
Finland in Summer“ 

Thermal admittance Heat turnover 
Substrate (J rn-’deg-’ sec-’l2) (MJ rn-2) 

granite 2900 6.8 

peat moor 1550 1.6 
sandy heath 1510 3.7 

’ HomPn (1897, pp. 47, 48, 65, 83). 
I’ For comparison, grassland soil near Copenhagen 

with 1900 J m - 2  deg-’ sec-”2admittance took in 1.8 MJ 
rn - 2  (Kristensen, 1959). 

Managing Soil Temperature by Means of Heat-Flux 
Modification 

Crops on muck soils in the Midwest are occasionally frozen in August 
or even near the summer solstice (as in 1965), following an invasion of 
an unseasonably cold, dry polar air stream that radiates little heat to the 
underlying ecosystems. When during a calm night little sensible heat 
can be extracted from the air, the smallness of soil-heat storage is plain. 
Mixing in sand increases thermal admittance and increases the turnover 
of heat. When an 8 cm-deep layer of sand was mixed into peat soil in 
Finland [Pessi (1956) quoted in Geiger (1961, pp. 158-159)], thermal 
admittance increased from 1010 J m-’deg-’ sec-”’ to 1390. The formula 
given earlier for nocturnal fall in temperature during an 8-hr night and 
assuming a net radiation deficit of 40 W m P 2  yields a temperature drop 
of -7.8”C on untreated peat and -5.7”C on treated, an improvement 
of 2.1”C; the minimum air temperature observed in oats on these soils 
showed an improvement of 1.9”C. 

Flooding cranberry marshes represents primarily energy transport to 
the threatened sites, but also increases thermal admittance. Sand is also 
used in these marshes. 

Mulching by Vegetation Residues In spring and early summer, when 
the soil body is taking in heat from the surface, insulation is undesirable 
and mulched soil is a degree or more colder than unmulched. The same 
mulching practice that produced favorable results in South Carolina 
produced unfavorable results in Iowa and Minnesota (van Wijk and 
Derksen, 1963), because in South Carolina soil temperature at -0.1 m 
remained above the optimum for maize and mulching had no unfavor- 
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able effect. Trial-and-error experimentation had to give way to physical 
and biological reasoning. 

Tilling the upper layer of soil usually reduces thermal 
admittance and increases the range in temperature at its surface and in 
its upper layers, with overheating by day and frost hazard at night. 
When soil temperature is rising in spring, cultivation speeds the heating 
of the upper layers; the opposite effects in deeper layers are unimportant 
to the still shallow-rooted young plants. 

Increasing soil depth, 
even without changing thermal admittance, reduces the heat flux reach- 
ing a given layer. The mallee fowl, by mounding dirt over a hole in 
which incubating eggs are buried, maintains an amazing constancy of 
temperature at 33°C in the eggs month after month (Frith, 1956, 1957, 
1962) in a climate (interior New South Wales) of large daily and sub- 
stantial seasonal fluctuation (Marshall and Holmes, 1979, p. 280). The 
bird also opens the mound in hot weather to allow excess soil heat to 
escape or spreads out sand for the sun to warm in cool weather, practices 
that Frith measured by heat-flux meters. Energy demands on the mother 
to produce large eggs and on the father to toil unceasingly in managing 
the soil-heat flux leave them no time to be parents; after the long in- 
cubation the chicks are on their own after they hatch and dig their way 
up to the surface. 

Dense vegetation separating the active outer surface of an ecosystem 
from the soil surface itself also restricts soil-heat flux by reducing the 
temperature gradient in the soil. The daytime downward flux is reduced 
from 0.2 of the net surplus of all-wave radiation in bare soil to as little 
as 0.02 under dense vegetation (Thorn, 1975), especially where the active 
surface is as distant from the soil as it is in forest stands. Soil-heat fluxes 
measured at three sites at Zagorsk, near Moscow, in early summer 
showed the morning intake of energy to be 4.5 MJ m-2 into bare soil, 
2.8 into soil under meadow grass, and 1.0 into forest soil. Peak rates of 
heat flux in midmorning were 175, 105, and 45 W mP2,  respectively 
(Pavlov, 1965; Rauner, 1960). 

These spatial differences are less marked in the annual cycie. Spring- 
time and summer intake into the forest soil is three-quarters or more 
that into the meadow soil, which suggests that in a long cycle vegetation 
cover insulates less than does snow cover, which can sustain temper- 
ature differences of 10 or even 20" between its top and bottom over a 
long period. Forest and snow cover are often managed jointly to reduce 
the depth of soil freezing and alleviate its effects on infiltration of water 
in spring [e.g., Weitzman and Bay (1963)l. 

Cultivated Soil. 

Thickening the Top Layer of Soil or Ecosystem. 
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Larger-Scale Contrasts 

Substrate storage of heat is a clear expression of seasonality, which 
is a large-scale variable in the energy climate of a region. For example, 
a small summertime intake into peat in the Amur region allows deep 
wintertime freezing of the peat and underlying clay, which blocks per- 
colation and creates large areas of water-logged land and bogs (Kho- 
loden, 1978). Modelers of atmospheric circulations find it profitable to 
include thermal capacity (Bhumralkar, 1975), seasonal heat storage in 
land and ocean (Taylor, 1976), or computations of soil-heat flux (Dear- 
dorff, 1978) in order to specify atmospheric heating. 

Sensible heat stored in the substrates of terrestrial ecosystems pro- 
vides both the thermal environment of their below-ground members 
and organisms, and also carries energy over into night or the cold sea- 
son. Its magnitude in the time-limited cycles of day and year depends 
on the product of the thermal capacity of the substrate and thermal 
conductivity, or thermal admittance, a property that explains spatial 
differences in the role of substrate-heat fluxes in ecosystem energy bud- 
gets. Variations in exposure and in other fluxes in the budget also cause 
the substrate-heat flux to vary, and daily and yearly cycles in absorbed 
radiant energy cause it regularly to reverse direction. 

By removing heat from the surface in daytime and in summer and 
returning it at night and in winter, this flux reduces fluctuations in sur- 
face temperature caused by variations in other components of the eco- 
system energy budget and couples the surface and substrate parts of an 
ecosystem. This coupling is to be understood in the context of the com- 
plete ecosystem energy budget, which our discussions are' approaching. 
One way to examine the complete budget is in a case of close sub- 
strate-surface coupling and large substrate heat flux, both due to a sub- 
strate of large thermal admittance; we will look at aquatic ecosystems 
in Chapter XVIII. 
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SUBSTRATE ENERGY STORAGE IN AQUATIC 
ECOSYSTEMS AND ITS PLACE IN THEIR 
ENERGY BUDGETS 

In this chapter we will discuss energy relations in ecosystems that 
possess a large internal capacity to store heat. Ecosystem members im- 
mersed in water live in a steady thermal environment: Penetration of 
solar energy supports a deep zone of photosynthetic energy conversion 
in a buoyant transparent medium; the mobility of water permits rapid 
intake of sensible heat from the surface; water itself has a high specific 
heat.* In seasonal climates particularly, the large release of heat upon 
freezing and the low density of water at the freezing point protect against 
winter cold, and the large heat of vaporization buffers summer heat. 
Temperatures in aquatic ecosystems of middle and high latitudes seldom 
exceed 30°C and display a limited diurnal range. The role of internal 
heat storage is so great in these ecosystems that in describing it we are 
casting virtually the entire energy budget, a task for which discussions 
of its major components in the preceding chapters have prepared us. 

ECOSYSTEM STRUCTURE 

Aquatic ecosystems characteristically are deep, and this implies a stor- 
age capacity that is large even if stratification develops. Whether its 
components are emergent plants, submerged macrophytes, or algae and 
other microphytes, the large depth of a supporting fluid distinguishes 
aquatic from terrestrial ecosystems. 

* Aquatic ecosystems also are distinguished by the constant availability of water for 
metabolic processes; they benefit from aqueous circulation of nutrients and the buoyancy 
of water and suffer the drawback of low oxygen concentration around their roots. These 
factors have energy connotations that are largely internal to the plants of the ecosystem. 

350 
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Most of the biologically useless solar infrared radiation is absorbed 
in the top layer of water while photosynthetically active radiation pen- 
etrates to a considerable depth, especiaIly the wavelengths near 0.46 Fm 
(Kondratyev, 1969, p. 518). Over the whole solar spectrum about 0.05 
penetrates to a depth of 3 m in Lake Mendota, Wisconsin, according to 
early (1912) measurements by Birge, the same fraction that penetrates 
a clover sward only a few centimeters (Chang, 1968, p. 39). The distri- 
butions of plants within this volume varies a great deal, and different 
ecosystems are “unique aggregations of similar components” (Richey 
et al., 1978). Spatial patterns of aquatic communities in many basins, 
often concentric zones associated with water depth, control species di- 
versity, productivity, and wildlife (Weller, 1978). 

Mobility of Liquid Water 

The fluidity of water, its low viscosity, and large specific heat make 
it an ideal heat carrier, and turbulence in a water body efficiently diffuses 
sensible heat, especially in the upper photosynthesizing zone. Thermal 
admittance ranges up to 500 kJ m -’ deg - sec- ‘ I2 in conditions of strong 
wind mixing and far surpasses the admittance in soil (1-2 kJ m-’ deg-’ 
sec-I/’). As a result the daytime intake of heat amounts to 5-10 MJ m-’ 
and is spread to depths from which “its ultimate expenditure [can be] 
postponed” (Mortimer, 1956). 

Mixing this heat deeper is hampered by buoyancy forces between the 
warm upper layer and the heavier bottom water, but these are not large. 
Where the wind can be brought to bear, mixing is accomplished by only 
a ”few per cent” of its kinetic energy (Hutchinson, 1957, p. 508). Wind 
effect increases with area of water on which it acts, i.e., the fetch, and 
depth to the thermocline is a function of fetch (Arai, 1965). 

Strata 

Wind action dies out downward from the surface, and in summer the 
thermocline (see Hutchinson, 1957, Chap. 7) lies at a depth of a few 
meters, depending on wind mixing. Below it is a zone of darkness, cold, 
and oxygen lack, but adequate nutrients. It contrasts with the upper 
layers-”warm and filled with abundant plant and animal life” (Mor- 
timer, 1956, p. 177). The most important grazers ”are excluded from the 
lower water by the accumulation in it of products of the decomposition 
of the plankton plants and animals,” which exhaust its oxygen (Birge, 
1897, p. 423). Eliminating summer stratification by bubbling air up 
through a California reservoir cooled the surface and reduced evapo- 
ration substantially (Koberg and Ford, 1965). Correspondingly, strati- 



352 XVIII. SUBSTRATE ENERGY STORAGE IN AQUATIC ECOSYSTEMS 

fication in the storage tank of a solar energy system increases its overall 
efficiency (Sharp and Loehrke, 1979). Temperature contrast in a reservoir 
is equivalent to a large quantity of gravitational potential energy, per- 
haps more than can be generated as hydropower (McNichols et ul., 1979; 
Hall, 1980). 

Winter stratification of a cold top layer over warmer water can be 
destroyed by stirring, which raises enough heat to the surface to forestall 
freezing. An unobtrusive air pump keeps a duck lagoon in Milwaukee 
open all winter, and by an ingenious energy conversion the kinetic en- 
ergy of the wind over a lake in central Wisconsin pumps air to the lake 
bottom, resulting in a stirring that keeps 100 m2 open for oxygenation 
to forestall fish kill. Some devices for oxygenating bottom water stir the 
water enough to keep ice from forming (Dunst et a l . ,  1974, p. 18). 

Stratification can result from a density gradient caused by a high solute 
concentration in bottom water, which in some deep lakes in the Antarctic 
does not freeze. A similar storage of heat is effected in solar ponds; the 
deep layers can be heated to as much as 90°C by absorbing solar radiation 
and generate thermal energy convertible into electrical at a rate ap- 
proximating 4 W m P 2  in Israel (Tabor, 1980), certainly comparable with 
biomass conversion. 

COUPLING WITH THE SUN 

Penetration of Solar Radiation 

Penetration of solar radiation of a given wavelength depends on the 
density and distribution of plants-emergent stems and leaves, floating 
and submerged leaves, algae and other plankton. Algae can find the 
level of optimum light because gas vacuoles give them the ability to sink 
or rise in the water (Walsby, 1977), and a seasonal change in the profile 
of photosynthetic production in Lake Tahoe depends on algal adapta- 
tions to the prevailing conditions of light flux (Tilzer and Goldman, 
1978). Larger plants have been controlled by dyes that reduce light pen- 
etration (Dunst et ul . ,  1974, p. 23). In general, 0.01 of solar radiation 
incident on the surface of Lake Mendota reaches a depth of 5 m, which 
delimits the layer of water “in which the phytoplankton can grow and 
multiply” (Mortimer, 1956, p. 171). 

Penetration is deepest when the sun is high and little of the incoming 
beam is scattered upward by water molecules eventually to escape from 
the lake. Water bodies absorb 0.94-0.95 of the solar flux and are closely 
coupled with the sun. 
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Snow that accumulates on winter ice cover reduces the penetration 
of solar radiation so much that photosynthesis stops, and with it the 
generation of oxygen needed by fish. The result is winter-kill, which in 
particular seasons, e.g., 1969-1970 in Wisconsin following a 0.3 m De- 
cember snowfall (Brynildson, 1970), brings massive biological destruction. 

As in forest penetration of solar energy into aquatic ecosystems deep- 
ens the zone in which biological conversions take place and allows it 
to expand in an open structure with maximum ventilation by the COz- 
transporting medium, whether air or water. Accompanying the flux of 
photosynthetically active radiation, however, is a flux of ultraviolet ra- 
diation, which may be destructive to reef organisms without protective 
pigments (Jokiel, 1980). 

Biological Conversion of Solar Energy 

The large quantity of thermal energy stored in aquatic ecosystems is 
matched by the large quantity fixed by photosynthesis; wetlands and 
marshes display high biological productivity (Auclair et al . ,  1976). Prairie 
glacial marshes in the upper Midwest, cattail and riverine marshes with 
large nutrient inflow, are most productive (de la Cruz, 1978), and sedge 
meadows and northern bogs about a third as much. Total production 
above and below ground in Theresa Marsh near Milwaukee is reported 
as 3-4 kg m - 2  yrpl ,  to which emergent species contribute the most 
(Klopatek and Stearns, 1978). The density of energy conversion over a 
150-day growing season is 4-5 W m-2. Still higher annual values are 
found in such low-latitude ecosystems as papyrus (Westlake, 1975). 

Wetland productivity at the higher trophic levels of finfish, shellfish, 
and waterfowl is correspondingly high. Lake Mendota produces as 
much energy in the form of fish as the adjacent alfalfa and corn fields, 
even with fossil-energy support, produce as milk or meat. A census of 
perch caught by ice-fishermen came to 1,500,000 in one winter (Frey, 
1963, p. 68), about 4 tons a day. The energy equivalent of this catch, 
6-8 mW mp2,  is consistent with other studies of mean annual yield of 
nearby Lake Waubesa [from data of Dunst et a l .  (1974, p. 15)]. 

Trout ponds in the northern United States support 100 kg of fish per 
hectare without fertilization (Marriage et al . ,  1971), an approximate yield 
of 2 mW m p 2 .  In farm ponds, as in recreational lakes, the biological 
productivity of macrophytes is not always welcome because weed re- 
moval has a dollar cost of $100 ha-’ (Dunst ef al., 1974, p. 21) that 
amounts to an energy cost as high as 100 mW mp2,  considerably more 
than the cost to harvest corn. Biological harvesting of aquatic ecosystems 
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is still far from the developed stage of grass-and-cow association of a 
typical terrestrial ecosystem. 

A basin of aquatic ecosystems, Horicon Marsh, where native Amer- 
icans built the largest group of mounds in the state, is downstream from 
Theresa Marsh. Until ceded by the Winnebago Nation in 1832, this 
mosaic of marsh, open water, and slightly higher lands produced fish, 
wild rice, game, root crops, and maize (Hanson, 1977, p. 6). Since then 
it has been a lake, then unproductive farms (Gard and Mueller, 1972), 
and after the 1930s again a marsh with an enormous population of musk- 
rats, ducks, and Canada geese-about 200,000 of the latter, sought by 
thousands of hunters and hundreds of thousands of bird watchers. 

Aquaculture without fossil-energy supplementation has long been a 
part of traditional agriculture, especially for protein supply; ponds in 
China and Bangladesh are well-known. Small aquatic ecosystems in 
Mesoamerica intermingled with raised beds, drained fields, or chi- 
nampas as terrestrial ecosystems, were integral parts of an intensively 
farmed land-and-water landscape. Wilken (1970) details the watercress 
and other plants and aquatic animals serving as food, and the plants 
used for fodder and.rush mats, from aquatic ecosystems that form a 
“web of swamp-like environments over much of the basin floor” in 
Tlaxcala. Such ecosystems also were mingled with raised fields in the 
Mayan lowlands (Turner, 1974; Matheny, 1976, 1978) and may have 
been vital in Mayan culture (Willey, 1978). 

Such aquacultural ecosystems as catfish farms are supplemented by 
fertilizers and fish foods in lands of mechanized agriculture and reach 
high levels of production, especially of protein (Lovell, 1979). Other 
aquatic ecosystems in these mechanized lands inadvertently receive ex- 
cess nutrients and sediment from polluting farmland, ecosystems under 
substandard management practices (Karr and Schlosser, 1978). These 
nutrients might increase biological productivity, though not necessarily 
in marketable species. An “’explosion’ of aquatic weeds” (Holm et al . ,  
1969) is a threat to freshwater bodies and a ”symptom of our failure to 
manage our resources.” Eutrophicated aquatic ecosystems might yet 
have long-term value for stable energy conversion; the high biomass 
productivity of such aquatic plants as Scirpus and duckweed can, with 
careful management (Stearns, 1978), clean water and salvage its energy- 
conversion potential (Woodwell, 1977; Hillman and Culley, 1978). 

The cattail and wild-rice marshes and trout and catfish ponds of North 
America, the rice fields of Asia, and the taro (Fig. 1) and fish fields of 
Polynesia (Kikuchi, 1976) are ecosystems that overcome the handicap 
of low oxygen in the root zone, enjoy thermal stability, and efficiently 
convert solar energy. 
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Fig. XVIII.1. A variety of aquatic ecosystems form this mosaic of riparian and variously 
flooded taro fields on the floor of Hanalei Valley on Kauai. 

Nonbiological Transformation of Solar Energy 

Exposed vegetation reflects much of the solar infrared radiation and 
reduces the total solar energy absorbed by the ecosystem. In contrast, 
late-planted rice in southern Japan that has formed only a sparse cover 
by midsummer allows soil and water to be heated by the sun to tem- 
peratures (exceeding 35°C) that impair root function (Inoue et al . ,  1965). 
Streams in clear-cut forest in the eastern United States overheat by 5-8 
degrees in summer (Corbett et al . ,  1978; Patric, 1980), even in New Eng- 
land, and injure fish metabolism, hatching, development, and patterns 
of migration; riparian strips of forest can alleviate these problems. 

The dominant solar coupling is shown in the midday energy budget 
of a small stream in Virginia (Table I), in which water was warmed 3.4"C 
in traversing an unshaded reach 0.33 km long. Of the intake of absorbed 
radiation, 945 W mP2, almost half went to warm the water. Displacing 
the locus of absorption away from the outer surface of the ecosystem 
forestalled the overheating of a thin outer layer, from which energy 
would easily be lost. Rather, the water surface remained slightly colder 
than the air and extracted a little heat from it. An energy budget of a 
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TABLE I 

Midday Energy Fluxes at Stream Surface" 
~~~~~ ~ 

Absorbed solar radiation + 585 
Absorbed longwave radiation + 360 

Radiant energy intake + 945 
__ 

Emitted longwave radiation - 445 __ 
Net surplus of all-wave radiation + 500 

Exchanges with the air 
sensible + 15 

- 55 latent 
Net exchange -40 

- 

Exchanges with substrate 
stream bed - 17 
warming of water - 443 __ 

Net exchange -460 

' I  Data from Pluhowski (1972). Data given in 
watts per square meter. 

stream traversing a powerline clearing' in West Virginia displays similar 
flux densities, except that more heat was taken into the bed [Lee (1978, 
pp. 200-210) from data of C. G. Day]. Such transient heating can have 
biological impact (Day and Carvell, 1978). If high temperatures can be 
accepted, as in an aqueduct, the emitted longwave radiation and latent- 
heat conversion in a dry environment remove as much energy as is 
absorbed from solar and downward longwave radiation [data from Job- 
son (1980)l. 

COUPLING WITH THE ATMOSPHERE 

The midday energy budgets presented show solar coupling at its 
maximum. Atmospheric coupling is important in daily and yearly av- 
erage conditions. 

Energy Inputs 

One atmosphere-ecosystem coupling that has already been noted is 
the effect of kinetic energy of the wind in mixing water, especially im- 
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portant in fall and winter when it tends to warm the surface. Incoming 
longwave radiation, another coupling, plays about the same role in 
aquatic ecosystems as in terrestrial since both have high absorptivity. 

Aquatic ecosystems extract sensible heat from the atmosphere more 
easily than terrestrial ones because their daytime surface temperature 
is generally lower than that of the air in summer and almost always so 
in spring. A transfer coefficient for this downward flux of sensible heat 
is approximately 8 W m-2 deg-' (Inoue et a!., 1965; Lee, 1978, p. 207), 
which for typical temperature differences indicates 20-40 W m P 2  as a 
likely flux level in summer. 

Aquatic ecosystems also extract vapor from moist air. A downward 
gradient of vapor pressure is most likely to occur over melt-water 
streams (Inoue et al.; 1965) or lakes in spring after surrounding terrestrial 
ecosystems become vapor sources. 

Emergent vegetation tends to reduce turbulent heat inputs because 
its foliage warms to a point that produces upward gradients of tem- 
perature and vapor concentration, but its roughness acts in the opposite 
sense. Ecosystem area is also a factor; a small lake in a dry Australian 
landscape extracted more heat from the air than a large reed swamp 
(Linacre ef al. ,  1970) where a long fetch allowed the air stream to come 
into equilibrium with the swamp. 

Energy Outputs 

The outward flux of longwave radiation is a function of ecosystem 
surface temperature, which depends on the degree of mixing and tur- 
bidity. An algal bloom, for example, absorbed solar energy and heated 
a thin surface layer in a shallow pond in Arizona to a temperature above 
35"C, and surface vapor pressure reached 60 mbar (Idso and Foster, 
1974). This effect occurs only by day (Uchijima, 1976b), but it is clear 
that errors in determining surface temperature affect the accuracy of 
data on the energy fluxes (Malevskii-Malevich, 1965). 

The outward fluxes of sensible and latent heat are distinguished from 
those from terrestrial ecosystems by their greater intensity, steadiness 
in the face of the diurnal forcing regime of the sun, and lagging the 
seasonal regime of the sun. The size of these fluxes suggests that, from 
an energetic standpoint, aquatic ecosystems outperform terrestrial ones 
just as forest ecosystems outperform low ecosystems, and for about the 
same reasons: greater absorption of solar energy and better access to 
water. 
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Evapotranspiration 

With respect to vaporization of water aquatic ecosystems have been 
the object of a great deal of myth-making, especially outside the parts 
of the world where they are familiar food producers. Reed swamps in 
California, potholes on the Great Plains, and lake vegetation in the South 
are suspected to waste water, but these myths are not based on energy- 
budget analyses but on transfer of greenhouse pot experiments in which 
transpiration is supported by inputs of advective energy larger than ever 
found in plant communities. One such transpiration rate is given (Ben- 
ton et d. ,  1978), for example, as 14 mm day-’, which is equivalent to 
410 W m-* when solar radiation was 240 W m-2 and little stored heat 
was released. Heat advection that would supplement absorbed radiation 
enough to attain an evaporation rate of 14 mm day-’, never observed 
in natural ecosystems, could be realized only in single plants or tiny 
stands, as Idso (1979) comments. 

Advectively supported evapotranspiration decreases as ecosystem 
area increases, and in the large Australian swamp that Linacre et al .  
(1970) studied, midday evapotranspiration measured accurately by the 
eddy correlation method, at 160 W m-’, was only two-thirds that from 
a small lake, which gained more heat by advection than the swamp. 
Evapotranspiration from hydrophytes in potholes in North Dakota, 570 
mm over the summer, was 120 mm less than evaporation from open 
potholes (Eisenlohr, 1966), partly as a result of the shading of the water, 
and a similar finding was reached for a cedar swamp in Ontario (Munro, 
1979), which generated a large sensible-heat flux in morning hours. 

Linacre (1976) feels that in typical conditions swamp evapotranspi- 
ration is roughly equal to that from open lakes; the smaller absorption 
of solar energy by emergent plants is balanced by their greater extraction 
of sensible heat from the air. Floating plants exhibit only the first effect; 
they evaporate less than open water (Cooley and Idso, 1980). 

Evapotranspiration from rice, which usually claims 0.8 of the net sur- 
plus of all-wave radiation (Uchijima, 1976a), increases to 1.0 or more in 
advection, the strength of which can be estimated by the radiative index 
of dryness [see Budyko (1974, pp. 324, 426)] at the surrounding terres- 
trial ecosystems. Evapotranspiration measured in a peat bog in northern 
Minnesota (Bay, 1966), where heat advection was minor, approximated 
potential evapotranspiration as calculated by the Thornthwaite method. 
Evapotranspiration from aquatic ecosystems on summer days is un- 
doubtedly larger than from terrestrial ecosystems, which are often re- 
stricted by moisture stress, but the physics of their energy budget gives 
no reason whatever to ascribe rates of transpiration two to three times 
open-water evaporation. 
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ADVECTION OF UPSTREAM HEAT OR COLD IN ECOSYSTEM ENERGY 
BUDGETS 

Stream Water 

In stream ecosystems the continued inflow of cold water at night low- 
ers the water temperature that was raised during the day by solar heat- 
ing, as in the Virginia stream (Table I). In headwater streams in Japan 
(Nishizawa, 1967) extraction of heat from the air contributes approxi- 
mately 50 W m-’ in the 24-hr average and the net surplus of all-wave 
radiation 100 W m-’. Along with a small contribution of heat from the 
ground, these sources of energy equal the advection of cold water from 
upstream. Organic matter that falls or washes into streams from ter- 
restrial ecosystems dominates their energy conversions, in contrast to 
grazing in still-water ecosystems. Flowing-water ecosystems in forested 
landscapes have four times as much gross primary production as still- 
water ecosystems (Brown et a l . ,  1978). 

Wetlands 

Where meltwater direct from high mountains flows into rice fields, 
as it does in Italy, Japan, and California, crop damage occurs (Raney, 
1963; Raney and Mihara, 1967), unless the water is warmed somehow 
to 23°C or warmer, because water temperatures lower than 19°C prevent 
rice from forming grain (Inoue et a/ . ,  1965). Ideally, warming practices 
are based on energy-budget analysis. A typical equation for water tem- 
perature T ,  that includes the net surplus of all-wave radiation R,, is 

(R,lh) - 2 0  
1 + 2s T ,  = T ,  + 

in which T,  represents air temperature, h is the transfer coefficient for 
sensible heat (=  sensible-heat flux/(T, - T,), D the vapor-pressure 
deficit, and S the slope of the curve relating saturation vapor pressure 
to temperature at T = T,  (Inoue et al.,  1965). Warming basins built with- 
out energy analysis are inefficient, waste land, and may even be ”ir- 
rational” as heat exchangers. Suppression of evaporation by spreading 
of monolayers on the water is practiced by rice farmers (Inoue et a l . ,  
1965) and raises water temperature by amounts that indicate a substan- 
tial shift in the partitioning of energy at the water surface. 

Reservoirs 

Reservoirs differ from most natural lakes in respect to advection of 
cold or hot water (Arai, 1967), and density currents of the inflowing 
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water seek different depths at different seasons. The heat content of 
warm inflow water in one reservoir in early summer was equivalent to 
350 W m P 2  of reservoir surface. 

Low-level outlets in some dams tap a layer of cold water formed by 
winter inflows and have been found responsible for damage to down- 
stream rice fields; the closing of Shasta Dam in 1946 brought about a 
several-degree drop in the temperature of the Sacramento River in the 
rice-field area (Raney and Mihara, 1967). 

A different kind of advection into aquatic ecosystems is the injection 
of hot water from power plants (Gibbons and Sharitz, 1974). Rates of 
heat addition are approximately 200 W m-2 in lakes and 450 in cooling 
ponds in the U.S. (Jirka and Harleman, 1979) and 250 W m p 2  in lakes 
in Poland (Gadkowski and Tichenor, 1980). This added heat has bio- 
logical effects, some not yet well understood, and alters the energy 
budget although the effects may be mitigated and be less irreversible 
than injection by cooling towers into the atmosphere (Reynolds, 1980). 
Evaporation equations for a stream receiving such heat (temperature 
33-41°C) have to include effects of free convection (DeWalle, 1976). An 
energy budget model of the Chattahoochee River found that the injected 
heat was offset by the release of cold bottom water from an upstream 
reservoir (Faye et al . ,  1979). However, this fortuitous availability of win- 
ter cold cannot be counted on if many synfuel plants are built (Harte 
and El-Gasseir, 1978). 

VARIATIONS IN THE ENERGY BUDGET 

The thermal inertia of aquatic ecosystems is illustrated in the time 
variations of their energy budgets. We shall consider the regular vari- 
ations of day and year and the aperiodic fluctuations. 

The Diurnal Energy Cycle 

The capacity of a water body to store daytime peak flows of incoming 
energy results from its ability to spread the conversion of photosyn- 
thetically active radiation through a deep layer and to mix downward 
the heat generated near the surface by absorption of solar infrared ra- 
diation or extraction from warm air. Aquatic ecosystems, taking most 
of the morning solar impulse into their substrates, experience only a 
small rise in surface temperature and the surface-to-atmosphere energy 
fluxes. Emission of longwave radiation increases about 10 W m-2 for 
a typical rise of 2°C; the sensible-heat and latent-heat fluxes increase 
little over their nocturnal rates. 
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The aquatic system at night receives only atmospheric radiation and, 
to meet the demands to emit longwave radiation, draws on its own 
thermal resources to the extent of 2-3 MJ m-’, but once vertical cir- 
culation develops in the water (Anderson, 1968), these resources are 
large, being the heat (10 MJ m-’ or more) that entered storage during 
the midday hours of the preceding day. Even a slight cooling can call 
forth the 2-3 MJ m-’ needed to add to the incoming longwave radiation 
to meet the emission demand. 

Ample heat remains available in the ecosystem through the night to 
sustain a relatively high surface temperature, and heat is transferred to 
the now cool inflowing land air. Much of the energy that went into 
storage in the water during the day ”is later released as evaporation 
during the night” say Stewart and Rouse (1976) in reporting on the 
energy balance of a lake on the coastal lowland of Hudson Bay, even 
though storage was limited by its shallowness (mean depth 0.6 m). The 
warmth and moistness of lake air is familiar to people rowing or sailing 
on a small lake in the evening, and lake air in gradient flow can ward 
off frost in Florida orange groves for several hundred meters downwind 
(Bill et al . ,  1978). 

Irregular Variations 

The thermal stability of an aquatic ecosystem gives it the ability to 
accelerate its outputs of energy if conditions of the overlying air change 
from day to day in temperature and vapor concentration. Variations in 
wind speed affect the turbulent heat fluxes and by stirring the water 
increase the availability of stored heat. Variations in solar radiation from 
day to day, in contrast, are not as important in the energy budget of 
aquatic as in that of terrestrial ecosystems. 

When variations in radiation are taken into consideration by express- 
ing nonradiative fluxes as fractions of the net surplus of all-wave ra- 
diation, the daily sums of the turbulent fluxes from a shallow pond 
averaged 0.80 of the net radiation surplus [from data presented in Stew- 
art and Rouse (1976)], but large interdiurnal variations produced a stand- 
ard deviation of 0.97. Transfers to the atmosphere were as small as 0.19 
of the net radiation surplus on one day, and as large as 1.23 on another- 
a cold day in which the turbulent fluxes drew heavily upon substrate 
heat storage. 

Rice fields are flooded more deeply when cold days occur in summer 
(Inoue et al. ,  1965) because water not only brings its own warmth but 
also the capacity to carry daytime radiant heat over into the critical night 
hours. The threat of cold damage to reproductive cells is met by 0.1-0.15 
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m of water. Cranberry bogs are flooded or sprinkled (2-3 mm hr-*) 
when summer frost threatens these low-lying areas of small thermal 
capacity, and can release sensible heat of fusion sufficient to protect 
down to -7°C (Dana and Klingbeil, 1966, p. 18).* 

The Annual Energy Cycle 

Aquatic ecosystems convert seasonal changes in solar energy into 
flows of heat in and out of storage, which delay the transformation into 
evaporation and sensible-heat flow. The range in internal temperature 
is small, and winter has a different meaning to an aquatic ecosystem in 
the middle latitudes than to a terrestrial one, which has developed more 
elaborate ways of getting through the low-energy part of the year. 

Most of the heating occurs in spring and early summer and at its peak 
is characterized by an almost exclusive transformation of solar energy 
into sensible heat of water, which crowds the turbulent fluxes between 
water and air nearly out of the picture. This transformation is seen in 
May (Table 11) in Lake Mendota in southern Wisconsin when both tur- 
bulent fluxes total only 20 W m-2, less than one-tenth of the absorbed 
solar energy. It is interesting that while the water is avidly taking energy 
into storage at this season the biological energy stored in rhizomes of 
cattail ecosystems in Horicon Marsh is being drawn down toward its 
late-June low point of the year (Linde et al. ,  1976). 

The annual regime is epitomized in the turn-around between May 
and November (Table 11). In May the budget expresses the warming of 
water in the sun; in November the sun has almost vanished from the 
scene, which is now dominated by the transfer of heat (155 W mP2)  
from the water body into the cold, dry, receptive air. 

Several months separate the initial transformation of solar energy from 
the subsequent transfer from ecosystem to atmosphere. In terrestrial 
ecosystems, in contrast, heat is transferred into the air almost imme- 
diately after solar energy is absorbed by the leaves. The heat-storing 
capacity of an aquatic ecosystem inserts a lag of several months between 
the solar forcing function and the atmospheric response, and in the 
process the ecosystem remains warm well into autumn: 8" at the surface 
in November and 12" at depth. Large tanks serve to store heat over 

* Flooding was formerly done in Wisconsin by gravity flow of water from reservoirs that 
were sometimes far away; now it is done more quickly by high-capacity pumps that move 
water-and hence heat-from ground water. Thermal energy gained by pumping 1 m3 
of water that is 5°C warmer than the ecosystem is about 20 MJ; the mechanical energy to 
lift the water 5 m is 0.05 MJ and the fossil-energy operating cost perhaps 0.4 MJ (Cf. 
Chapter XIII; energy cost of equipment not included). The energy trade-off is advantageous. 
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TABLE I1 

Energy Ffuxes at Luke Metrdota, Wisconsin"." 

May November 

Radiation 
absorbed shortwave 
absorbed longwave 
radiant-energy intake 

Profile 
Temperature: 

Air 
Water 

surface 
at 10 m depth 

Vapor Pressure: 
air 
surface 

Dependent Fluxes 
emitted longwave radiation 
exchange of surface with deeper layers 

sensible heat 
latent heat 
sum of turbulent fluxes 

225 60 
310 290 
535 350 

14" 2" 

12" 8" 
10" 12" 

11 mbar 5 mbar 
14 mbar 11 mbar 

- 375 - 350 
- 140 + 155 

+ 30 - 65 
- 50 - 90 
- 20 - 155 
- - 

~ ~ 

a Latitude 43"N, altitude 260 m, area 40 km2, mean depth 12 m. 
Data show mean conditions. In a stream of Canadian air in November, 

however, the fluxes of latent and sensible heat increase to at least 400-500 
W m - 2 .  This figure is consonant with the fact that a flux of 350 W m -' 
over a longer fetch across Lake Huron (Dewey, 1975) is necessary to gen- 
erate convective snow showers, which are frequent winter phenomena 
on Lake Mendota. Data given in watts per square meter. Data from Birge 
et af. (1928), Dutton and Bryson (1962), Scott (1964), and U. S. Weather 
Bureau records. 

similarly long portions of the annual cycle in some solar energy 
installations. 

Thermal storage in the annual regime would be expected to be 19 
times as large (a = 19) as that in the diurnal cycle, but actual heat 
storage in Lake Mendota, including its bed, approximately 1050 MJ 
rnp2,+ is two orders of magnitude greater than that in the diurnal cycle. 
The reason lies in the equinoctial physical overturning of the water, a 

* This value depends on lake depth and wind exposure, as well as seasonality in energy 
inputs. In the Sea of Galilee it is 1420 MJ m-*, and in much-studied Lake Geneva 1550 
(Hutchinson, 1957, pp. 496-500). 
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phenomenon absent in the diurnal cycle. The autumn circulation makes 
the warmth below the thermocline accessible for transfer to the atmos- 
phere in the shortening, darkening days of October and November. 

Overturning postpones the date at which the newly formed top layer 
will be cooled to the freezing point. After ice cover forms over the eco- 
system, heat transfer into the atmosphere diminishes, and the bottom 
water remains at 4°C. Release of 150-200 MJ m-2  of energy into the lake 
budget by ice formation reduces further cooling.* As a result, the annual 
range of temperature in the deep water, from + 4 to + 21, is about half 
the temperature range that nearby terrestrial ecosystems undergo. 
Aquatic ecosystems rely on this small temperature range, and water- 
level manipulation that exposes them to winter freezing and drying 
(Dunst et al. ,  1974, p. 22; Cooke, 1980) is an effective management prac- 
tice. Winter ice blankets, created by flooding cranberry bogs, prevent 
drying of the vines and reduce temperature fluctuations (Dana and 
Klingbeil, 1966, p. 17). 

Changes from Year to Year 

Year-to-year changes in the surroundings of an aquatic ecosystem, as 
well as in solar radiation or rainfall, influence its energy budget. In 
drought years wetlands that are intermingled with uplands are subject 
to dry, hot air streams from the terrestrial ecosystems, which accelerate 
wetland evapotranspiration. For example, a 50-ha wetland in southern 
Wisconsin, fed by cold through-flowing ground water, which evapo- 
rated 800-850 mm in the summers of 1974 and 1975 (Novitzki, 1978, p. 
15), evaporated 1000 mm in 1976, a drought summer when adjacent 
upland ecosystems were short of water by about 200 mm. 

On a longer time scale, if decomposition in aquatic ecosystems slows 
down and if hydrodynamic energy cannot carry away organic material, 
a matter of topographic situation (Hulme, 1980) peat begins to accu- 
mulate. The rate of through-flow and frequency of overbank flooding 
express the ”hydrodynamic energy gradient” (Gosselink and Turner, 
1978), which by controlling sediment and nutrient flows, determines spe- 
cies composition, primary productivity, and the accumulation of organic 
matter. The organic matter in turn alters the movement of water through 
the ecosystem. In low-energy ecosystems the net effect is to accumulate 

* Ice harvesting from Wisconsin lakes, still extant in a few places, was a large industry 
prior to mechanical refrigeration based on fossil energy. By a kind of reverse energy trans- 
fer, it facilitated such industries as brewing and meat packing and shipping (Lawrence, 
1965). At one time the Milwaukee River, in cold weather, yielded up to 250,000 tons of 
ice in several cuttings per winter. 
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a large amount of chemical energy, perhaps two orders greater than is 
fixed in an annual cycle, in long-term storage. 

Spatial Contrasts 

Different water depths in a basin create a suite of aquatic communities 
that ranges from open-water submerged or floating types through 
emergent forms with soil as a nutrient source (Klopatek and Stearns, 
1978), to wetmeadow sedges. The intermingling of ecosystems gives a 
spatial structure of great diversity of species and habitats of birds and 
mammals (Weller, 1978). Fire, which creates diversity among terrestrial 
ecosystems, does so also among aquatic ones. When organic soils in 
south Florida dry and burn, the ”fire-created depressions” (Tiedemann 
et al.,  1979, p, 18) later fill with water that harbors aquatic species and 
become recolonization centers when wide flooding occurs. 

Lakes also differ from one another, as a study of carbon flow indicates 
(Richey et al . ,  1978), each one showing unique characteristics. These 
differences usually are reflected in solar-energy conversions. Water 
movement also differentiates ecosystems, and streams are particularly 
a distinctive and heterogenous class (Blum, 1972). 

Aquatic and terrestrial ecosystems differ in radiation absorptivity and 
energy storage, as we have seen. Where they occupy only a small frac- 
tion of a region, their energy situation is at odds with the regional 
atmosphere, which is largely formed by interaction with terrestrial eco- 
systems. The aquatic ecosystems cool more in winter and heat more in 
summer than they otherwise would, by mesoscale atmospheric advec- 
tion of sensible heat. 

Air moving over a small pond or a narrow belt of riparian vegetation 
will incur little modification and support a large downward flux of sen- 
sible heat and rapid evapotranspiration. Air moving over larger wet- 
lands is transformed and tends toward equilibrium with the underlying 
surface, as was described in Chapter XV on latent-heat conversion. This 
transformation was found to be regular and exponential over a rice 
ecosystem of Australia (Lang et al. ,  1974). Spatial scale influences the 
energy budgets of aquatic ecosystems. 

On a larger scale coastal marsh ecosystems display clear zoning that 
is caused in part by seaward increase in salinity and tidal effects on 
water level. The resulting differences in soils and nutrients in Louisiana 
affect biological energy conversion (Hopkinson et al., 1978), which av- 
erages 3 W rn-’ annually in Spartina patens, a high figure due in part 
to river-transported nutrients and the long growing season. Their pro- 
ductivity is reduced if water circulation is disturbed, e.g., by road con- 
struction (Hoffnagle, 1980). 



366 XVIII. SUBSTRATE ENERGY STORAGE IN AQUATIC ECOSYSTEMS 

Aquatic ecosystems receive most of their energy as terrestrial ecosys- 
tems do, by absorbing solar and longwave radiation, but they differ in 
being able to store a large fraction of this energy. Considering the in- 
termittent nature of solar radiation, their quick intake and large heat 
capacity forestall excess heating and carry energy into the following 
period of darkness or winter. The magnitude of this storage is shown 
by the warmth of a pond or marsh at night and, more dramatically, by 
the extravagant outpouring of heat and moisture from a pond or lake 
in the fall. The initial delivery of solar energy is separated by as much 
as a third of the annual or diurnal cycle from the eventual transfer of 
energy into the atmosphere, and in this long period the stored energy 
provides a buffered environment for photosynthetic energy conversion. 
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POTENTIAL AND KINETIC ENERGY IN 
ECOSYSTEMS 

Many gate functions in ecosystems are performed by conversions of 
potential or kinetic energy in the ecosystems themselves or in their en- 
vironments, and at relatively small energy cost these control the larger 
fluxes described in the preceding chapters. For example, wind kinetic 
energy stirs a lake to release hundreds of watts per square meter from 
the deep water; the potential energy of groundwater supports circula- 
tions that control biological functions and energy storage. 

POTENTIAL ENERGY IN ECOSYSTEMS 

The upward and downward growth of ecosystems into a thick zone, 
necessary for intake of C02,  water, light, and nutrients and the discharge 
of vapor and oxygen, endows upper layers more than lower ones with 
potential energy. Upward movement of water from roots to leaves, 
which adds potential energy to several kilograms of water per square 
meter daily, requires an energy input; downward movement of water 
is powered largely by potential energy of the intercepted rain. 

Intercepted Rain and Snow 

Rain loading is seldom important in forest ecosystems, but can cause 
lodging in small grains or soybeans, which reduces production and 
makes harvesting difficult. It is often combined with wind effects (Grace, 
1977, p. 120). 

Intercepted snow is more serious; wind packing or thaw-and-freeze 
weather causes masses reaching 20 kg or more per square meter of 
ground area to load evergreen canopy. The silvicultural effects of snow- 
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break are worst when a rare snowstorm occurs where tree species have 
not developed the structural strength of those in snowy regions, which 
represents a substantial energy cost to the trees. 

Freezing rain, which adheres more tenaciously than snow, can ac- 
cumulate to destructive weights and flattens or tears the tops out of 
forest stands, but seldom comes when crop ecosystems would be af- 
fected. Ice storms were only a minor problem in southern Ontario (ex- 
cept in woodlots) before 1920, but now present a threat to thousands 
of kilometers of electric lines (Hewitt and Burton, 1971, p. 53). The March 
1976 ice storm in southern Wisconsin (Fig. 1) stopped rural traffic and 
shut off electrical energy to dairy farms, which virtually ceased to operate 
and suffered losses in their herds. 

Intercepted snow or rain has to be further energized before its potential 
energy can move it out of the canopy. Clumps of dry snow can be blown 
apart by the wind (kinetic energy); wet masses can lose adhesion to 
supporting branches by partial melting (thermal or radiative energy) or 
may entirely melt away at greater energy cost; in rare cases intercepted 
snow evaporates at a very large cost in thermal energy (Miller, 1967). 

Fig. XIX.1. Ice-storm destruction 13 months earlier is still evident in trees near Mineral 
Point in southwestern Wisconsin. 
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Detained Snow and Rain 

Potential energy removes meltwater from snow cover, so that it does 
not accumulate and choke off the melting process. Snow cover creeps 
downslope in a quiet, slow, and almost irresistible mass movement. An 
obstacle bears the weight of a large upslope sector in a bridging action 
that can drag down any obstruction or tear branches out of trees. Snow 
creep has geomorphic significance, creating stresses in the soil that are 
as great as those of glaciers (Thorn, 1978). 

Liquid water in the detention layer applies its potential energy to 
breaking up soil aggregates and carrying them out of an ecosystem, but 
does perhaps more work through kinetic energy. Subsurface runoff, 
unseen but common in forest ecosystems, carries off soil solutes and 
nutrients. In some soils an accumulation of water during prolonged rain 
causes a small slab of soil to slide out, disintegrate, and flow as a debris 
avalanche (Kesseli, 1943). At rainfalls exceeding 5 mm hr-', following 
regolith saturation by 250 mm or more, such shallow soil slips were 
common in the 1969 storm in southern California (Campbell, 1975). Mass 
movement to the point of slope failure occurs in clear-cut areas of Oregon 
(Gresswell et al.,  1979, p. 12). 

Air Processes 

Vapor from transpiration is removed by the help of buoyancy im- 
parted to the air by sensible heat and the low density of vapor. Thermal 
convection becomes dominant at a short distance above the surface dur- 
ing periods of greatest ecosystem activity, i.e., on summer days, and 
not only removes vapor (and oxygen, another residue) but also brings 
C 0 2  down into the ecosystem. 

Quiet and unrelenting, potential energy gives a common direction to 
ecosystem functions* and aids in removal of waste products and excess 
water. When leaves drop and trees eventually fall to earth, gravity as- 
sembles them in the decomposition zone of the ecosystem, where their 
nutrients remain within reach. 

POTENTIAL ENERGY IN ECOSYSTEM ENVIRONMENTS 

Energy generated in the earth drives convection that moves the tec- 
tonic plates across the surface and raises mountain ranges. t Dissection 

* Aided by the coincidental action of phototropism that in general operates at 180" from 
the gravitational force. 

t Upthrust of the edge of the Pacific plate in the New Zealand Alps adds potential 
energy (above sea level) at a rate that can be calculated as roughly equivalent to 5 mW 
m-*. It is eroded at the same rate, as shown by data on river load and offshore deposits 
(Adams, 1980). 
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of these highlands creates potential energy differences that support con- 
tinuous movement in the water and air environing the ecosystems that 
mantle these slopes. Energy fluxes in water and air are far greater than 
those that raise up the rock itself. 

Potential Energy of Water in Highland Ecosystems 

By virtue of the altitudes, 1-3 km, at which most condensation of 
atmospheric vapor occurs, condensed water in the atmosphere pos- 
sesses a great deal of potential energy, and after a short fall to mountain 
ecosystems still possesses much of this energy. Winter snowfall to a 
headwaters basin in the Sierra Nevada, 2.1 km above sea level, more 
than a ton per square meter, has potential energy (P.E.) equal to: 

P.E. = 1000 kg m - 2  x 2100 m x 9.8 m s e C 2  = 20.6 MJ mP2.  

This quantity is not much greater than the daily pulse of latent heat 
from an active ecosystem in summer, but is in a form far more amenable 
to being converted into useful work: the power of falling water. The 
meltwater from the 10-km2 basin of the Central Sierra Snow Laboratory, 
which runs off in 2 months, releases about 40,000 kW (flux density 4000 
mW m-2) before it reaches the Central Valley. Much of this energy, 
once used in hydraulic mining of gold, is now captured in turbines and 
enters the power grid to operate urban industries and if the water had 
been stored in Lake Van Norden just downstream from the laboratory 
basin, would in late summer run the electric pumps of farmers irrigating 
with ground water. 

Avalanche Snow. Snow accumulates on an avalanche source area, and 
such areas in Colorado at slope angles at 30-45" possess enormous po- 
tential energy. That on 1000 m2 of land 200 m above a valley is 2000 MJ, 
and avalanches can be classified by their potential energy, expressed as 
the logarithm of ton-m2-sec-' or log kilojoules (Martinelli, 1966). The 
quantity is less on steeper slopes, which retain less snow (Perla and 
Martinelli, 1976, p. 71), and is opposed where forest ecosystems anchor 
the snow. 

Timberline forest in the Alps was widely cut in the Middle Ages to 
provide energy for making cheese from the milk of cows on summer 
pasture and so to reduce the transport cost of the biological production 
of these remote pastures. Avalanches increased from these high eco- 
systems, but people stayed out of their tracks until after World War 11, 
when skiers moving into the high mountains increased the population 
at risk. As a result, extensive energy-budget research on timberline 
ecosystems and radiative, soil, micrometeorological, snow cover, and 
wind aspects of their environments has been carried out in western 
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Austria (Aulitzky, 1961) and Switzerland (Turner, 1971; Turner et a l . ,  
1975) as a basis for engineering* and silvicultural works necessary to 
reestablish forest ecosystems on these difficult sites. Similar efforts to 
hold snow and soil on high slopes are made in the Soviet Union by 
protecting and planting forests on sites where snow avalanches and 
mudflows start (Gerasimov and Zvonkova, 1974). 

Overland runoff is a less spectacular potential-en- 
ergy conversion than an avalanche, but more widespread. Under mech- 
anized agriculture it may be producing the greatest volume of sheet 
erosion ever experienced in the United States, an indication that the 
potential energy of water on moderate slopes is not being well managed 
(U.S. Council on Environmental Quality, 1978). 

Overland runoff converts potential into kinetic energy more visibly 
than mass movement and in some ecosystems is more important. In 
Australia, slope wash was found to be several times as prevalent as soil 
creep (Williams, 1973). 

Overland runoff in most ecosystems collects itself 
into rills, in which increased depth reduces the friction energy cost per 
unit mass. This economy of scale frees potential energy to carve channels 
and move soil particles. A stabilized stream may follow a path that will 
”minimize its time of potential energy expenditure” and the theoretical 
result is a sequence of pools and riffles (Yang, 1971; Davy and Davies, 
1979, 1980). The total power actually developed on a 0.34 km reach of 
a small river in Italy, 15 kW, was the smallest of several modeled al- 
ternatives (Cherkauer, 1973). Nine times as much power was expended 
per unit length in the riffles as in the pools; the mean is 45 W m-’. This 
energy moves dissolved and particulate organic matter from terrestrial 
into aquatic ecosystems, where it is a major support. 

Hydropower has supplied energy for human activities for many years, 
beginning with mill streams of small flow and small heads, and going 
on, with improved technology, to large rivers like the Merrimack by 
1830. Recent developments in automation make it again economic to 
operate relatively small generating plants, often in the 3-5 kW size class 
(Clegg, 1975). 

Upland and mountain ecosystems yield large quantities of this valu- 
able energy. The Alps of New Zealand, Australia, and Japan and the 
mountains of Taiwan have national value for power, and special concern 
is felt for the welfare of ecosystems that produce a yield so valuable. 

Overland Runoff. 

Cliannel Runoff. 

* These works are expensive to erect in the remote starting zones, as much as $50 rn ~‘ 
of slope stabilized (Ives et a / . ,  1976), and have a correspondingly high energy cost. 



POTENTIAL ENERGY IN ECOSYSTEM ENVIRONMENTS 3 75 

Their biological production is important less for itself than because it 
takes healthy ecosystems to generate clean water. 

Soil and Soil Water 

Potential energy is released in avalanches, mudslides, and landslides, 
and enters formulations for such transport (Ahnert, 1977) as a term for 
sine of the slope, with various exponents. About a quarter of the trans- 
port measured in a study in Scotland is caused by freeze-and-thaw cycles 
(51 per year) and by diurnal thermal expansion and contraction, both 
energy related. Another cause, the filling of burrows and wormholes 
from their upslope sides, results from the earlier expenditure of biolog- 
ical energy. Creep here was 25 times as great as transport by surface 
runoff, but indicates a flux density of energy conversion of only 1 nW 
m-2 (Kirkby, 1967). 

Dry-weather slides in the mountains of southern California occur on 
slopes steeper than the theoretical angle of repose (0.65) (Anderson et 
al . ,  1959). On many slopes soil is held only by the chaparral ecosystems, 
and fire in them may release soil so fast that fire-control vehicles cannot 
move in until bulldozers have cleared roads of debris. These slopes also 
suffer shallow landslides in long rainstorms, grass ecosystems being 
more vulnerable (0.17 of area lost in the storms of 1969) than chaparral 
(0.06 of area lost) (Rice and Foggin, 1971). 

The movement of subsurface water differentiates the upper and lower 
parts of many hillsides. The movement of deeper groundwater affects 
many riparian ecosystems and controls the accumulation of peat in 
wetlands (Gosselink and Turner, 1978). 

The Local Air 

Differences in the density of air in dissected terrain create differences 
in potential energy, one result being the familiar process of cold-air 
drainage, which is expressed with a slope term (Yoshino, 1975, pp. 
410-412). When air in a radiating slope ecosystem cools more than air 
at the same altitude above the valley, since air alone is not an efficient 
radiator, the difference in temperature, hence density, provides potential 
energy. There are two consequences: the slope ecosystem enjoys a sup- 
ply of warm air sinking from aloft, and the receiving valley ecosystems 
lie in a cold pool that deepens during the night. As their fuel moisture 
rises, their daytime fire potential is lowered (Furman, 1978). Mean sum- 
mer temperatures that define Douglas-fir site quality in Oregon reflect 
cold-air drainage (Minore, 1972), and spores carried by air drainage 
down a relict fluvial system near Lake Superior carry a disease fatal to 



376 XIX. POTENTIAL AND KINETIC ENERGY IN ECOSYSTEMS 

red pine (Dorworth, 1978). Frost pockets may eliminate tree growth 
entirely. Removing cold air ponded in Alpine valleys requires the energy 
of strong foehn winds (Urfer-Henneberger, 1979, p. 410). 

Potential Energy in the Landscape 

Potential-energy differences are created in the environment of an 
ecosystem as water dissects the landscape and steepens its slopes. Eco- 
systems live with the steady pressure that potential energy exerts on 
their soil and plants and with the slow movements of soil* and cold air 
powered by it. 

Contemporary hillside ecosystems hold material against potential en- 
ergy and allow prolonged weathering, but prior to the spread of ter- 
restrial ecosystems weathering products were rapidly transported into 
valleys and piedmonts (Schumm, 1977, p. 84), and the landscape had 
an entirely different look. 

Tides 

Tides confer potential energy on a large mass of water and have im- 
portant effects on estuarine and coastal marsh ecosystems. These enor- 
mous volumes of water twice a day excavate channels larger than those 
found among terrestrial ecosystems (Geyl, 1968) and operate so as to 
bring in organic debris as a substantial energy subsidy to a marsh 
ecosystem. 

KINETIC ENERGY OF WATER IN ECOSYSTEMS 

Impact of Raindrops and Hailstones 

Particles of precipitation soon reach terminal speeds of about 1 m 
sec-‘ for snowflakes and 6 m sec-’ for raindrops, depending on size, 
in their fall to lowland ecosystems. Their impact is a function of kinetic 
energy: 

K.E. = $mu2, 

and at a moderate rate of rainfall, 10 mm hr-’ (10 kg m-2 hr-I), is 

K.E. = $(lo x 62) = 180 J m p 2  hr-’ = 50 mW m-’. 

* “Repeated slow landslides” in southwestern Japan have over the years produced gentle 
slopes that provide the main sites for agricultural ecosystems in this rugged area (Nakano, 
1974). 
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This is not a high rate of energy conversion, but it is in a form capable 
of doing mechanical work. The impact of large raindrops breaks up soil 
aggregates unprotected by vegetation in an effect quite separate from 
that of overland runoff (Young and Wiersma, 1973); soil loss is reduced 
0.08 when raindrop energy is reduced 0.10. Furthermore, the downslope 
component of splash transports soil particles as a function of sine of 
slope angle (Ahnert, 1977). 

Hailstones exhibit extreme concentration of mass with consequent 
amplifying of kinetic energy* in a relatively few stones falling at terminal 
speeds exceeding 10 m sec-’ (Morgan and Towery, 1976; Matson and 
Huggins, 1980). The speed, double that of a large raindrop, quadruples 
the kinetic energy, and mass is several orders of magnitude greater; 
vertical kinetic energy as estimated by hail pads ranges from as little as 
4 mW m p 2  to as much as 5 W m-’ (Waldvogel ef al. ,  1978). Few eco- 
system canopies can stand up to these energy impacts, and stems as 
well as leaves are damaged. The fact that hail stripes are usually narrow 
(15-30 m) (Towery and Morgan, 1977) is no comfort to the individual 
ecosystem. 

Water in Gullies and Streams 

The fact that gully flow is ephemeral hardly detracts from the energy 
it develops at high speeds, which may happen often enough to keep 
the slopes above undercut, crumbling, and difficult for an ecosystem to 
colonize. Where the kinetic energy of streams erodes the toe of the slope, 
it increases the available potential energy of the soil and water of eco- 
systems above, which increases their instabilitity. 

Stream kinetic energy supports transport of a large sediment load, 
which itself can produce damage. It also creates new ecosystems: aquatic 
in the channel itself and those on the “flood plain which is formed by 
the kinetic energy of the stream during periods of high flow” (U.S. Water 
Resources Council, 1978, p. 239). These ecosystems differ in many ways 
from upland ecosystems. They have access to water more of the time, 
but are liable to swamping or flooding. They often benefit from a more 
complete mix of nutrients because the stream integrates solute outflows 
from diverse geological formations and ecosystems in its drainage basin. 
These effects result from low potential energy relative to surrounding 
upland ecosystems, and confer definite hydrologic, biotic and cultural 
values on them (U.S. Water Resources Council, 1979, Chap. 5). 

* Hail pads measure kinetic energy by the size of dents in a plastic foam pad. 
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Kinetic energy of the stream is manifested not only in the rush of 
water* but also in turbulence, viscous dissipation, erosion of banks and 
bed, shifting bed material, and transportation of suspended material 
and bedload, in a set of energy transfers not yet well understood (Davy 
and Davies, 1979, 1980). Two similar floods in Wales, for example, per- 
formed work quite differently: one tore up slopes, the other scoured out 
channels (Newson, 1980). 

Avalanching Snow and Soil 

Rapid conversion of potential energy generates high speeds in the 
lower track and runout zone of an avalanche, cited as 10-30 m sec-’ 
for wet snow and greater than 30 m sec-’ in dry or air-borne powder 
(Perla and Martinelli, 1976, p. 86). Dust avalanches of snow particles 
entrained into the air become ”a self-energizing flow” independent of 
lower flow at densities nearly twice air density (Mellor, 1978). Dry av- 
alanches in western Colorado that reach 60 m up the valley side trim and 
bend trees as is shown in reaction wood in their trunks (Ives et al.,  1976). 
Trees in the upper parts of a track may survive, but much depends on 
species; spruce is preferred to pine for planting in the Alps because of 
dominance of its terminal bud (Schonenberger, 1978). 

Kinetic energy in the runout zone is converted into frictional work, 
flow work, particle resistance, and partly back into potential energy in 
a debris cone. Application of energetics analysis (Mellor, 1978) allows 
the runout distance, i.e., the area of destruction, to be calculated (Leaf 
and Martinelli, 1977, p. 13) and assesses the relative effects of slab thick- 
ness and external and internal friction (Lang et al., 1979, p. 27). 

Saturated debris avalanches in southern California produce damage 
by high-velocity impact and inundation (Campbell, 1975). Mudflow de- 
posits in central California, dated by “successive root systems of red- 
wood trees that developed higher on the tree after the previous root 
system was buried by mud” (Smith, 1978, p. 17) at Big Sur, were found 
to occur at a yearly frequency of 0.007. The Van Duzen basin in northern 
California experienced a 0.002-frequency storm in 1964 that produced 
a large mass movement (Kelsey, 1980) equivalent to 3 mW m-’ change 
in potential energy. From a 35-year budget a mean loss of 0.2 mW m-’ 
potential energy can be calculated, reflecting recent uplift and abuse of 
the forest ecosystem. 

Debris flows occur in the Appalachians in ordinary wet weather 

* Although Blum (1972) points out that many aquatic plant species do not resist this 
movement at all. 
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(Briggs et al . ,  1975). In the 700-mm rain (in 8 hrs!) that hurricane Camille 
dumped on central Virginia (Miller, 1977, pp. 50, 76, 426) slopes of 
0.5-0.6 produced debris avalanches, which, averaged over small drain- 
age basins, removed 4 cm of soil in great scars, the equal of “several 
thousand years of normal degradation” (Williams and Guy, 1973, p. 78). 
Most of the 150 persons lost were killed by the impact of the debris flows 
or in the surges produced when they entered the racing streams. 

ATMOSPHERIC KINETIC ENERGY IN ECOSYSTEMS 

Although energetics is the base of many branches of the atmospheric 
sciences, it would take us far afield to discuss here all atmospheric en- 
ergy transformations other than to say that except as generated by local 
differences in pressure, most of the kinetic energy in the local air comes 
from a cascade by which energy of large-scale atmospheric motion sys- 
tems is handed over to smaller systems, then to turbulent eddies of 
diminishing scale. Such a source accounts for episodic bursts of kinetic 
energy to which ecosystems must be accommodated. 

Even the common downslope thermal winds develop high speeds 
when they combine with synoptic-scale systems. Strong mistrals in the 
lower Rhone valley produce a flow, against which cypress, poplar, or 
other windbreaks as close as 20 m protect intensive horticultural eco- 
systems established after about 1830 (Gade, 1978). The bora, a fall wind 
from a cold air pool on the plateau above the Dalmatian coast, is clas- 
sified as occurring in cyclonic or anticyclonic flow (Yoshino, 1975, p. 363), 
and its speed correlates with wind-shaping of trees (Yoshino et al., 1976). 

Expressions of Energy Conversions 

Energy content in a unit cross section of the air stream varies over three 
orders of magnitude (Table I). Energy conversion in a unit cross section, 
such as takes place in a windmill, requires another length dimension 
(meters) to express wind travel through the section and another time 
dimension (per second) to express rate. Wind energy conversion is 
therefore 

(ipu’)(m sec-’) = lpu’(u) = gpu3 (kg sec-3 = W m-’). 

Cubing wind speed amplifies its sporadic nature. Energy conversion in 
prevailing conditions in the western United States (Table I) is 40 W m-*, 
but in the cyclonic storm 16 times as much (2.53). 
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TABLE I 

Illustrative Values of Kinetic Energy for Unit Wind Travel 

Unit-travel kinetic energy 
content" 

2/2 tU2 Speed u 11'12 
(m sec-') (m2 sec-') (kg mz sec )(m-2)(m-') 

Mean speed in sheltered mountain 0.8 0.3 0.4 
valley" 

Mean speed in western U.S.' 4 8 10 

Upper limit for wind power" 27 365 485 

Typical cyclonic storm 10 50 65 
Storm gust 20 200 260 

Threshold for structural damage 30 450 585 
Columbus Day storm, 1962 40 800 1040 

'' K.E. per unit area cross section and unit travel. Density p taken as 1.3 kg m - 3 .  

' At NOAA stations, mostly in basins. 
Central Sierra Snow Laboratory during interstorm periods of winter and spring. 

Baker et a / .  (1978). The lower limit is 4.5 m sec- I .  

Wind Stress 

The rates of energy conversion just given occur in horizontal flow 
through a unit-area cross section of the air stream (1 m2), and in order 
to see the effect on a unit area of the earth's surface, we must consider 
another parameter, wind stress T or the force, per unit area of ecosystem 
surface, equal to kinetic energy times a drag coefficient and including 
skin friction and form drag (Grace, 1977, p. 14). It can be transformed 
(Thorn, 1975) to the downward flux (per unit time and area) of the mo- 
mentum of the air, a property analogous to its temperature or vapor 
concentration. 

This vertical transport can be expressed in flux-gradient form, as for 
sensible heat (Chapter XVI), with wind shear duldz taking the place of 
temperature gradient: 

T = pKM(du/dz), kg m- '  secP2 

= kg m - 3  m2 sec-' m sec-' m-'. 

The coefficient of eddy diffusion for momentum KM is a "ventilation 
characteristic" of an ecosystem (Lemon, 1967) that controls the gas ex- 
change with the atmosphere. 

Wind stress on an ecosystem can be converted Energy Dissipation. 
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into rate of energy dissipation per unit area to give an expression di- 
mensionally like those for the other energy fluxes. In the absence of 
energy generation by horizontal pressure and temperature patterns unit- 
area stress T times speed is equal to the unit-area rate of change of kinetic 
energy with time, i.e., the rate of energy conversion per square meter 
of the underlying ecosystem surface (Palmen and Newton, 1969, p. 527). 
The yearly and global average, which runs about 1 W mP2,* is a minor 
component of the energy budget of any ecosystem and largest in the 
middle latitudes (Lettau, 1954): 1.4 W m-' at 30" and 2.2 at 60" 1at.t Its 
significance lies in its control function over other energy fluxes. 

Effects of Conversion of Kinetic Energy 

Both expressions of energy conversion, per unit of air stream and per 
unit area of ecosystem surface, are useful in examining ecosystem energy 
budgets. Individual trees (or windmills), shelterbelts, and isolated forest 
stands are subject to impact on their sides, producing "aeromechanical 
behavior" (Holbo et al., 1980), and alleviated by deformation in tree or 
ecosystem shape (Fig. 2) (Weischet, 1955, p. 105). These deformations 
can be mapped as an index to wind exposure (Yoshino, 1964; Grace, 
1977, p. 155) and power potential (Baker et al., 1978). Wind-borne salt 
also affects coastal ecosystems (Grace, 1977, p. 182; Reitz, 1978). 

Rates of energy conversion expressed per unit surface area, i.e., a 
function of wind stress, are appropriate for low ecosystems, bare soil, 
and large forest stands, and are related to surface roughness of the 
ecosystem through the KM term in the stress equation. Roughened sys- 
tems absorb large quantities of kinetic energy by swaying and tossing 
of branches, converting atmospheric energy to sound and heat, some- 
times at a higher frequency than that of variations in the shear force 
(Holbo et al . ,  1980). 

Ecosystems generate acoustic energy in high windst; they 
also absorb and diffuse it as they do kinetic energy. Measurements of 
the attenuation of highway noise by different shelterbelts (Cook and 
Haverbeke, 1971) found that ecosystem dimensions were more impor- 

Sound. 

* Dissipation of energy by viscous processes in the boundary layer but above the surface 
has about the same size (Kung, 1966). 
t Extremes occur at nonbiological surfaces: 0.05 W m - 2  under stable conditions at Ant- 

arctica (Lettau and Dabberdt, 1970) and 23 W m - 2  at the sea surface in a hurricane (Riehl 
and Malkus, 1961). 

$ This is also true in ice storms. Persons caught in the ice storm of March 1976 in southern 
Wisconsin were astonished by an almost continuous roar from the breaking branches and 
trunks-in windless weather! 
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Fig. XIX.2. Wind-flagged trees near the timberline in Boulder Canyon, Colorado, are 
a visible evidence of the effect of atmospheric kinetic energy. 

tant than leaf size, shape, or branch deployment. Shelterbelt density 
and 'width index the numbers of absorbing and diffusing elements, and 
height indexes the surface area presented to the advancing sound waves. 

Local transport of water by atmospheric kinetic 
energy has ecological significance as a form of redistribution among 
adjacent ecosystems. Snow eroded from the snow cover and supported 
by the turbulent energy of the wind is carried until evaporated or de- 
posited where the wind is slowed by slope angle or trees. 

Mesoscale Transport. 

Episodes of High Kinetic Energy 

Much of the total impact of atmospheric kinetic energy on ecosystems 
is concentrated in brief episodes, in prolonged cyclonic storms with 
heavy rain that weakens soil support of trees, and in shorter convective 
storms. 

Large storms off the ocean (Blumenstock, 1959, Chap. 
4), whether midlatitude or low-latitude in origin, bring destruction to 

Coastal Sforms. 
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terrestrial ecosystems. The New England hurricane of 1938 blew down 
thousands of square kilometers of forest and created a hillocky mi- 
crorelief (mounds of dirt carried up by the roots, depressions where the 
roots had been). This relief was then recognized elsewhere in the region, 
confirming the occurrence of hurricanes in past centuries, e.g., in 1635 
and 1815 (Brooks, 1940). Destruction in coastal cities in Japan correlates 
with total storm energy over a range up to 61,000 in the number of 
houses destroyed in individual storms up to kinetic energy of 3 x 10l2 
MJ (Takahashi, 1955). Storms can also be classified by a rate of energy 
conversion (-lo6 MW), but damage is proportional to a higher power 
of wind speed, the fifth power. Frequency analysis of hurricane winds 
indicates that the mean annual cost of repairing damage ranges up to 
0.33% in Australian ports; it is 0.24% at Townsville, for instance (Lehane, 
1980). 

Rice ecosystems suffer from kinetic energy that causes excess flutter- 
ing of leaves that disturbs water ascent in the plants, decreases C 0 2  
assimilation, and allocation of photosynthate to grain (Inoue et al., 1965). 
The plants can be protected by deep flooding of the paddies, by nets 
that reduce the waving motion (honanzi) of the leaves, or by genetic 
improvement of mechanical strength. 

The Columbus Day (1962) storm, which began in a dying hurricane 
in the western Pacific Ocean, arrived at the northern California coast 
at an angle such that its winds paralleled the north and south grain of 
the coastal mountains. Squall activity that coupled upper and surface 
winds brought high kinetic energy down into the local air: “No longer 
was there any shallow layer of cold air shielding the earth’s surface” 
(Lynott and Cramer, 1966). Gusts in coastal valleys in California and 
Oregon reached kinetic energy of 20 to 25 kW m P 2  of cross-wind area 
(Decker et al.,  1962). Windfall in experimental cuttings of old-growth 
redwood in northern California was 0.11 in a shelterwood cutting in 
which vigorous trees had been left, 0.38 in a selection cutting leaving 
groups of trees, and 0.30 on the north, or downwind, side of clearcut- 
tings (Boe, 1965). Forest ecosystems were sheltered neither by topog- 
raphy nor by the planetary boundary layer, which is usually “the pro- 
tective zone for the earth’s surface” (Vorontsov, 1959). 

Storm kinetic energy exerted on the sea surface is converted to wave 
energy that is expended on coastal landforms and their ecosystems at 
mean rates of 6 kW per meter of coastline (Inman and Brush, 1973) and 
at episodic rates that approach the 2-3 MW m-’ of a fire front. In con- 
trast, on low-energy coasts, like the Gulf Coast of Florida, net littoral 
energy westward is about 4 x l op6  pW m-’  (Tanner, 1971). Tidal and 
subtidal ecosystems are adapted to energy expenditures, and coral, one 
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of the most complex of these ecosystems, is affected by wave-induced 
turbidity that reduces the input of solar energy, as well as by direct 
impact. Coral growth tends to be porous in sites of moderate wave en- 
ergy and “slow but compact” in sites of high energy (Adey, 1978). Low 
wave energy in the Caribbean permits upward growth three times as 
fast as in the stormy Pacific. 

Coastal dunes form and reform under the flows of kinetic energy in 
swells from distant storms, waves of nearby storms, and the sea breeze. 
Combined with the influence of colonizing ecosystems, these flows of 
kinetic energy build a sequence of beach ridges (Alexander, 1969). Six 
beach types studied in New South Wales express contrasts in wave en- 
ergy (Anonymous, 1979). Grasses root deeply and extend their stems 
to keep leaves afloat in the shifting sand; shrub and tree ecosystems like 
Pinus contorta (shore pine) live in dune-sheltered hollows. Inland dunes 
on the move near the Columbia River have carried juniper ecosystems 
26 km in 12,000 years as individual trees grow up and are overridden 
by the next dune (Long et al., 1979). 

Friction of terrestrial ecosystems dissi- 
pates kinetic energy of the air continuously, and strong winds are not 
as commonplace as on coasts. However, instability is more likely, and 
gusts following a cold front in spring pick up, from bare soil, particles 
already detached by impact of the wind itself and bouncing along the 
ground and carry them aloft in suspension. The mass of soil removable 
by wind erosion is proportional to T ~ . ~  (Chepil, 1958, p. 13), and typical 
loss of 40 kg rn-’ from sandy soils in southwestern Kansas reduces 
wheat yield by 13 g m-’ (Anonymous 1977) or 30 mW m p 2  energy 
equivalent. 

Many vigorous continental storms-the blizzards of winter-occur 
when natural ecosystems are lying low or dormant, protected by snow 
cover or snow they trap during the storm (Tabler, 1975). Human eco- 
systems, in contrast, expose themselves and try to keep their circulatory 
apparatus going throughout the long periods of low or zero visibility 
[16 hr in the Upper Great Plains blizzard of January 1975, see Babin, 
(1975)], strong wind energy, and drifted roads.* 

Downslope winds to the lee of the Rockies and other ranges transverse 
to upper-air flow penetrate at times to the surface of the earth. Boulder, 
Colorado, for example, experiences them once a year on the average, 
with speeds exceeding 22 m sec-’ and gusts 33 m sec-’ (Brinkmann, 

Continental Frontal Systems. 

* In this storm Canadians heeded the warning “Do not move-stay where you are,” 
and only two persons died (Babin, 1975), whereas on the U.S. side 35 died (Graff and 
Strub, 1975). 
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1974). Speeds are still higher in the defiles of valleys leading out of the 
mountains, and in the lee of the New Zealand Alps railroad bridges are 
protected by windbreaks (Fig. 3). Model experiments explain the high 
wind speeds experienced in the Yugoslavian bora (Yoshino, 1975, p. 
405). 

Thunderstorm downdrafts spread at the earth's sur- 
face into gust fronts with speeds up to 20-30 m sec-'. Urban systems 
of mobile homes are particularly vulnerable, because gusts as small as 
23 m sec-' can roll and smash them (American Meteorological Society, 
1975); several thousand are lost this way every year. Gust energy am- 
plifies the destructive power of hailstones (Towery et al., 1976), and the 
sheltering power of trees at the edge of a field appears in the spatial 
pattern of damage. 

Downbursts were identified by Fujita (Fujita and Caracena, 1977) in 
the storm of 4 July 1977 that leveled forests across northern Wisconsin; 
hemlock ecosystems that had survived 3 centuries of wind and storm 
went down under speeds that reached 70 m sec-'. 

Thunderstorms. 

Fig. XIX.3. High bridges across valleys on the east side of the New Zealand Alps are 
fenced to protect trains against strong winds. 
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Tornadoes destroy annual ecosystems in swaths or circular tracks and 
defoliate forest stands. Fortunately, they have narrow paths, and the 
expectancy that a given ecosystem in southern Ontario will be struck 
is only 0.0005 compared to 0.02 per year for hurricane winds (Hewitt and 
Burton, 1971, pp. 61, 71). 

Lightning strokes dissipate energy at a rate of approxi- 
mately lo4 J m-’ (Hill, 1977, 1979), depending on the degree of branch- 
ing and multiple strokes. Taking this figure, a 2-km* stroke from cloud 
to ground would dissipate as heat, radiation, and work on the sur- 
rounding air (producing thunder as acoustic energy), 20 MJ of energy, 
all in a period measured in milliseconds-an enormous pulse of power. 

Lightning fires in forest ecosystems-0.97 of them burning areas 
smaller than 4 ha (Taylor, 1971)-create small openings that fill in with 
younger trees or different species and may become centers ”for the 
spread of insects, disease, windthrow, and future fires” (Taylor, 1971). 

Rules to avoid being struck by lightning (Mogil et al . ,  1977) apply also 
to ecosystems: Do not stand out above the surroundings! Trees are more 
vulnerable than low ecosystems. The elevated network that distributes 
electrical energy over the landscape is often struck, and design or op- 
erations failures have far-reaching consequences, for example, the 1977 
blackout of New York City (Boffey, 1978). 

Lightnincq. 

Converting Atmospheric Kinetic Energy for Human Ecosystems 

The wind-driven ship as an energy-converting device was at the 
forefront of technology in the prefossil energy period, and much of our 
early knowledge about atmospheric motion systems world-wide came 
from studying its source of energy. Wind technology that successfully 
lowered the water level in crop soils in the Netherlands was exported 
to lowlands elsewhere. Windmills that pumped ground water into stock- 
watering tanks on the Great Plains made it possible to use domesticated 
animals to harvest the biological productivity of grassland ecosystems 
(Webb, 1931). Plains sites are favorable for energy conversion (Justus 
ef al., 1976), and of the 6 x lo6 windmills sold in the U.S. after 1850, 
a large fraction went onto the Great Plains (Metz, 1977). Coastal sites 
are also favorable (Fig. 4), up to about 10 km inland (Benesch and 
Jurksch, 1978, p. 14). Urban sites are unfavorable (U.S. House of Rep- 
resentatives, 1980, p. 22). 

Kinetic energy extracted from moving air is proportional to u3 (the u2 

* Longer strokes have been measured, e.g. ,  one that extended 7.6 km vertically and 
then 6.5 km horizontally (Uman et n l . ,  1978). 
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Fig. XIX.4. A 19th-century windmill from western Estonia, now in the Outdoor Ag- 
ricultural Museum near Tallinn. The mill, which turns to face the wind, was again in use 
during World War 11. 

factor of kinetic energy multiplied by u to express the volume of air going 
through the fan). Conversion in good sites is 200 W (Gustavson, 1979) 
per square meter of swept area,* comparable with the unit-area input 
of solar energy, but in a form that is more effective “in extracting work 
from the natural medium” (Metz, 1977) and “can be readily converted 
to either electrical energy or heat energy” (Diesendorf, 1979), both being 
of high quality in Second-law terms. 

In remote areas (outside the electric-energy network; having high oil 

* Swept area of the Great Plains windmills was 3-6 m2, of the large turbine that operated 
in Vermont in the 1940s about 1900 m2. and of a later Danish mill at Gedser 450 m2. 
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costs) even low wind speeds are useful for pumping water for irrigation 
of small fields. Filling the soil reservoir serves as storage; water 40-100 
mm deep in rice ecosystems can “cushion the effect of nonavailability 
of wind energy for 3 to 4 days at a stretch” (Trewari, 1978). Water tanks* 
served the same cushioning purpose for the Great Plains windmills. 

Analysis of energy requirements of a small community in the semiarid 
low latitudes showed that conversion of wind energy at a mean annual 
rate of 7 kW would do such jobs as lighting, radio, threshing, and water 
supply better than energy from crop residues or solar collection (Golding 
and Thacker, 1956). 

Units of sizes up to 25-30 kW present few problems in high winds 
and are not as restrictive in siting (Elderkin ef al., 1977) as large units 
(Liu and Yocke, 1980). Large units also produce wakes that may affect 
downwind ecosystems. Where ecosystem roughness is small (zo = 0.01 
m), elevating the mill from 10 m above the surface to 15 m yields an 0.8 
increase in its output, but in rougher country (zo = 0.1 m) yields only 
0.3 increase in output (Laikhtman, 1964, p. 170). 

Converted energy usually does not need to be stored over long pe- 
riods: ”storage that can replace the average power output for about 10 
hours makes a wind energy system as dependable as one large nuclear 
plant” (Smensen, 1976), and hydropower can provide such storage 
(Baker et al . ,  1978). Wind energy in Denmark has a winter maximum 
and a late-summer minimum, complements the seasonal regime in solar 
energy, and meets the seasonal demand curve (Serrensen, 1975). 

VARIATIONS OF POTENTIAL AND KINETIC ENERGY 

Conversions of potential and kinetic energy in ecosystems tend to be 
sporadic, even catastrophic, in occurrence, and instead of mean rates, 
incidence is more likely to be reported (such as the 0.04 frequency flood). 
Many of these conversions are site-specific, and ecosystems are more 
or less accommodated to them. 

Variations in Time 

The accumulation of potential energy in the source areas of avalanches 
and landslides can be monitored, and the prediction of periods when 
avalanches will run is standard procedure in Switzerland and Colorado 
(Judson, 1976). Individual avalanches are treated in frequency terms if 

* If elevated to 6-8 m, as was common in California farmsteads, they also store potential 
energy. 
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the history is long enough, for example, 0.05 probability in Ophir, Col- 
orado (Ives ef d . ,  1976), from which hazard areas can be mapped (Lang 
et al., 1979, p. 1). 

Streams have always experienced floods that damage natural ecosys- 
tems, but the increased perception of flash floods results from urban 
invasion of the floodplains of streams* so apparently insignificant that 
their flow regime has never been gauged and may be changing because 
of urbanization. 

Availability of latent energy in a deeply moistened air mass and the 
likelihood of such a triggering energy-release mechanism as thermal 
convection or squall-line convergence can be monitored as precursors 
to kinetic-energy impacts. The frequency of tornadoes, damaging hail, 
and windstorms can be approximated by climatological analysis. 

Ecosystem energy budgets have evolved in environments of specific 
expectancies of ice storms, wind storms, soil movement, and other en- 
ergy-conversion episodes. Those that occur every year or so, such as 
meltwater flooding, moderate thunderstorm gust fronts, and avalanches 
that run every winter exert virtually constant pressure on an ecosystem, 
to which it can accommodate if the energy cost of such accommodation 
lies within its capabilities. 

Damaging episodic energy releases often occur seasonally, especially 
where water is the lubricating or energy-transporting medium. Large- 
scale atmospheric generation of kinetic energy is seasonal (Palmen and 
Newton, 1969; Kung, 1966), especially in the northern hemisphere, and 
synoptic-scale storms are weak and less frequent in summer. However, 
convective latent energy releases are strong in this season. 

Spatial Variations 

Ecosystem foliage is deployed for maximum up- 
take of CO, and photons, yet must be secured against excessive loading 
by freezing rain or snow or wind impact. At the same time the vegetaion 
component protects the soil component from the direct impact of at- 
mospheric kinetic energy, whether raindrops or wind. Overgrazing 
sparse grass and cutting willow shrubs in Iceland exposed a dark surface 
to heating and generates thermal convection that carries off the normally 
erosion-resistant soil (Ashwell, 1966). Crop residues on the Great Plains 
absorb enough kinetic energy to protect soil from wind erosion (Chepil, 
1965). Trees afford substantial protection in savanna ecosystems in west- 
ern New South Wales (Stannard, 1958). These remnants of open wood- 

Within Ecosystems. 

* Some 15,000 urban systems are at risk in the United States (American Meteorological 
Society, 1978). 



390 XIX. POTENTIAL AND KINETIC ENERGY IN ECOSYSTEMS 

land cast little shade and do not reduce the growth of grass, but do 
absorb kinetic energy. 

A slope ecosystem is subject to snow and 
soil creep, and the spatial pattern of potential energy can be read from 
a contour map. Kinetic energy varies with the pattern of the wind field, 
amplified by squaring or cubing, in an invisible and complex (Liu and 
Yocke, 1980) pattern of exposure and shelter that determines impact on 
and ventilation of ecosystems, and can be very important in hurricanes 
(Lehane, 1980). 

Flows of snowflakes, vapor, 
fog droplets, pollen, nutrients, and many other substances, as well as 
sensible heat and sometimes fire that link the contrasting ecosystems 
in a mosaic landscape are powered by potentiaI and kinetic energy, 
acting in an integrating role. These linkages, to be described in more 
detail in Chapter XXI, have important control functions in ecosystem 
energy budgets. 

The kinetic energy extracted by forest stands is not immediately re- 
placed from higher levels of an air stream, and downwind ecosystems 
are sheltered. If one stands to the lee of a grove of trees, one hears a 
gust of several hundred meters diameter strike the grove and, after a 
few seconds, feels only a weak impulse. Even thin shelterbelts absorb 
and filter kinetic and turbulent energy, reducing diffusivity KH as well 
as speed (Rosenberg, 1975). 

Windfall in forest ecosystems depends on topographic situation, and 
while lee slopes occasionally experience significant eddy flows, those 
in the Rockies experience half as much damage as ecosystems on slopes 
that face storm winds. Cut edges on slopes lose 20 trees km-l, those 
in saddles lose 150 km-' (Alexander, 1964). Cutting strategy is to start 
at the bottom of a lee (east) slope, cut strips in successive decades work- 
ing into the wind and parallel to the slope contour if possible, up to the 
ridge, and then down the windward slope "without exposing a leeward 
boundary to the wind" (Alexander, 1964). The strategy in the redwoods 
is to create a wind-firm edge and work toward the south, the quarter 
from which damaging winds come (Boe, 1965). In these strategies of 
ecosystem harvesting the terrain-bound pattern of kinetic energy be- 
comes a part of the management pattern. Similarly, the terrain-bound 
pattern of fair-weather up-slope and up-valley winds enters into the 
daily regime of an ecosystem. It shapes the trees in the Rhone Valley 
(Yoshino, 1964,1975, p. 445), carries fire, powers downward heat fluxes 
to melting snow, and controls fluxes of sensible and latent heat from 
foliage. The "vectorial elements," beam radiation and wind, dominate 

Contrasts among Ecosystems. 

Mosaic-Scale Linkages among Ecosystems. 
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the pattern of high-altitude ecosystems (Turner, 1968) and are important 
to ecosystems everywhere. 

Conversions of potential and kinetic energy of the atmospheric water 
and soil media in and around ecosystems can be destructive in brief 
episodes. Their everyday activity in powering circulations of heat and 
matter into and out of ecosystems is just as important for ecosystem 
energetics and illustrates ways that small energy conversions control 
large fluxes in the energy budget. 
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ENERGY BUDGETS AT DIFFERENT DEPTHS IN 
ECOSYSTEMS 

Stratification is characteristic of ecosystems because solar and long- 
wave radiation and atmospheric ventilation all tend to differentiate 
upper from lower layers. As a result, energy budgets vary with depth. 

When driving past Wisconsin maize ecosystems in August, one sees 
a brown mantle over the fields-the dry tassels of a layer 0.2 m thick 
that is so dense as to be opaque in slant vision. A view from a lower 
angle shows other layers: the dark green leaves in a zone about a meter 
thick; below that a largely leafless layer of numerous stalks like the trunk 
space of a young forest; and at the bottom the soil, which one knows 
to be full of those essential members of the ecosystem, the roots. Indeed, 
the root-shoot antithesis is so basic an element of ecosystem structure 
as to require analysis in an assessment of possible impacts of environ- 
mental change (Erickson, 1979, p. 168). The downward fluxes of radiant 
energy and atmospheric ventilation that reach these four strata result 
in distinctive energy budgets. 

An analog is the stratification of sites of water storage (Miller, 1977, 
Chap. I), which are connected by fluxes that move water predominantly 
in a vertical direction. Integration of these storages and fluxes depicts 
the pattern of water in an ecosystem from delivery to eventual runoff, 
percolation, or evapotranspiration, and a similar integration of energy 
storages and fluxes at different depths depicts conversions of energy. 
The energy budgets in each layer combine the radiation fluxes of Chap- 
ters 111-VII, the carbon conversions of Chapters XI and XII, and the 
nonradiative fluxes of Chapters XV-XVII that are in part controlled by 
such gate functions as that of kinetic energy (Chapter XIX). 
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THE ECOSYSTEM AS ENVIRONMENT OF ITS MEMBERS 

To a large degree ecosystems become stratified because their envi- 
ronment is one-sided: The forcing fluxes of radiant-energy input and 
most of that of C 0 2  come from above and are depleted as they progress 
downward. The energy-converting apparatus changes accordingly; in 
particular, leaf-area density (square meters of leaf area per cubic meter 
of space) varies with depth, as was shown in Chapter 11. Geiger (1927) 
long ago pointed out that species with horizontal leaves develop dif- 
ferent interior microclimates than those with vertical leaves, and Dirm- 
hirn (1964, p. 232) showed further canopy differences. In some species 
leaves are distributed uniformly over a thick layer, and in others the 
canopy is thin,' and energy conversions are concentrated in a profile 
that changes with time; for example, the maximum leaf area density in 
a maize field varied as shown in Table I. The level of maximum leaf 
deployment remained about the same distance (0.3-0.4 m) below the 
top of the ecosystem as the canopy thickened, but its density increased 
substantially, which reduced penetration of radiation and COz. Instead 
of leaf area, canopy mass may be used, e.g., in pines, to characterize 
the vertical dimension of an ecosystem and explain the depth of max- 
imum temperature (Gary, 1974; Bergen, 1974). 

Ecosystem strata are not always continuous. Many Australian pastoral 
ecosystems are comprised of shrubs and grass, in which the palatable 
species "may depend for their existence on micro-site conditions pro- 
duced or maintained by the more perennial, often woody, and perhaps 

TABLE I" 

Maximum 
leaf area Maximum 
density height Crop height 

Date (1963) (m2 m - 3 )  (m) (m) 

12 July 3.2 0.20 0.50 
25 July 4.5 0.37 0.82 
3 August 4.6 0.75 1.15 

13 August 8.0 1.15 1.60 
20 August 11.5 1.40 1.80 

Data from Ross and Nil'son (1966, Fig. 1). 

* An extreme case is a desert winter annual in which "the single layer of prostrate leaves" 
forms the canopy and yet fixes solar energy at a very high rate (Ehleringer et al., 1979). 
The plant builds its "canopy structure with less construction costs" yet greater efficiency 
than shrubs with a much larger leaf area index. 
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unpalatable species” (Costin and Mosley, 1969). The shrubs are espe- 
cially important during strong wind episodes that would remove organic 
matter and nutrients from the ecosystem. Their sheltering effect de- 
pends on the relation of height to spacing; equal erosion protection is 
provided by 0.6 m saltbush (Atr iplex vesicuria) 2.0 m apart or 1.2 m blue- 
bush (Kochiu sedifoliu) 3.5 m apart (Marshall, 1970). Tall, thin shrubs are 
the most effective roughness elements. In high latitudes spruce trees 
spaced rather widely above a lower stratum of lichens intercept most 
of the low-angle direct beam (Fuller and Rouse, 1979). 

Forest ecosystems typically have an understory, which may follow a 
different productivity regime than the upper story and have less biomass 
than the trees with their large stems. The above-ground biomass of an 
aspen forest in northern Wisconsin was lo4 g m-2 in the trees and 118 
g m-’ in ground vegetation (including 37 g m p 2  in forbs, 52 in ferms, 
20 in rushes, and tiny amounts in grass and seedlings of woody species) 
(Zavitkovski, 1976). An inverse relation between the layers is suggested 
by the fact that understory biomass is large where solar radiation reaches 
it ( r  = 0.6); in other stands of Wisconsin, understory productivity also 
varies with canopy openness (Crow, 1978). The same situation is shown 
when riparian tree canopy over trout streams was removed (Hunt, 1979, 
p. 13) and the net surplus of midday all-wave radiation increased from 
100 to 415 W m-2; most of the increase was solar radiation, and it stim- 
ulated a substantial increase in the macrophytes of the aquatic ecosys- 
tem, without excessively warming the cold groundwater outflow in the 
streams, as occurred in the Appalachian streams described in Chapter 
XVIII. Strata in forest are not necessarily trees, shrubs, and grass, or 
trees of different ages; in some stands certain species are in the second 
or third layer down even though the same age as the dominants that 
are shading them (Oliver, 1980). Their chance comes later. 

RADIANT-ENERGY ABSORPTION AT DIFFERENT LEVELS 

The absorption of solar and longwave radiation by leaves and skeletal 
material at different depths in an ecosystem depends on the penetration 
of radiation and the density and absorptivity of surfaces at each depth. 
The profile often optimizes productivity summed over all depths, as in 
a model of a reconstructed rainforest (Wiseman, 1978). 

Solar Energy Input and Absorption 

Some sunshine reaches the ground in even the densest spruce forest, 
but at a flux density two orders less than in the incoming beam. The 
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fraction penetrating to the ground is important for photosynthetic ac- 
tivity in ground flora and for melting snow cover (Miller, 1959), but 
sparsity of data on canopy architecture beyond the ”canopy closure” 
traditional in silviculture forced use of such parameters as stand age, 
species, stem density (sum of diameters of all tree stems in a hectare of 
stand), and the like, that have a sketchy physical rationale but are being 
replaced by more pertinent measurements (Ross, 1975a, p. 13, 1975b). 

The downward attenuation of solar radiation in an ecosystem canopy 
more or less conforms to Beer’s law: 

RADCLIFFB 
IJlo = e- ”‘, 

where 1 is intensity at the top lo and at any given depth f, and v is an 
extinction coefficient combining absorption and scattering and is ap- 
proximately 0.8 m- l  in corn (Allen et al.,  1964), 0.4 in rice (Chang, 1968, 
p. 39), 0.1 in pines in general (Miller, 1959), and 0.15 in a 30-m red pine 
stand near Yale University (Reifsnyder, 1967). Leaf area density gives 
a more precise result (McCaughey and Davies, 1974) and modeling leaf 
shapes and orientation (geometric models) or their stratified distribution 
is still better (Lemeur and Blad, 1974); Anderson (1975) points out that 
different coefficients should be used for direct and diffuse radiation. 

The direct beam makes the familiar sun flecks on the forest floor, 
which tend to be nearly circular with shadowy edges or penumbrae due 
to refraction, and are difficult to measure (Saeki, 1975). Flecks under 
lodgepole pine in the Sierra Nevada brought 44 W m-’ in the daily 
means, four times the contribution of radiation scattered by the needles 
(Muller, 1971, p. 9). As flecks move across the forest floor, they bring, 
for a few minutes, a burst of energy to ground plants or snow. The 
physiological response to this energy or leaf heating has, however, “not 
been investigated” (Bazzaz, 1979). At the human scale ”the play of light 
and shadow across the campgrounds largely determines their attrac- 
tiveness” (Reifsnyder and Lull, 1965, p. 94). 

The spikes of sun-fleck energy are imposed on a base flow of two 
components: (1) solar radiation scattered in the atmosphere or clouds 
and delivered in diffuse form to the top surface of the ecosystem, and 
(2) that scattered out of the solar beam by reflection from leaves and in 
deciduous forest, by transmission through them. (Differences between 
deciduous and conifer stands in Wisconsin were significant (Federer and 
Tanner, 1966) for this reason.) This base flow is usually low in flux 
density (18 W m-’ in Sierra pines (Muller, 1971, p. 9), but is continuous 
in the lower part of any ecosystem canopy and highly important in 
photosynthesis. Its flux density in rice is about 7 W m-2  for each unit 
leaf-area depth (Uchijima, 1976). A geometric analysis of row-crop eco- 
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systems adds the direct beam reaching the soil between rows to that 
transmitted through the rows themselves, a function of leaf density and 
orientation, plant size and spacing, and row size and azimuth. The 
model calculates these fluxes as sun height and azimuth change through 
the day (Mann et al., 1980). 

Scattering and reflection are selective as to wavelength, as is shown 
by an extinction coefficient of -1 m p l  for visible radiation and 0.6 for 
solar infrared in one crop ecosystem (Lemon, 1963). (1) The atmosphere 
scatters in inverse proportion to the fourth power of the wavelength by 
Rayleigh’s law, and some aerosols are also selective. (2) Leaves reflect 
strongly in the green and solar infrared wavelengths. Scattering and 
transmission are commonly modeled (e.g., Torssell and McPherson, 
1977). 

Diffuse radiation entering an ecosystem is strong in violet and blue 
wavelengths, but as these are strongly absorbed by leaves, its spectral 
composition changes with depth. It is least attenuated in solar infrared, 
as is apparent in infrared photographs taken in the trunk space. The 
absorption coefficient for solar infrared is 0.18 and for photosynthetically 
active radiation 0.55, at a depth in maize equivalent to 1 m2 leaf area; 
it is 0.43 and 0.92, respectively, at a depth (Tooming, 1966) equivalent 
to 5 m2 leaf area below the top. The infrared has no photosynthetic 
value, but warms the soil, melts snow cover, and dries litter and soil. 
Multiple reflection tends to make the shortwave radiation field less di- 
rectional than it was on entry. 

Change in leaf area through a growing season affects penetration and 
is visibly and geometrically expressed in increased shading of the soil 
surface (Lopukhin, 1963). Beam radiation at the floor of a forest in Ten- 
nessee dropped abruptly when leaves first came out, and diffuse ra- 
diation responded somewhat more slowly (Hutchison and Matt, 1977). 
Less marked changes were measured at the midcanopy level. The profile 
shape is determined by measuring at different depths, often by tra- 
versing sensors that average out the spatial sun and shade pattern, as 
in maize (Kyle et al., 1977) and forest (Hutchison, 1979b). 

Longwave Radiation 

The downward flux of longwave radiation comes from an area source 
and readily penetrates ecosystem gaps. Strongly absorbed by leaves, it 
is also augmented by radiation the leaves emit in about the same spectral 
range and also in the 8-12 pm window. The downward component of 
the leaf flux augments the downward component of radiation from the 
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hemisphere, and while the two fluxes are indistinguishable, they can 
be calculated at successive depths (Ross, 1975a, p. 307). Most of the flux 
emerging from the bottom of a dense canopy comes from the canopy 
itself, 0.80-0.85 in a Canadian pine stand (Mukammal, 1971). Autumn 
daytime flux densities measured by Reifsnyder (1967) in 30-m pines in 
Connecticut show 290 W m-’ entering the stand and 370 W m-’ at the 
floor; augmentation at night was smaller, averaging 50 W m-’. 

Radiation emitted by the ecosystem floor has an upward component 
about the same by day as the downward flux and 5-10 W m-’ greater 
by night (Reifsnyder, 1967, p. 158). This upward flux is partly absorbed 
and partly augmented at successively higher levels of the canopy. Each 
level emits at its own temperature, and since leaf temperature in midday 
increases with nearness to the top, the upward component of the long- 
wave flux increases until it bursts from the outer surface at a flux density 
integrating the surface temperature of all the leaves that look at the sky. 
This upward augmentation in a linden stand in the daytime was about 
50 W m-’ (Rauner, 1976). 

Longwave radiation exchanges tend to equalize the temperatures of 
different layers in an ecosystem, countering the differentiating effect of 
solar energy. Its very large flux density, 300-400 W m-’ either upward 
or downward, smooths out spatial differences in leaf temperature and 
renders more uniform the generation of sensible and latent heat. 

All-Wave Radiation 

The changes in different spectral regimes of radiation entering a forest 
ecosystem are quite marked (Table 11). Little photosynthetically active 
radiation emerges from the bottom of the canopy, and longwave radia- 
tion makes up 0.94 of the energy flux received at the forest floor. Leaves 
are discriminating and effective absorbers of radiant energy. 

TABLE I1 

Daytime Radiation Fluxes in Pine Forest neur Yale Universify“ 

Fractional distribution 
Flux 

density Solar 
Downward flux (W m-’) Visible infrared Longwave 

At top 800 0.30 0.34 0.36 
At forest floor 390 0.01 0.05 0.94 

” Data from Reifsnyder (1967, p. 158). Visible portion estimated. 
Mean of 10 hr on 1 October 1964. 



402 XX. ENERGY BUDGETS AT DIFFERENT DEPTHS IN ECOSYSTEMS 

VENTILATION 

Turbulent Exchanges 

Turbulence also tends to smooth out differences in temperature, but 
its vigor decreases with depth and leaf area. Local temperature differ- 
ences, e.g., between sun and shade leaves, generate thermal convection, 
which is present even on fairly calm days and supplies C 0 2  and removes 
water vapor. Thermally induced flows, too slow to become turbulent, 
also occur, for example, threads of cold air descending from radiatively 
chilled leaves at night. 

Mechanical turbulence is generated from atmospheric kinetic energy* 
as a function of ecosystem roughness and penetrates the canopy, in a 
sense decreasing its effective depth [as it also does in the pelage of deer 
(Moen, 1973, p. 261)], and in windy sites ecosystems often grow close 
to the ground (Grace, 1977, p. 171). The mechanics of penetration by 
wind are not well understood (Hutchison, 1979b, p. 15), partly because 
of sparsity of data on canopy porosity, on elasticity of leaf petioles and 
small branches, which affects their ability to absorb turbulent energy 
(Fig. l), and on skin friction and form drag. 

The extinction coefficient for turbulence in maize is greater than in 
rice because maize leaves tend to have a more horizontal habit (Inoue 
et al., 1975). Penetrations of turbulence and solar radiation into ecosys- 
tems are analogous (Budyko, 1974, p. 408) because both are absorbed 
by leaves. Coefficients indexing the downward transport of momentum 
and C 0 2  are proportional to those of upward diffusion of vapor and 
sensible heat and are related to the exponential decay of wind speed 
with depth (Inoue and Uchijima, 1979, p. 46). 

VERTICAL PROFILES 

Temperature 

The daytime profile of temperature through an ecosystem usually has 
a maximum at a shallow depth. The top itself is too well ventilated to 
be overheated, but the layer just below it receives strong sunlight and 
is somewhat sheltered from the wind, and from it sensible heat moves 
upward into the free air and downward into the ecosystem. This layer 
is located at a depth equivalent to the accumulation of 1 m2 m-’ leaf- 
area index in deciduous forest and at a depth of 3-4 m2 m-2 leaf-area 

* Turbulent flows also arise underneath forest canopy, but the relations among above- 
canopy, in-canopy, and below-canopy winds and turbulence are still unclear. 
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Fig. XX.1. A forest ecosystem that has been established west and north of a farmstead 
on the prairie of southwestern Minnesota shows a deep zone of energy conversion. 

index in pine which has drier leaves and more nontranspiring skeletal 
matter (Rauner, 1972, p. 103), hence a deeper layer generating sensible 
heat. This zone of warmth is fostered in Arctic and alpine plants by a 
low growth habit, especially in windy locations (Grace, 1977, pp. 
172-174), as well as in winter annuals in the desert (Ehleringer et al., 
1979). 

The trunk space below the canopy, with few absorbing surfaces, is 
generally the coldest layer. The soil surface, absorbing solar energy (in- 
sofar as it penetrates to the ground) and longwave radiation, is slightly 
warmer than the air above but not enough to generate much thermal 
convection. The trunk space displays a stable density stratification with 
large, slow eddies (Zolotokrylin and Konyayev, 1978). 

The vertical profile of temperature in the plant-air space is, like that 
in the surface boundary layer, ”the integrated result of turbulent mixing 
and radiative transfer” (Munn, 1966, p. 89), and radiative means can 
be used in determining it (van Meurs, 1976). Fluxes of heat in biomass 
and the soil are small in comparison with the transformations of energy 
in the upper layers of warmth and light, a fact pointed out by Geiger 
(1927, Fig. 53) after many days of observing the top of a forest stand 
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from a tower. By recognizing the true active levels of an ecosystem he 
brought a new approach to the study of vegetation in its environment. 

Water Vapor 

The daytime source of atmospheric vapor lies in the evaporating soil 
and transpiring foliage of ecosystems. The upper canopy has a large 
solar input, perhaps too large for efficient photosynthetic conversion, 
and generates excess sensible heat, which, carried downward, helps 
support transpiration associated with photosynthesis in deeper layers. 
The photosynthesizing zone is deepened.* The soil under a dense can- 
opy generates a base flow of vapor that, ascending through the eco- 
system, joins the usually larger flows generated in the canopy. 

CO, Concentration 

The shape of the profile shows the direction in which COz is being 
transported and identifies the sources and sinks. It indicates, for ex- 
ample, that only at midday is the flux downward throughout a rice 
canopy (Uchijima, 1976). The rest of the time both atmosphere and soil 
are sources. Decomposition in the soil generates COz that diffuses up- 
ward into the canopy. A deep ecosystem traps a considerable quantity 
during the night and holds it for daytime uptake by the leaves (Hellmers, 
1964). 

The sinks of CO, are the layers of active daytime photosynthesis, and 
their relative strengths, i.e., the rates of photosynthetic energy conver- 
sion, are shown by flux divergence in the turbulent transport of CO,, 
which is a function of profile steepness and turbulence. Because these 
layers are also sites of maximum extraction of photons from the flow of 
solar energy, the two approaches can be joined to determine where 
biological productivity occurs under different external conditions. In- 
tercropping gives a complex ecosystem high capacity to convert radiant 
energy since a fast-growing crop “temporarily uses the empty space 
between larger slow-growing plants” and the ecosystem as a whole 
makes maximum “use of the available solar energy” (Innis, 1980). Mois- 
ture conditions affect the closure and productivity of different layers in 
the Santa Catalina Mountains in Arizona; tree crowns are the level of 
greatest production, but in sites of greater dryness shrub and grass strata 
take over (Lieth, 1975). 

In many environments tree stands with their thick, absorbent canopy 

* A reversed order occurs in an ecosystem of dry grass and scattered 8-m trees that have 
access to water and are transpiring. In this situation sensible heat generated by the grass 
moves into the tree foliage (Garratt, 1978). 
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and access to deep moisture and nutrient storage outperform thinner 
ecosystems. This ability, combined with soil-conserving characteristics 
that stimulated the geographer J .  Russell Smith (1929, 1950) to promote 
tree crops, suggest the importance of what is now called agroforestry 
for various national purposes: food production in China (Anonymous, 
1980), biomass for industrial energy in Sweden, halting desertification 
in the low latitudes (Anonymous, 1979). Because these deep ecosystems 
have been harder to study than grass or grainfields, research is needed 
on both radiation exchanges and ventilation (Hutchison, 1979a; Reifsny- 
der, 1979) as well as COz assimilation. Both radiation and ventilation 
affect cambium temperature, which in low-energy sites becomes ”a di- 
rectly limiting factor through its control of respiration and assimilation 
processes” (Fritts, 1976, p. 227). 

SUBSTRATE ENERGY 

Beneath the leaf canopy both radiative and convective fluxes are small, 
and in the soil body conduction takes over to link above-ground energy 
transactions with the heat-storage capacity of the substrate. This zone 
is, except in aquatic ecosystems, rather quiescent in comparison with 
the canopy zone. Substrate-heat fluxes in well-developed ecosystems 
are small, the daytime heat intake being of the order of 0.5 MJ m-*. The 
substrate is more a storehouse of energy (and of water and nutrients) 
than an arena of intensive and fluctuating energy conversions. Decom- 
position on and in the soil goes on at about the same overall rate as net 
photosynthesis, but more steadily. It is often depth-dependent (Chapter 
XII), and especially so in wetlands; in a coastal marsh little decompo- 
sition occurred below 0.2 m (Hackney and de la Cruz, 1980). Faunal 
activity may concentrate decomposition at certain sites like mallee fowl 
mounds (Chapter XVII) or ant hills (Coenen-Stass et al. ,  1980) to which 
organic matter is brought. In the ant hill studied, animal metabolism 
was more intensive* at 2.6 W per kilogram of mass of ants, than the 
organic decomposition at 0.25 W per kilogram, but the large quantity 
of decomposing matter contributed most of the excess heat generation 
(20-25 W m-’). 

STRATIFICATION OF ENERGY BUDGETS 

Studies of the vertical differentiation of energy budgets in grassland 
and crop ecosystems indicate that primary productivity can only be 

*Disturbed ants at the surface cause a sharp rise in remotely measured surface 
temperature. 
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determined from the actual fluxes of light and C 0 2  at photosynthesiz- 
ing surfaces in each microenvironment, otherwise the shifting factors 
that govern photosynthesis cannot be satisfactorily modeled. 

The interplay of radiation and ventilation in an ecosystem can be ana- 
lyzed by casting the energy budget at each level. For example, in an 
Australian pine ecosystem the unit-volume conversion of all-wave ra- 
diation was 170 W m P 3  in a layer 1.5 m below the top, and ventilation 
removed this as sensible heat (source strength -80 W m-3) and latent 
heat (-90 W m-’)). In a deeper layer (-2.5 m) radiation brought 115 
W m-3, a third less than in the higher layer, and most of it (70 W mP3) 
was removed by latent-heat conversion (Denmead, 1964). The significant 
h r  is the quantity of biomass above each level. 

Bm@ets at Different Levels in an Ecosystem 

Joint analysis of the profiles and vertical fluxes of C 0 2  and photo- 
synthetically active radiation down through an ecosystem shows flux 
divergence and hence the numbers of C 0 2  molecules and photons ex- 
tracted in each layer. Photosynthetic energy conversion being associated 
via stomata1 resistance with the conversion into latent heat, the source 
strength of latent heat in each layer can now be determined, and it 
determines the shape of the profiles of vapor flux and vapor concentration. 

The source strength for vaporization has to be supported by inputs 
of other forms of energy, and casting the energy balance of each layer 
shows which inputs are important in a specific case. These might be the 
absorption of solar radiation not photosynthetically converted, absorp- 
tion of longwave radiation, or turbulent transport of sensible heat. 

These inputs into a given layer originate in other layers, and the en- 
ergy budgets of these layers must also balance. Vertical transport among 
layers keeps all these budgets in balance and takes place largely by ex- 
change of longwave radiation and turbulent transport of sensible heat, 
which are associated with the vertical profiles of leaf and air ternpera- 
ture. The flux of sensible heat is carried by the same turbulent eddies 
that carry C02,  heat, and vapor upward or downward to or from any 
individual layer, and it integrates the whole system. Transports between 
layers are expressed in flux-gradient relationships, and the energy 
budget of each layer balances its incoming and outgoing fluxes. 

The number of layers to be individually analyzed depends on the 
detail desired because they need not be differentiated by visible struc- 
ture, which indeed might not really occur in some forests (Oldeman, 
1978), but can simply be identified geometrically by depth. The analysis 
of a thin but dense tundra ecosystem, for example, employed 7 levels 



STRATIFICATION OF ENERGY BUDGETS 407 

(Miller et al., 1976) and of a pine stand 9; 19 levels added little precision 
(Waggoner et al., 1969). 

Ecosystem Models 

The layers of an ecosystem are interlocked by the interchange of en- 
ergy from layer to layer. Balancing each layer's energy budget demands 
certain vertical flux densities, e.g., of sensible heat or vapor, which may 
or may not initially be specified at the soil surface (Waggoner, 1975). A 
model of a stratified canopy permits a "layer-by-layer calculation of the 
energy balance and thus of the vertical distribution of evaporation and 
sensible heat exchange" (Waggoner and Reifsnyder, 1968). Set up for 
red clover, the model was confirmed in barley, and then in pine forest 
(Waggoner et al. ,  1969), and modified to continuous form by letting the 
levels "become infinitely thin" (Furnival et al., 1975). Energy budgets 
at several levels in rice were used to determine values of diffusivity, 
which were consistent with other profile measurements (Inoue and 
Uchijima, 1979, pp. 23, 47). 

Such models show how ecosystem profiles of temperature, wind, COz 
concentration, and so on, change either when ecosystem characteristics 
(like leaf area) change or when forcing functions (like flux density of 
solar radiation) change. This approach to ecosystem operations is useful 
in forest and in many crop ecosystems, including sunflowers (Saugier, 
1976), maize, and rice, as well as tundra and grassland (Ripley and 
Redmann, 1976). As interest grows in the efficiency of crops in fixing 
solar energy and of forests in growing biomass for fuel, these transfer 
studies will increase. 

Layer models correspond in a general way to models of the water 
storages and fluxes in an ecosystem (Miller, 1977), but are more easily 
evaluated because the fluxes can be determined more accurately. Water 
fluxes in an ecosystem in the forms of snow and liquid water are epi- 
sodic, difficult to measure, and powered by diverse forms of energy, so 
that energy analysis principally serves to suggest that a certain flux, e.g., 
evaporation of intercepted snow (Miller, 1967), is unlikely. Moreover, 
heat storage in each layer of an ecosystem is indicated by leaf and air 
temperature, while water storages are hard to measure. For these rea- 
sons stratified budgets are most used in energetic and productivity stud- 
ies of ecosystems. 

Variation 

The increase in radiant-energy intake each morning activates energy 
conversions in upper layers of an ecosystem, and as the sun rises higher, 
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TABLE I11 

Uprilard and Dorunward Fluxes of Sensible 
and Latent Heat at Several Depths in a 5.5-WI 
Pine Forest near Canberra, Australia, 20 May 
1963" 

Depth Sensible heat Latent heat 
(m) (W m-2) (W m-') 

0 - 70 - 280 
- 1.5 - 60 - 180 
- 3.2 + 35 - 45 

~ ~ 

" Data from Denmead (1964). Minus sign 
indicates upward flux; plus sign indicates 
downward flux. 

deeper layers are activated. System ventilation increases as the local 
wind speed picks up, turbulent interchanges of energy between layers 
increase, and intake of C 0 2  from the atmosphere outweighs that from 
the soil. 

Midday fluxes of sensible and latent heat in a pine plantation illustrate 
the interlocking of different levels by upward or downward fluxes of 
energy (Table 111). Vapor ascends from the soil through the whole eco- 
system in a turbulent flux that grows, particularly in the upper layers, 
as shown by the source strengths noted earlier. Sensible heat at 3.2 m 
depth, on the other hand, is moving downward. The sunlit upper can- 
opy is supplying heat downward as well as into the free air; the down- 
ward flux provides much of the thermal support for vaporization in the 
lower part of the canopy. This interchange, which exemplifies a common 
source-sink distribution (Thorn, 1975, p. 77), diffuses heat from the 
strongly absorbing upper canopy, increases the net evapotranspiration 
from the ecosystem, and diminishes its overall output of sensible heat. 
Later in the day warm air that came over the pine stand caused the 
sensible-heat flux to be directed downward throughout the de.pth of the 
stand, and extraction of sensible heat from the atmosphere supported 
0.4 of the latent heat generation. (This advective process is discussed 
further in Chapter XXI.) 

The responses of energy conversions and fluxes to an increase in ab- 
sorbed radiant energy are most obvious in a thin system, such as a 
desert, but in most ecosystems absorption and response take place 
through an appreciable depth, so that deviations in the rates of energy 
transformation are smoothed out. As the vertical profiles of energy flux 
densities change, they shape the profiles of surface and air temperature 
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and concentrations of water vapor and COz. The top of the forest re- 
mains differentiated from the lower canopy, but the functions that are 
localized in different layers are integrated into a whole system, as also 
happens in soil bodies and other objects in physical geography (Neu- 
meister, 1979). 

All ecosystems have a vertical dimension, which reaches as much as 
100 m and represents an energy cost to the system, but improves ab- 
sorption of solar radiation, extraction of COz from the air, and access 
to moisture deep in the soil. Stratification of an ecosystem offers a means 
of analyzing where light is absorbed in fixing COz, how this fixing allows 
leaves to leak vapor, how energy is provided to each layer for vapor- 
ization, and how vapor and excess sensible heat are removed from the 
layers that comprise the ecosystem. 

The radiative and turbulent energy fluxes change with depth, and 
their size in each layer creates a distinctive microclimate. The sunlit, 
windy top of the forest is a different world, in energetic terms, than the 
dark trunk space or the soil body. Life processes and animal habitats 
are different at each level, and the localization of biological phenomena 
enhances the overall functioning of the system. The fluxes within the 
ecosystem bring about an integration that the fluxes that enter and 
emerge from the top surface epitomize as they couple the whole eco- 
system with its environment. 
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To understand how a whole ecosystem works, it is necessary to probe 
the differentiation of its strata and also compare it with another eco- 
system. We did the former in Chapter XX and now will examine the 
horizontal contrasts of ecosystems that make up a mosaic landscape. 

The vertical profiles of energy fluxes culminate in a set of exchanges 
at the outer surface of an ecosystem that epitomize its relation with its 
environment. These are expressed in an outer-surface budget that en- 
compasses the radiative fluxes of the early chapters (Chapters 111-VII) 
of this book and the nonradiative conversions and fluxes of the middle 
chapters (Chapters XI, XIJ, XIV-XVII). It summarizes the temperature- 
independent absorption of solar and incoming longwave radiation and 
the temperature-dependent emitted radiation, substrate-heat, and tur- 
bulent energy fluxes. 

A unique set of relations might seem to lock the ecosystem’s energy 
budget in to the energetic characteristics of its environment, yet in an 
area where sun and atmosphere seemingly deliver the same quantities 
of energy to underlying ecosystems, different ecosystems display dif- 
ferent energy budgets. Under the same sun and sky a woodlot develops 
an energy budget that is distinctly different from that of the cornfield 
next to it. How much and in what ways does the energy budget of the 
cornfield differ from that of the woodlot? Why do they differ? 

THE ORIGINS OF CONTRAST 

The natural factors that differentiate the landscape are geology, ter- 
rain, and soils. Geologic formations vary, indicating the environments 
in which delta sands accumulated or coral reefs grew, and subsequent 
structural changes introduced more spatial contrast in what is now the 
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outer surface of the earth. Dissection by excess water produces contrast 
of finer texture. Soil-forming processes continue these geological and 
geomorphic differentiations (Schmidt, 1980) and augment them where 
contrasts in moisture affect soil development. Vegetation contrasts also 
bend the course of soil development. 

Vegetation classes in New England mountains are influenced by fac- 
tors ”associated with glacial history and soil materials” (Leak, 1978, p. 
1); in New Hampshire glacial drift of 3 mineralogical types was deposited 
in 14 geomorphic classes that are distinct enough to define ecologic 
types. In Idaho, one suite of ecosystems is found in large valleys, another 
suite on the interfluves (Daubenmire, 1980). 

The removal of excess water from ecosystems produces contrast in 
availability of soil moisture, and its collection into a self-created network 
of drainage channels dissects the surface into ridges and valleys. Low 
areas tend to have saturated soils and become wetlands or lakes, and 
a mixture of contrasting uplands and wetlands takes form. 

Most lightning fires, unless carried by strong kinetic energy, burn 
relatively small areas and create (Arno, 1980) more diversity, as do insect 
population explosions and blowdowns. Gaps in low-latitude forest vary 
in size and constitute an important phase in the cycle of growth (Whit- 
more, 1978). 

Superimposed on these natural forces are the results of human activ- 
ity, for instance, cutting lodgepole pine in small, irregular patches to 
increase water yield (Alexander and Edminster, 1980). Much economic 
activity is associated with the area that fits a family’s labor resources 
and subsistence needs; ecosystem diversity increased in central Europe 
with agriculture 6000 years ago (Schluter, 1980). Other activity seems 
to be an atavistic re-creation of ancient mosaics in which the human 
species evolved; we plant trees on the prairies and open up clearings 
in the forest. In the Middle Ages the power of human activity to change 
the physical environment was understood, and official policy kept for- 
ests and cultivated lands in balance (Glacken, 1967, p. 334). 

Where several crops are grown in the same management unit, it tends 
to be divided into 10- to 50-ha fields, more or less in accord with existing 
differences in soil and moisture. The entire landscape for 100 km be- 
comes a quilt or mosaic of ecosystems of mixed cultural and natural 
origin that tend to be of about the same spatial scale (Miller, 1978) but 
are characterized by different properties, or “biophysical descriptors” 
(Davis 1980) and so display different energy budgets. 

While the energy budget of each ecosystem in a mosaic landscape is 
in balance at all times, this balance is attained in different ecosystems 
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at a different level of energy intake, a different surface temperature, and 
a different mix and strength of the energy-removing fluxes. Spatial con- 
trasts have been described in chapters on the separate energy fluxes; 
now we examine contrasts in the whole budget. 

CONTRASTS IN TEMPERATURE-INDEPENDENT FLUXES 

Radiant-energy intake, or the absorption of solar beam, solar diffuse, 
and incoming longwave radiation, being the algebraic sum of the in- 
dividual fluxes, partakes of their patterns of spatial variation. 

Delivery of Radiant Energy 

This is the only strongly directional flux in the eco- 
system energy budget and induces marked contrasts in a mixture of 
slope facets at varying orientation and steepness. East or west orien- 
tation changes the timing of energy input through the day; alpine east 
slopes bear ecosystems that get their energy in a burst early in the day. 
All relevant factors can be mapped by computer (Friedel, 1979), a method 
applied in the alpine areas of Austria being reforested for avalanche 
control. Ecosystem attitude proved more important in explaining hourly 
variation of surface temperature at five sites in Alaska than did substrate 
condition (Braze1 and Outcalt, 1973a) confirmed in later studies calcu- 
lating incoming solar and longwave radiation (Dozier and Outcalt, 1979). 

The greatest solar-beam contrast is found between north-facing and 
south-facing facets. Daily sums in the growing season in middle latitudes 
range from an excess of a tenth or so on sun-facing slopes above the 
flux density on flat land to a deficiency of two to three tenths on the 
most shaded slopes. Contrasts are larger at low sun heights and at high 
altitudes. 

Contrast in dissected terrain is reduced by 
area-source scattered solar radiation, especially when clouds or large 
particles are the diffusers. Under a clear sky, however, much of the dif- 
fuse flux is directional. 

This energy flux has an area source in 
the whole hemisphere, but in particular, the sky near the horizon. Ex- 
cept in special sites incoming longwave radiation plays a minor differ- 
entiation role. This role, where it occurs, is usually due to other eco- 
systems; a crop near a shelterbelt that remains warm and radiating at 
night is also warmed. 

The Solar Beam. 

Diffuse Solar Radiation. 

lncoining Loiyzuave Radiation. 
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Absorption of Radiant Energy 

Coefficients of ecosystem absorptivity that apply to these radiation 
fluxes vary among ecosystems. Absorptivity of longwave radiation is so 
near unity that only the largest contrasts, as between an exposed quartz 
sand surface and vegetation, are likely to exceed 20-30 W m-2. 

Albedo contrasts have greater significance, but among terrestrial eco- 
systems in summer seldom exceed 0.2, equivalent to 100-200 W m-2  
in midday energy flux densities. The largest contrasts indicate the pres- 
ence or absence of chlorophyll, which reflects much of the solar infrared, 
and also occur between deep and thin ecosystems, e.g., dark coniferous 
tree stands and grassland. Forest stands themselves differ substantially; 
spruce and birch in the Leningrad area absorb 81-83 W m-' of photo- 
synthetically active radiation, and pine only 73 (Alekseev, 1975, p. 92). 
Aquatic ecosystems and snow cover lie, respectively, above and below 
the 0.7-0.9 absorptivity range characteristic of most terrestrial ecosystems. 

These contrasts in absorptivity are multiplied 
by contrasts in' incidence of the three incoming radiation fluxes [de- 
scribed in Kondratyev (1977)j. One can visualize, for example, a late- 
spring snowbank on the north side of a ridge, just across the ridge crest 
from a south-facing chaparral stand; the difference in absorbed radiant 
energy at midday in May would be approximately 500 W mP2.  The 
chaparral ecosystem has much more radiant energy to work with and 
to dispose of than the other system. Nearly as great a contrast might 
occur between an aquatic and adjacent dryland ecosystems. 

Radiant-Energy Intake. 

CONTRASTS IN SURFACE TEMPERATURE 

Contrasts in surface temperature of ecosystems depend on differential 
intakes of radiant energy and heat-removing conversions and fluxes, 
especially those that operate at relatively low rises of surface tempera- 
ture. Water conversions, for instance, sequester large quantities of en- 
ergy with little or no rise in surface temperature. The radiant-energy 
intake of an irrigated cotton field is larger than that of a desert ecosystem, 
but the desert surface heats up simply because its heat-removing pro- 
cesses cannot do their job unless surface temperature is high. 

Surface temperature To is the hinge in energy-budget analysis, as 
described in Chapter VIII, hence a fulcrum in models to be discussed 
in Chapter XXIII. Such models (e.g., Halstead et al.,  1957; Myrup, 1969) 
use an iterative technique in the energy budget, expressed as 

R,  = L t + 2.5 x 10' E + H + G W m-', 
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in which R, is absorbed all-wave radiation, L t upward longwave (uTO4), 
E is evapotranspiration in kg m p 2  sec - I ,  H is sensible-heat flow to 
atmosphere, and G is sensible-heat flow to soil. All terms on the right- 
hand side are functions of To, which is approximated successively until 
the residual becomes smaller than 0.7 W m-’ (Braze1 and Outcalt, 
1973a). 

Surface temperature is a long neglected parameter in ecology and 
climatology. Remote sensing technology promises to overcome the lack 
of observations, however, and as surface temperature comes to be em- 
ployed as an indicator of radiant-energy loading and heat removal pro- 
cesses, energy-budget analysis can contribute to the physical rationale 
of these sciences. 

CONTRASTS IN EMITTED RADIATION AND ENERGY CONVERSION 

Radiation 

Emission of longwave radiation as a unique function of surface tem- 
perature displays the same pattern of spatial contrast, which can be 
measured in a thermal scanning overflight. One can distinguish poorly 
insulated houses, water bodies, and even highways warmed by heat 
from auto tires. Scanning is a powerful tool for studying the scale and 
grain of ecosystems in a landscape mosaic and can supply a great volume 
of information about thousands of ecosystems and the contrasts among 
them. A typical range among ecosystems in this flux is 50-100 W mP2.  

Latent Energy Conversions 

Two ecosystems having the same intake of radiant energy may yet 
differ in how they use it. A snow-covered meadow may absorb about 
as much solar and longwave radiation by day as a gravelly sun-facing 
slope bordering it, but emit half of it and convert all the rest to melting, 
with little or no rise in surface temperature, whereas the slope emits a 
great deal of radiation and heats its rocks and local air. Water conversion 
in ecosystems depends on availability and hence displays mesoscale 
spatial differentiation. 

Melting snow is the archetypical heat sink, unable to raise 
its surface temperature above 273°K and in melting weather extracting 
heat from the atmosphere as well as from absorption of radiation. Its 
disbursal of energy by longwave radiation is constant. 

Melting rate is the variable energy conversion and follows radiant- 
energy inputs closely, in spite of the apparently weak coupling of snow 

Melting. 
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and sun that high albedo often indicates. An east-northeast slope in 
Ungava caught the sun and began rapid melting about an hour before 
a southwest slope, but the latter caught up before noon and thereafter 
melted faster (Price and Dunne, 1976). Patchy snow interspersed with 
bare soil or pavement creates large contrasts in energy conversion, and 
surface temperature differs 20 degrees or more in a few centimeters. 
Snow may melt on one slope when its meltwater is freezing as it runs 
into the shade. 

Vaporizing water is nearly as effective as melting 
ice at preempting energy that remains available after emission of radia- 
tion appropriate to the surface temperature. It also has the capacity, due 
in part to the high heat of vaporization of the water molecule, to ingest 
a large amount of energy and take a large place in the surface energy 
budget; observed values at tundra sites in Alaska agree with values 
calculated from a budget model solved by simulation of surface tem- 
perature (Braze1 and Outcalt, 1973b). 

Differences in moisture availability, due perhaps to differences in soil 
texture and storage capacity, affect this energy conversion. It is usually 
large from well-watered ecosystems (several hundred watts per square 
meter during daytime hours), and its reduction in a drying crop disturbs 
the suite of other heat-removing processes. Deserts seem hot, not be- 
cause size of the energy budget is unusually large, for it is not, but 
because the absence of evapotranspiration throws a large quantity of 
energy into thermal forms. 

Fields unirrigated because of water shortage or infertile soil, which 
lie scattered through an irrigated district, experience these same mod- 
ified energy budgets. Conversely, riparian or irrigated ecosystems lying 
amid dry ones maintain typical low-temperature, high-transpiration 
budgets. Deserts display moisture contrasts, hence energy contrasts, at 
four scales, at least: lo3, lo2, 10, and 1 m critical dimension (Graetz and 
Cowan, 1979). 

More subtle contrasts in ecosystem energy budgets also express dif- 
ferences in moisture availability caused by position on a hillside, local 
differences in rain delivery or the catching of extra drifting snow the 
winter before, and differences in soil depth or rooting depth or soil 
capacity to hold moisture. Sun-facing slopes often hold less soil moisture 
than those facing away, but not always, as was found under drought- 
resisting chaparral near San Diego (Ng and Miller, 1980). Ecosystem 
vigor is also a factor; sparse saltcedar generated 60 W m p 2  less latent 
heat than a denser part of the same community (Gay and Fritschen, 
1979). 

Evapotranspiration. 
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These differences constantly vary with time. For example, a pine plan- 
tation in the Crimea evaporated 1.0-1.2 mm day-' less than a forest 
opening in early spring and in a moist summer, but 0.8 mm more at the 
end of a dry summer (Ved, 1978); the energy equivalents of these dif- 
ferences are 20-30 W m -z, 

Conversions of Carbon 

This process converts relatively small quantities of 
energy, but  has budget implications through its association with tran- 
spiration. Spatial differentiation is usually due less to differences in C 0 2  
concentration in the atmosphere than in light or in leaf temperature and 
moisture. 

Contrasts in biomass production may be substantial. Forest ecosys- 
tems tend to outproduce crop systems and store energy in highly visible 
form. A landscape of particular diversity has been created along the 
margins of lakes of the Valley of Mexico and nearby basins (Wilken, 
1969), in which mingled raised fields and small water bodies offered a 
diversity of product significant to human development as early as 6000 
BC (Niederberger, 1979). 

Decornpositioiz and Five. Spatial differences in decomposition of bio- 
mass are inconspicuous except where ground water potential energy is 
small and anaerobic conditions permit biomass to remain immobilized 
for very long periods. Peat bogs display distinctive energy budgets in 
comparison with mineral soil or the preexisting aquatic ecosystem. 

Sites vulnerable to fire display a spatial pattern related to fuel volume 
or fuel moisture. Fuel volume clearly differs among ecosystems, and the 
moisture content of fine fuels is related to aspect and cold-air drainage 
(Furman, 1978). 

Burns develop special energy budgets that may persist for years; 
where lichen mulches the surface in lowlands near Hudson Bay, its 
effect is removed by fire (Rouse and Kershaw, 1971). Albedo contrasts 
become large on burning-a drop from 0.19 to 0.05 (Rouse, 1976). The 
large radiant-energy intake in the burns produces high surface and soil 
temperatures in summer, hence a larger emission of energy as longwave 
radiation and less for turbulent heat fluxes. Shallow snow cover in later 
years allows late-summer dryness that reduces evaporation, raises soil 
temperature, and increases the sensible-heat flux, with observable ef- 
fects on downwind ecosystems. Eroding of the charcoal lightens the 
surface and changes spectral reflectance (Fuller and Rouse, 1979). 

Intense conversion of biomass of the current year occurs in animal 

Photosynthesis. 
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feedlots, on which great tonnages of grains converge. Wood-heated cit- 
ies before 1850 generated large quantities of sensible heat from poorly 
insulated houses. 

Coal, and later gas and oil, accepted as a substitute for wood, inten- 
sified industria1 conversions, and urban ecosystems grew more numer- 
ous and larger. They came to process energy more intensively as build- 
ings grew larger and more mechanized, as industrial processes grew 
more energy-intensive on cheap fuel and as the internal urban circu- 
lation became mechanically powered after 1890. The contrast between 
their altered energy budgets and those of ecosystems processing current 
flows of solar energy sharpened. It is particularly large in winter when 
natural systems slow down but cities do not. 

CONTRASTS IN ECOSYSTEM COUPLINGS 

Coupling of Surface with Substrate 

Spatial contrasts among ecosystems often derive from their substrate 
capacity to store captive heat, buffer the day-and-night variation in ra- 
diant-energy intake, and thereby affect surface temperature. The large 
thermal admittance and heat-storage capacity of aquatic ecosystems is 
apparent in their steady surface temperature. 

Contrasts in substrate heat storage of flux are particularly plain when 
wetland ecosystems in glaciated terrain-ponds and marshes of differ- 
ing depths, wind exposure, and nutrient status-are intermingled with 
upland ecosystems. The differences in heat storage are an order of mag- 
nitude. The contrast reverses, however, when wetland basins fill with 
organic matter that becomes peat. Even wet peat has small thermal con- 
ductivity because it blocks convection, and dry peat has very small ther- 
mal capacity and admittance. These ecosystems are now set apart from 
adjacent uplands by their small energy budgets, wide fluctuations in 
surface temperature, and liability to summer frost. 

Atmospheric Ventilation of Ecosystems 

The atmosphere bathes the above-ground layers of an ecosystem, sup- 
plies sensible heat on occasion, and carries away heat and vapor dif- 
ferently in different exposures under the control function of its kinetic 
energy (Chapter XIX). 

At the mesoscale persistent differences in wind speed and 
turbulence and in kinetic-energy conversion are caused by differences 
in topographic shelter, which varies with wind direction. However, in 

Shelter. 
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terrain-bound motion systems like the lake or up-valley breeze, direction 
itself becomes a steady function of topography. 

Contrasts in shelter may be subtle; sheep have an unerring skill at 
finding the best-sheltered parts of an apparently uniform paddock for 
their night camping, and even individual trees have an effect (Anon., 
1979). Other contrasts are more obvious. Farmsteads in the northern 
hemisphere are located on the southeast side of a ridge; small wind- 
energy installations can be sited by persons with little training in me- 
teorology (Elderkin et al., 1977). 

Human action has for centuries introduced shelter into the landscape 
on exposed plateaus, broad valleys, or interior and coastal plains. Ex- 
amples are the steppes, the northern Great Plains, the bocqe  or Heck- 
enlandschaften of the coastal plains near the North Sea, the Canterbury 
Plain of New Zealand, and the Rhone Valley. These linear ecosystems 
shelter crop ecosystems and farmsteads, reduce wind erosion and crop 
damage [to nearly zero where shelterbelt ecosystems occupy 5% of a 
mosaic (Zakharov, 1965, p. 132)]. They stabilize snow cover, reduce dry- 
weather transpiration, and reduce heat loss from animals and buildings 
in cold winds, each objective implying a rearrangement of the energy 
budget of an organism or ecosystem. 

The turbulent flux of sensible heat to sheltered ecosystems is reduced, 
as well as the removal of water vapor, because the advective term in the 
combination equation for evapotranspiration is decreased (see Chapter 
XV); the reduction in kinetic energy depends on belt permeability (Kon- 
stantinov and Struzer, 1965, p. 5). Radiative components of the energy 
budget usually become stronger, and surface temperatures are higher 
by day and lower by night (Guyot and Seguin, 1978) with increased 
likelihood of dew or frost. Whether or not higher midday temperatures 
are beneficial to an ecosystem depends on the level of regional tem- 
perature in relation to the temperature of maximum net photosynthesis 
in the major species. An overall production benefit (Aslyng, 1958) is 
found in a generally cool region like western Denmark, where grassland 
ecosystems are sheltered from strong marine air flow. Grain yield in the 
Soviet Union is increased by 0.30-0.35 behind a 5-m shelterbelt and 0.50 
behind a 10-m one (Konstantinov and Struzer, 1965, p. 70). 

Roughness. Wide shelterbelts along northern coasts of Japan extract 
fog droplets by the mechanical turbulence they create in the air flowing 
over their rough top surface (Hori, 1953). Clearing of a 100-m layer of 
foggy air passing over a few hundred meters of forest canopy means 
that inland rice ecosystems have a more favorable radiation budget. 

Rough ecosystems extract more from the air than smooth ones: fog 



422 XXI. ECOSYSTEM CONTRASTS 

droplets, carbon dioxide, raindrops and even more, snowflakes, as well 
as sensible heat during warm-air advection. This superior coupling with 
the resources of the atmosphere distinguishes their energy budgets from 
those of low, smooth ecosystems. Eddy diffusivity over pines was an 
order of magnitude greater than over wheat near Canberra (Denmead, 
1969); the forest had lower resistance to removal of vapor and heat, was 
cooler, photosynthesized at a higher rate, and transpired more. Pines 
in South Australia transpire so much more than the former grassland 
as to cause concern for groundwater recharge. The direction of wind 
flow over a lineated ecosystem like a row crop or vineyard determines 
roughness length and affects the partition between sensible and latent 
heat (Hicks, 1973). 

Ventilation and radiation as major antagonists in climate were iden- 
tified by Voeikov (1883) in contrasting convex and concave topography 
and account for differences of rough and smooth ecosystems. Even if 
radiant-energy intake is the same in a rough and a smooth ecosystem, 
the energy-removal fluxes are different. A rough, well-ventilated eco- 
system can move heat easily into the air, its surface temperature does 
not need to rise so much and it emits less longwave radiation. 

Ecosystems closely coupled with the atmosphere are good sources or 
receptors for airborne substances and thus are linked with other eco- 
systems, near or far. Rough ecosystems launch pollen easily and receive 
pollen and other substances by impaction as well as gravitational set- 
tling. They catch reentrained snow and also ozone and other pollutants, 
with diverse energy-budget implications. Rough ecosystems generate 
and receive sensible heat easily, and this transfer reduces temperature 
contrasts. 

CONTRASTS IN THE OUTPUTS FROM ECOSYSTEMS 

Contrasts among the energy transactions of ecosystems are found in 
absorbed radiation, internal energy conversions and storage, and out- 
puts, three phases that form one whole. A contrast in radiation absorbed 
or internal conversion of energy causes a contrast in one or more of the 
energy outputs, for example, in the atmospheric couplings just de- 
scribed. The mix of outputs is a signature to the sequence of energy 
intakes and conversions. 

Contrasts in Individual Energy Outputs 

Biological productivity is small in comparison with, for example, the 
hundreds of watts per square meter in longwave radiation, but it is a 
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very high quality product. Contrasts in it are contrasts in life itself, and 
we attach special value to barren or fertile ecosystems, to vegetation 
above and below the irrigation ditch, to eroded versus well-managed 
land. Aquatic ecosystems have risen in national perception as their true 
production value has become recognized. 

Contrasts in the associated flux of latent heat are also significant and 
suggest the possibility of moisture stress that might cripple biomass 
production. Two moor ecosystems in northwestern Germany that had 
almost identical mean values of the net surplus of all-wave radiation 
(145 W mp2) apportioned it differently: the low moor put 100 W m-’ 
into latent-heat flux, the high moor only 85 W m - 2  (Miess, 1968, p. 176). 

Contrasts in the output from aquatic ecosystems show up as islands 
of coolness in the midday heat of surrounding terrestrial ecosystems 
and pour out heat and moisture at night long after the terrestrial systems 
have settled down to their small nocturnal energy budgets. Contrasts 
in longwave radiation emitted by different ecosystems derive from sur- 
face temperature differences, as do those in sensible-heat outflows, 
which are more effective in destroying stable stratification of the local 
air. These stability contrasts can be followed as thermal plumes from 
a lake in cold conditions (Bill et a / . ,  1978) or as cold plumes, when cold 
air over a lake in summer is entrained in the local air (Businger and 
Frisch, 1972; Holmes, 1970). 

Unequal heating of the local air powers horizontal flows that form 
thermal circulations of many kinds. Cold-air drainage ponded in frost 
hollows and fog-filled basins (Puigdefabregas Tomds, 1970) has pro- 
found effects on ecosystem functioning and survival. Local winds shape 
trees and shrub ecosystems (Yoshino, 1978). 

Contrasts in the Level of Outputs 

The level of outputs differs in ecosystems that differ in radiant-energy 
absorption and, in low-energy conditions especially, those that differ 
in access to heat in the substrate or in the free air (ecosystems on ridges). 
Total energy outputs may differ by a hundred or so watts per square 
meter in midday conditions, as for instance between forest and dry 
grassland. Contrasts are smaller at night and in winter. 

Linkages tend to develop among neighboring ecosystems at times 
when contrasts are sharp and when a large energy output is available 
to power them. They are an integrating factor of considerable interest 
in the landscape (Miller, 1978) that warrants fuller treatment than is 
relevant here, but which appear to give landscapes a functional quality 
that some students (Mori, 1977) ascribe only to ecosystems. 
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Local* linkages, especially of sensible heat but also of C02 and other 
properties carried in the air stream, make difficulties in such one-di- 
mensional models as those for C 0 2  transfer (Inoue, 1974) and may re- 
quire three-dimensional modeling (Inoue, 1977). Similarly, “the hori- 
zontal movement of energy, called advection, has been especially 
disconcerting when measurements are made above the canopy for cal- 
culating evaporation” (Waggoner, 1975). Problems of advection in the 
energy budget were pinpointed by Hofmann (1960), and Munn (1966, 
p. 107) devotes a chapter of his book to the transitional zones where air 
flow is “readjusting itself to a new set of boundary conditions,” that is, 
to an ecosystem surface with a different roughness (Bradley, 1968) or 
energy budget, which in the process is itself modified. These edges are 
particularly vulnerable to impact by human activity (Erickson, 1979, p. 
174). 

Contrasts in the Mix of Outputs 

The mix of outputs varies among adjacent ecosystems. For example, 
a dry forest opening has a simple mix of outputs-longwave radiation 
and sensible heat-in contrast with added latent heat in the forest 
budget. If the season is spring, the opening is putting out only longwave 
radiation and meltwater. Cold ecosystems emit longwave radiation to 
the exclusion of all other outgoing fluxes. 

Contrasts in mix occur where soil-moisture differences shift the frac- 
tions of available energy allotted to sensible versus latent heat, a par- 
tition established as the useful Bowen (1926) ratio. They also occur where 
differences in substrate admittance shift the fractions of sensible heat 
allotted to substrate versus atmosphere, another partitioning to be dis- 
cussed in Chapter XXIII. The mosaic of contrasting ecosystem outputs 
over the earth’s surface mirrors the intricate spatial pattern of soil and 
vegetation that makes the surface so interesting. 

TIME VARIATIONS IN CONTRAST 

All the conditions that bring about contrasts among ecosystems 
change with time, and the pattern of contrast among ecosystems in a 
mosaic landscape changes accordingly. The scales of variation are those 
associated with the forcing functions, particularly the varying height of 

* Sensible-heat advection also occurs on a regional scale, particularly on days of strong 
wind (Brakke ct nl., 1978), and presents a different set of problems. 
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the sun through the day, the varying midday sun height and day length 
over the year, and the aperiodic variations when atmospheric systems 
pass over. 

Night is a period of muted contrasts among ecosystems when differ- 
ences in access to heat in the atmosphere or substrate show up. The 
intake of absorbed radiation comes to exceed emitted radiation following 
sunrise and then begins to support heat flows into the soil and air, but 
crossover times occur at different hours in different ecosystems. Darker 
ones and those with vertical surfaces respond first to the rising sun; for 
example, vultures in India take to the air an hour or two earlier from 
towns than from open country (Cone, 1962) because thermals are gen- 
erated earlier. 

Spatial contrasts in the annual cycle are largest in summer when the 
high rate of incoming solar energy emphasizes absorptivity contrasts 
and rapid evapotranspiration brings about local soil-moisture shortages 
that create contrast among ecosystems in latent and sensible heat 
outputs. 

Spatial contrasts occur in the length of the growing season. Early- 
starting annuals have an advantage over those waiting for warmer soil, 
and deep-rooted forest stands operate through dry spells that halt pho- 
tosynthesis in adjacent crop fields. Forest ecosystems experience sum- 
mer differently than crops or prairie; Rauner (1972, p. 195) found this 
to be a reason for 27 MJ m p 2  annual biomass production in deciduous 
stands, 22 in steppe, and 19 from short-lived barley fields in central 
Russia. Mean absorption of solar energy corresponded: 33 W m-’ by 
forest, 24 by steppe, and 14 by barley. 

In the transitional seasons contrasts in ecosystem energy budgets due 
to substrate heat storage become large. Deep mixing of heat in spring 
leaves the surface of aquatic ecosystems cold, and the recovery of stored 
heat in late fall gives them an unseasonable warmth with resulting ac- 
celeration of the turbulent heat fluxes. 

Winter is the period of least contrast among terrestrial ecosystems. 
Incoming fluxes are small, and the fact that surface and air are equally 
cold reduces the effect of differences in ecosystem ventilation, except 
where incoming radiation is very small and cold-air drainage at a 
maximum. 

Passing clouds and cloud systems in the atmosphere tend to reduce 
contrast because they suppress the differentiating influence of the solar 
beam and enhance longwave radiation, which is absorbed equally by 
most ecosystems. Energy turnover in adjacent ecosystems tends to come 
to the same level. Storms are not times to look for large contrasts in 
surface temperature of ecosystems or in their energy budgets. 
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THE VARIEGATED MANTLE OF THE EARTH 

Under more or less uniform inputs of radiation and precipitation, the 
principal factors of climate, it is of the nature of ecosystems to display 
contrast in the way they take in radiant energy, have access to different 
capacities of heat and moisture storage, convert energy as they process 
carbon and water, and are coupled with the atmosphere. It is not sur- 
prising that these contrasts are portrayed in spatial contrasts in surface 
temperature, which is the intermediary of all the energy fluxes, and the 
energy conversions in ecosystems and the outputs they contribute to 
the rest of the earth. 
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Ecosystems survive and flourish over the centuries in places subject 
to transient episodes of energy conversion in hurricanes and tornadoes, 
landslides, lightning, and wildfires, as noted in Chapters XI1 and XIX, 
not to mention infrequent seismic events, volcanic ashfalls, and human 
disturbances of many kinds. Some ecosystems maintain themselves in 
shifting sand, beaches under wave attack, avalanche tracks, creeping 
hillsides, and swiftTflowing rivers in which episodic energy conversions 
recur in the same place. These events produce many of the contrasts 
among ecosystems described in Chapter XXI. Finally, some ecosystems 
exist in sites in which intensive energy conversions are both site-specific 
and continuous. One example would be hot-spring or geothermal area 
communities; more numerous examples are systems in which energy 
conversion is supported by the transport of biomass from a wide area, 
like feedlots, or by the collection of biomass from a long expanse of 
time-the concentration of fossil fuels in industries and cities. In these 
nodes the energy budget is augmented beyond the levels normally sup- 
ported by solar energy by virtue of the artificial transport of biomass 
energy of contemporaneous origin and fossil energy that was accu- 
mulated over a million years. We now examine such augmented energy 
budgets and the contrast they form with more natural ecosystems. 

POINTS OF ENERGY CONCENTRATION 

Concentration of Biomass 

Grain and hay that represent solar energy converted in outlying fields 
and brought in to a barnyard to be converted into animal products and 
metabolic energy exemplify a common form of concentration of energy. 

429 
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Industrialization of this transport has created the feed lot, where grain 
and hay from thousands of square kilometers of crop land are carried 
to beef cattle brought together from even larger areas of range land, 
where they have built bone structure to underpin the weight they will 
gain on feed. The ratios of concentration at one large lot in Colorado 
(Mather, 1972) are 30,000 to 1 for the feed and 100,000 to 1 for the an- 
imals. In addition to solar-energy content, the inflows of feed also carry 
the fossil-energy content of fertilizer, fuel, and irrigation, and the ani- 
mals carry additional fossil-energy content from their herding and truck- 
ing to the feed lot; the lot itself receives fossil energy to operate its feed 
mills and materials-handling equipment-equal perhaps to two-thirds 
of the energy of the feed itself (Pimentel et al., 1975). 

Metabolic energy conversion on the Colorado lot (area 3.2 km2) is 
about 100 W m-2, which substantially augments the natural inputs in 
the energy budget. Outputs of the energy budget are correspondingly 
augmented: more evaporation (water is supplied at double the tonnage 
of feed), sensible heat and ammonia in the air, animal tissue in amounts 
equivalent to about 5 W m-2, and several times as much energy in 
animal wastes, which might be converted into biogas or, reaching 
streams, support algal pollution. 

Sawmills and other forest industries, as well as power plants using 
mill or logging residues (Burlington, Vermont; Mt. Gambier, South Aus- 
tralia) (Fig. l), also exemplify biomass concentration. Again, fossil en- 
ergy accompanies these flows of biomass: the fuel consumed in growing 
the trees, in logging and chipping, and in transporting the chips to the 
power plant. This last cost is a major obstacle to wider use of forest 
residues. 

Concentration of Fossil Fuels 

The high transport costs of wood, charcoal, cane, or other biomass 
crops are one reason for the temporary eclipse of these energy sources 
during the past 100 years. Coal, oil, and natural gas were cheaper to 
harvest and transport because their deposits represent a compression 
of time as well as space. Intensities of energy conversion are greatest 
where they are converted into other forms of high-quality, marketable 
energy, a costly process carried on in refineries, synthetic fuel plants, 
and electricity-generating stations. For example, refineries consume 0.15 
of their input (Cook, 1977), and a power plant of typical lo6 kW electrical 
output takes in 3 x lo6 kW equivalent of oil or coal. Since it occupies 
only a few square kilometers, an energy flux density of thousands of 
watts per square meter is dumped into the environment. 
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Fig. XXII.1. Electricity-generating plant at Mt. Gambier, South Australia, burns resi- 
dues from logging and milling of plantation pines that are more or less contemporaneous 
biological energy. 

The flux density of the dump energy is relatively smaller if it goes 
through a lake or cooling pond (Chapter XVIII), more if through cooling 
towers (Fig. 2). For example, the 2000 MW Liddell plant of the Hunter 
Valley in Australia uses a cooling pond 10 km2 in area, on which the 
average surface energy budget is augmented by (2 x 2 x lo9 W)/(lO x 
lo6 m2) or 400 W mp2.* In contrast, a new plant to be built nearby will 
dispose of its waste heat through cooling towers only 1000 m2 or so in 
area. The enormous injections of heat, both sensible and latent, into the 
lower atmosphere by cooling towers have destabilizing effects that are 
visible as long plumes rising to 2-3 km (Hanna, 1977) and produce snow 
(Kramer et al.,  1976). 

Fossil fuels were exploited in converting materials from one form to 
another, as, for instance, when biomass fuels, i.e., charcoal, ran low in 

* Much of this loss tends to be concentrated near the hot-water inflow. In an lllinois 
cooling pond eddy-correlation flux measurements in the first of five sectors found 590 W 
m ’ latent-heat flux and 260 W m -’ sensible heat for a sum of 850 W m-’ (Hicks et a/. ,  
1977). Another 460 W m-’ was emitted as longwave radiation. 
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Fig. XXII.2. An electricity-generating station near open-pit mines ot brown coal pro- 
duces power for Melbourne and its rail mass transit. The cooling tower speeds energy 
long ago stored in organic matter out of the boilers and turbines and into the present-day 
atmosphere, 

16th century England and accelerated the mining, in spite of its rec- 
ognized dirtiness, of coal for salt boiling, brickmaking, copper smelting, 
brewing, and many other products (Harris, 1974; Nef, 1977). Later it 
came to be used for mechanical power in the Newcomen coal-fired 
pumps to dewater coal mines (1712), which coexisted with windmills 
and waterwheels until Watt added the condenser in 1780 (Hawthorne, 
1980). The coal-iron combination was then applied to railway transport, 
which expanded and intensified the nodes of fossil-energy conversion. 

Most of the nationwide mean flux density (15 mW m-’) in the U.S. 
coal-iron-steel complex is concentrated in nodes like that at the south- 
ern end of Lake Michigan. This node collects fossil energy from distant 
areas in amounts three or four times as great as the total quantity of 
energy used by the skilled industries of the state of Wisconsin (Shaver 
et al.,  1974, p. 19) and generates a flux density of 500 W rn-’ over its 
approximately 50 km2 area (Miller, 1971). Approximately the same flux 
density is found at a steel mill in Hamilton, Ontario (Oke and Hannell, 
1970). The switch from natural ores to pellets has made a change (Miller, 
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1970): the making of pellets near the mines requires an additional 3.5 
MJ added there per kilogram of iron content, but using them as blast- 
furnace charge reduces energy conversions at the mill by 5.0 MJ per 
kilogram of molten iron (Kakela, 1978) or about 50 W m-2; some of the 
energy conversion and concomittant pollution is transferred north to 
Lake Superior. 

Other industries are also nodes of augmented energy conversion. Any 
metal-using industry involves large energy conversions that are added 
to those embodied in the machinery it operates. Energy-flow studies 
that have been made for the American food industry as a whole (Stein- 
hart and Steinhart, 1974) and in detail for its beverage component (Han- 
non, 1972) show fossil-energy conversions far exceeding the energy con- 
tent of the food or drink being processed, packaged, stored, and 
transported. Costs in the beverage industry (beer or soft drinks in bottles 
or cans) are smaller for returnable than for one-use containers since both 
glass and aluminum containers embody a large energy content. Much 
of the total conversion of energy in these industries occurs in factories, 
storage warehouses (especially if refrigerated), and supermarkets, en- 
ergy nodes that are mostly located in cities. 

CHARACTERISTICS OF THE URBAN INTERFACE 

Cities are artifacts that concentrate three artificial flows of energy into 
a node of intricate texture made up of a multitude of ecosystems. (1) 
The first inflow is that of energy-rich materials (at an areal density of 
8200 MJ m p 2  of single-family housing in the U.S., for example (Hannon 
et al.,  1978), and 19,000 MJ m-2 of office space). The corresponding flux 
densities, divided by a 40-year life span, are, respectively 7 and 16 W 
m-2 per unit floor area; growth and amortization of the physical struc- 
ture of Hong Kong is 6 W mP2 over the whole urban area (Newcombe 
et al . ,  1978). These materials change the natural absorption, storage, and 
transformation of energy by the earth. (2) A second energy flow is that 
of biomass, and a simple calculation indicates its flux density: 125 W per 
capita plus about the same energy cost for cooking food shows that a 
population density of 5000 km-’ means energy conversion at a rate of 
1.2 W mP2  of urban area. (3) Finally, there is the larger import of fossil 
energy that powers modern cities and makes them habitable. These 
three processes form the urban interface. 

Texture 

The first thing we notice when we analyze energy in a city is that 
ecosystems are smaller than those of wildlands or croplands. Yards, 
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roofs, and gardens create a fine texture that is difficult to study not only 
because of the numbers of individual energy-converting systems, but 
also because of their interactions with one another. Houses shade yards, 
trees change the turbulence structure of the air moving over lower sur- 
faces, and surfaces at different angles exchange radiation in a geomet- 
rically determined but complicated manner. 

City ecosystems are smaller than most rural ecosystems because this 
scale fits the need for human mobility, indicated by dedication of 0.2 
of the whole area to streets. Access to human-scale habitats and work- 
places accounts for the intricate texture of a city, which forms one of its 
visual attractions. 

Urban ecosystems, though numerous, belong to only a few types: 
paved surfaces, low structures, tall structures, low vegetation, and trees. 
Thkse differ in absorptivity of radiant energy, moisture status, rates of 
fossil-energy conversion, and coupling with the atmosphere and the 
substrate. These characteristics are necessary for modeling urban energy 
budgets, but unfortunately have seldom been measured. 

Ecosystem thickness or depth and stratifi- 
cation have been discussed in Chapters I1 and XX and apply with par- 
ticular force to urban systems. Urban effluvia turn the lower part of the 
overlying air into a special atmosphere, and cities disturb their substrates 
more deeply than natural ecosystems. 

The interface, a layer between the ground and the level of roofs and 
tree canopies (Kratzer, 1956, p. 67; Oke, 1976; Carlson and Boland, 1978), 
is sheltered and to a degree separated from the free air above, as shown 
by diffusion of lead released at street level (Assaf and Biscaye, 1972). 
It is partitioned into separate volumes: urban canyons (Nunez and Oke, 
1976, 1977); courts among buildings, particularly in densely built-up 
sections and in 19th-century cities like Wien (Mahringer, 1963); tree over- 
hangs (HeisIer, 1974; Morgan ef al., 1977)*; and low ecosystems shel- 
tered by trees or structures. This layer corresponds to the plant-air space 
in vegetation and in some cases even to the sheltered trunk space in a 
forest ecosystem. 

The layer of air just above roof level is under the influence of heat 
and mass exchanges at the canopy top. Tall buildings and trees that 
protrude into it, as well as such heat and pollutant sources as factory 
stacks, also influence this boundary layer (Kratzer, 1956, p. 62; Gutman 
and Torrance, 1975). 

Depth and Stratification. 

* The death of thousands of elms along streets of eastern North American cities that 
were once truly urban forests will change energy conversions substantially, mostly for the 
worse. 
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The Urban Atmosphere 

The warm, dirty urban atmosphere, “the dust dome” (Geiger, 1942, 
p. 356) visible from great distances and of varying depth, is full of debris 
of many kinds, sizes, and compositions, which, moreover, differ from 
city to city as a product of different industrial processes, and even from 
place to place over a city. 

Aerosols variously scatter incoming solar photons, depending on their 
refraction index and size. Bridgman (1979a) measured fewer small par- 
ticles over Milwaukee than are predicted in the usual statistical distri- 
butions of particle size and found a day-to-day variation in the vertical 
distribution above an industrial area that contributes particles in the size 
class from 0.11 to 0.35 pm. A study in St. Louis showed that small 
particles have quite different scattering and absorbing properties than 
large ones do (Bergstrom and Peterson, 1977), and that the effect differs 
on clear and hazy days, as well as with solar altitude. Their vertical 
distribution is also important (Idso, 1974). Gases in the Denver “brown 
cloud” absorb more strongly than natural aerosols (DeLuisi et aI. ,  1977); 
high CO, concentrations over Tokyo (Arai et al., 1975) and cities in New 
Jersey (McRae and Graedel, 1979) affect radiation. 

Because chemical makeup, size, and vertical concentration of aerosols 
and gases in the atmosphere are not generally observed, we have little 
information on emissivity, and the apparent emissivities deduced from 
longwave radiation measurements at the underlying surface, as, for 
example, at Montreal (Oke and Fuggle, 1972) compared with Hamilton 
(Rouse et al.,  1973) or Windsor (Braze1 and Osborne, 1976) tend to differ. 
Assumptions for modeling radiation have not been “related to a par- 
ticular urban situation in any way” (Ackerman, 1977); “most often the 
aerosol properties are not measured and in order to predict the solar 
flux one is forced into unrealistic assumptions” (Bergstrom and Peter- 
son, 1977). 

The Urban Interface 

Absorption of Radiant Energy. Absorption of solar energy at the urban 
interface may be greater or less than in typical rural ecosystems. Cities 
have more snow-free land in winter, (10-20 days) or a third less in Wien 
(Bohm, 1979a), and airplane measurements over Madison, Wisconsin, 
(Kung et al.,  1964) found absorptivities of 0.6 compared with rural ones 
of 0.5 or less. Far northern settlements may enjoy twice as much all- 
wave radiation surplus as rural areas (Gorbacheva, 1974). 

The many vertical surfaces of a city are especially important at low 
sun angles, and morning heating begins early (Fig. 3); however, different 
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Fig. XXII.3. East-facing ends of Milwaukee houses lit by the morning sun at 1030, 23 
April 1976, as seen from 150 m. This orientation is efficient from a standpoint of solar 
geometry. 

wall materials differ in absorptivity as much as from 0.24 to 0.80 in Wien 
(Mahringer, 1961). Comparing indoor and outdoor temperatures sug- 
gests that passive solar heating in cold weather amounts to 5-10 W m-2. 
The overall absorptivity of Adelaide, 0.75-0.80, is about the same as 
that of dry grass and ripe grain in this dry-summer climate and less than 
that of pine stands, vineyards, and irrigated pasture (Coppin et al.,  1978). 
The absorptivity of St. Louis, in a humid-summer climate, is about the 
same as that of adjacent cropland but less than that of forest or aquatic 
ecosystems (White et al . ,  1978). 

Spatial contrasts are due to concentrations of trees or metal roofs in 
different parts of the city; the eastern suburbs of Adelaide, with shrubs 
and trees, have absorptivities of about 0.8, whereas commercial and 
industrial centers run about 0.7 (Coppin e f  al.,  1978). Absorption by only 
the upper parts of tall office buildings in Dallas prevents warming of 
the lower part of the below-roof layer (Ludwig, 1970). The degree to 
which blackening Los Angeles would increase absorption in order to 
inject more sensible heat into the atmosphere was briefly explored by 
Neiburger (1957) with negative results. The increase in absorption by 
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either active or passive solar energy utilization does not seem likely to 
become large (U.S. House of Representatives, 1980, pp. 21, 23). 

Absorptivity for incoming longwave radiation has seldom been mea- 
sured. Walls and pavements that face one another, as in an urban canyon 
(Nunez and Oke, 1977), create a cavity-rich interface that might com- 
pensate for the low absorptivity of metal roofs. 

Streets and roofs are usually kept as 
dry as possible. The detention film on streets, a millimeter or less, van- 
ishes in a short time in summer, and walls dry off even faster. The role 
of trees is not well understood (Heisler, 1974) nor is the effect of diversity 
in such small agroecosystems (Ehler, 1978). Urban lawns are well 
watered and display rural-type energy budgets unless near large, dry 
surfaces (Suckling, 1980). 

Conversion of imported biomass and fossil en- 
ergy differs with ecosystem function. Those providing vegetation for 
amenity convert such energy at rates not much different from rural crop- 
land; those providing microenvironments for human beings convert 
biomass in proportion to population density and fossil energy in ac- 
cordance with the extent to which the desired microenvironment departs 
from the external environment. Most workplaces convert great quan- 
tities of fossil energy, depending on the kind of materials and pro- 
cessing, and the circulation network converts energy as a function of 
traffic density. 

Evapotranspiration Opportunity. 

Energy Conversion. 

Coupling of Interface and Atmosphere 

Turbulent outflows of energy from the urban interface reflect coupling 
of the interface and atmosphere, which depends on the exposure and 
roughness of individual ecosystems and also, because ecosystems are 
small and interacting, on the effects of upstream ecosystems on wind 
speed, stability, and turbulence. 

Cities have large coefficients of roughness (Gutman and Torrance, 
1975), as would be expected from the prevalence of trees and bluff ob- 
stacles and the local occurrence of taller buildings. Overall roughness 
in Sacramento and Baltimore is of the order of half a meter, indicating 
good atmospheric coupling of roof-level surfaces; low-density residential 
areas in Sacramento were calculated by Lettau’s (1969) method to have 
roughness lengths of 0.3 m in winter, 1.0 m when trees are in leaf 
(Morgan et al., 1977), and 0.7 m in Baltimore (Nicholas and Lewis, 1980, 
p. 20). The central business district of Sacramento has a roughness length 
of 3.2 m, that of Baltimore 4.0 m overall and up to 8.0 m in its core. 

The layer below roof level may have poor atmospheric coupling, like 
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the below-canopy space in forest. Deep courts in densely built-up areas 
are only weakly coupled with the free air in most weather conditions, 
with a smaller range through the day and between days than the air at 
roof level (Mahringer, 1963). Low areas of cities are poorly ventilated 
and in anticyclonic weather develop extreme microenvironments, which 
may be further worsened by polluted fog. 

Coupling with the Substrate 

The substrates of urban green areas receive, store, and return heat 
and water much as do those of rural ecosystems. In contrast, the sub- 
strates of the extensive (up to 0.4 of the total area) paved lands store 
little water but much heat since values of thermal admittance approach 
those of rock ledges. 

The space under a roof is a special kind of substrate that is seldom 
met in nature, distinguished by zero capacity to take in and store water, 
a small capacity to store heat," and usually containing heat-generating 
processes. The coupling of building interiors with their interfaces de- 
pends on insulation; poor insulation in summer makes overheated 
houses, from which heat has to be removed by attic fans or air condi- 
tioners. Good insulation uncouples the interface and substrate like deep 
snow and helps maintain favorable microenvironments for living 
organisms. 

The thermal admittance of the urban layer below roof level depends 
on specific heat, density, and thermal conductivity of structural mem- 
bers, especially walls, a matter of building practice in different cities and 
countries. t Brick and concrete walls combine large heat capacity with 
ready access to surface energy. European structures, in general, are more 
massive and store more heat (Banham, 1969, pp. 22, 101), a style found 
only in older commercial and office buildings in American cities and in 
climates with a large diurnal range in temperature. Heat-storage walls 
are being built into newer buildings as an aid in passive solar energy 
utilization, and other devices (water tanks, pebble beds, fans, or pumps) 
in active solar houses also change thermal admittance (Chapter XVII), 
as does the practice of construction underground. 

A map of a small Japanese city (Kawamura, 1965; Yoshino, 1975, p. 
91) displays a range from 870 to 990 J m ~ K -  sec -1'2 between residential 

* Empty unventilated compartments trap solar heat and reach temperatures briefly as 
high as 88°C (Daniels, 1973, p. 228). 

t Concrete and aggregate in the built-up environment of Hong Kong have a mass of 
17 tonnes per capita (Newcombe ef al., 1978), nearly 1 tonne m-'  of urban land or a heat 
capacity of 0.8 MJ K - '  m-'. 
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and commercial areas, values that seem reasonable for the construction 
materials. In an urban canyon the mean admittance is 1730 (Nunez and 
Oke, 1976). 

Overall admittance of a low-density city, Los Angeles, is estimated 
at 910 J m-' K-' sec-lI2 (Carlson and Boland, 1978) and of a nearby small 
town at 790 (Ackerman, 1977). These values reflect the density of build- 
ing materials per unit area and the amount of exposed soil. 

The green area of a city indexes access to soil moisture, and wetness 
fractions of 0.4-0.6 have been estimated in low-density residential dis- 
tricts, which suggests the desire of urban people to surround themselves 
wherever possible with microenvironments of grass, shrubs, and trees. 
Trees overhang roofs and streets to the extent of 0.10-0.15 of the area 
of some parts of Sacramento (for the West an uncharacteristically for- 
ested city) (Morgan et d., 1977). Whole-city wetness fractions (0.46 in 
Sacramento, for instance, fed by meltwater from the Sierra Nevada) are 
larger than often is assumed in modeling studies (Chandler, 1976, p. 
21) and are most important in summer. 

The Urban Landscape 

The close-grained urban interface, lying between its self-inflicted at- 
mosphere and its compacted substrate, presents diverse spatial patterns 
of absorptivity, roughness, thermal admittance, and wetness, to name 
the properties found to exert the most direct influence on energy trans- 
formations. Their effect varies with time; wetness, for example, is sig- 
nificant during the hours of transpiration and hardly at all at night and 
varies with the episodic occurrence of rains. Absorptivity is important 
only by day, but thermal admittance affects the small energy budget at 
night more than it does the larger daytime budget. Fossil energy con- 
versions in industry and circulation vary with weekdays and weekends; 
those in space heating and cooling tend to vary counter-seasonally . 

The tiny, interacting ecosystems in the city landscape can be grouped 
for analysis most easily with digitized scanning of the upward fluxes 
of shortwave and longwave radiation (Pease et al.,  1976, 1980). This 
procedure, or delineation of ecological types (Brady et al., 1979), gives 
land-use types having overall values of absorptivity and other charac- 
teristics that index the fractions of paved and green areas, roofs, and 
mass of construction materials, which tend to be reasonably uniform 
over fairly large areas in consequence of land-use concepts in city plan- 
ning as applied over several decades. 

Population density is another surrogate for detailed data on absorp- 
tivity, admittance, and so on because in a way it indexes structural mass 
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and green and wet areas, as well as heat from combustion. In the long 
run, however, only direct measurements of these characteristics of the 
urban landscape will adequately serve energy analysis and modeling. 

MODIFIED RADIANT-ENERGY INTAKE 

Solar Radiation 

The effect of the urban atmosphere on solar energy reaching the urban 
interface has been known for more than a century, and many mea- 
surements of its depleting influence, especially in the heating season, 
have been made (Munn, 1966, p. 196). Turbidity is much greater at urban 
stations (Flowers et al., 1969); the Los Angeles atmosphere, for example, 
reduces ultraviolet income by at least 0.15-0.20 and total shortwave 
radiation by 0.06-0.08 (Peterson et al . ,  1978). Depletion in the 0.40-0.467 
p.m range is 0.4 more in Milwaukee than at a rural site (Bridgman, 1978); 
in the 0.55-0.625 p.m range it is 0.2 more, again demonstrating the se- 
lective action of aerosols against shorter wavelengths. 

Scattering produces a shift from directional to diffused solar energy.* 
Urban green areas lose in the selective depletion of short wavelengths, 
but might gain from the shift to a diffused source (Lister and Lemon, 
1976). At Newcastle, 0.7 of the energy scattered out of the beam is re- 
covered as diffuse radiation (Bridgman, 1979b). 

The altered solar receipts, when combined with the difference in 
albedo between cities and rural ecosystems, as modified, e.g., for 
Toronto (Yamashita, 1979), may result in more or less equal quantities 
of absorbed solar radiation in city and country, depending on the par- 
ticular city (Chandler, 1976, p. 10; Oke, 1978, p. 247). Within-city var- 
iations over Baltimore showed a range of 350 W m P 2  at midday in sum- 
mer (Pease et a l . ,  1976) due to albedo differences, as was true also in St. 
Louis (White et al.,  1978). A seasonal variation is caused by the high 
solar infrared reflectance of tree canopy when leafed out; the tree effect 
on the energy budget of houses is most favorable also in summer 
(DeWalle, 1979). 

* Beam radiation at Moscow University is 15-50 W m -’ less than that in the center of 
the city when the university station is downwind, but 35-55 W m - 2  more when it is 
upwind of the center (Dmitriev and Bessonov, 1969, p. 148). A similar effect of wind 
direction is found in St. Louis (Peterson and Stoffel 1980). Diffuse radiation at the university 
station averages 5-10 W m-2  over the summer greater than that outside the city (Dmitriev 
and Bessonov, 1969, p. 158). 
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Longwave Radiation 

Absorption of solar radiation in urban haze contributes, along with 
other factors, to atmospheric warming, which helps augment the down- 
ward flux of longwave radiation by as much as 30-40 W m-2 (Oke and 
Fuggle, 1972; Rouse et al., 1973) and about half as much on clear winter 
nights in Tokyo (Aida and Yaji, 1979). 

The increased flux is strongly absorbed by the cavity-filled urban in- 
terface, and while its biological effects are less familiar than those of the 
depleted solar input, they do extend the frost-free season in fall and 
ameliorate winter cold. Conversely, this incoming flux aggravates the 
stress of summer heat waves, not only by its size, approaching 400 W 
mP2, but also by its day and night continuity. In a winter night in Christ- 
church, New Zealand, a person in the business district receives 25 W 
m-2 more radiant energy than in the residential area and 40 W m-2 
more than in the rural surroundings (Tuller, 1980). 

Radiant-Energy Intake 

Absorption of solar and longwave radiation added 5 and 20 W m-’, 
respectively, to total radiant-energy intake on clear days in Cincinnati 
(Bach and Patterson, 1969) an increase of about .02 over a rural site. A 
similar difference can be calculated from summer airborne observations 
in daytime over St. Louis reported by White ef al (1978). An extreme 
midday difference of 170 W m-* is reported at Columbia, Maryland (a 
new city), the urban site here being a dark parking lot (Landsberg and 
Maisel, 1972; Landsberg, 1979). 

The general level of radiant-energy intake at midday in summer by 
the Baltimore urban surface was 1050 W m-2, and peaks of 1190 W m - 2  
were measured in the central business district and a steel-mill area (Pease 
et al., 1976). Variation was principally due to variation in albedo; values 
in parks were not much lower than the overall average, and those of 
water bodies exceeded 1200 W mP2. 

FOSSIL-ENERGY AUGMENTATION 

It is hard to believe when walking on a cold winter street in Milwaukee 
that the city energy budget gets much increase by energy from fossil 
sources. When thousands of air conditioners are dumping heat on a 
sweltering day in summer, however, and trucks and factories radiate 
energy, it is easier to visualize fossil fuel in the urban energy budget 
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and to see it always working in the same direction, always adding 0.1 
or more to the radiation energy intake. 

The flux density of fossil fuel conversion varies through the day, week, 
and year and differs from one ecosystem to another because it derives 
from that ecosystem’s particular activity. Following city planning prac- 
tice, we speak of activities associated with land use-industrial, com- 
mercial, and residential-and with the circulations that bind these land 
uses into the functioning city. 

Land Uses 

Cities provide workplaces and shelter, and both require fossil energy. 

Industrial Land Uses. Some industries were noted earlier as nodes 
that convert large quantities of energy, and most are located in cities. 
The working of metals is done against friction; electrical energy in a drill 
room is converted into enough heat to keep the room hot in the coldest 
weather. A coal-and-iron city like Chorzow in upper Silesia gives off 62 
W m-’ from its whole urban area (Kraujalis, 1975). Although lighter 
material requires less brute force and a cotton mill generates less heat 
than a machine shop, even a textile-dominated city like Hong Kong that 
is congested adds as much as 15 W m-’ (Newcombe, 1975) to its energy 
budget from industrial land uses. 

Offices and shops concentrate large numbers of 
people and need energy to support the required microenvironments- 
heating, cooling, lighting, ventilating-and to power business ma- 
chines. So much metabolic, lighting, and equipment energy is released 
in schools and office buildings that if well designed they may need spend 
no additional energy for space heating. Such energy-conscious design 
has not been prevalent in the recent past; while office buildings in New 
York City that were built before World War I1 convert, for all functions, 
22-26 W m-’ of floor area, those built in the glass-wall period convert 
42 W m-’. Fortunately, those under design are back to 24 W m-’ (New 
York Times, 1978). A single-story neighborhood library in Milwaukee 
that modified its ventilation system now saves 0.56 of its former con- 
version of 64 W m-’. A tall building is a node of high flux density at 
85 W m-’, double that of general office buildings (Spielvogel, 1980). 

Large shopping centers convert up to 150 W m-’. The overall U.S. 
average conversion of 42.8 GJ commercial energy annually per capita 
(Schipper and Lichtenberg, 1976) works out to 130 W m-’ (at 10 m’ floor 
area per capita), including heat wasted in electricity generation. The 
floor-area flux density is 90 W m-’ in Sweden, where less energy is lost 

Commercial Centers. 
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as escaping heat and unnecessary lighting. Parking lots at shopping 
centers add the indirect costs of energy-rich vehicles depreciating on 
them at a rate equal to several watts per square meter. 

Cities bring human beings into convenient contact for the 
exchange of services, goods, and work, and these people need individ- 
ual microenvironments, in which fossil energy is converted for heating, 
cooling, lighting, humidifying or dehumidifying, and household op- 
erations that chiefly revolve around food and clothing. Where these 
microenvironments are stacked up to heights of 15-20 floors, as in Hong 
Kong (Liang, 1973, p. 21), site-area flux densities are large. Poorly de- 
signed houses in cold climates leak warmed air in winter and require 
enormous inputs of fuel to make them habitable. People have frozen 
in their own houses, and the public intent not to permit this has focused 
attention on the large quantities of fossil energy wasted in American 
cities. The Wisconsin “lifeline” level, 16 x lo3 MJ per month, works out 
to 6 kW per household or 10 W rn-’ from a 600-m2 lot. 

One of the most power-hungry of the environment-forming mecha- 
nisms is air conditioning, which removes solar heat load, excess long- 
wave radiation on hot nights, and usually excess moisture or latent heat. 
Badly designed houses are heat traps in summer and need this mode 
of heat removal. The expenditure of 5 W m ~ of site area on a hot August 
day in Milwaukee also occasions the dumping into Lake Michigan of 
heat equivalent to 10 W m P 2  of house site area. Energy conversion in 
a more densely populated city, Hong Kong, over the whole summer is 
3 W rn-’ electric energy (Newcombe, 1976) and in certain neighborhoods 
up to 310 W per capita and 10-15 W m-’, plus waste heat at the power 
plant. By displacing and generating sensible heat they add to the thermal 
stress of an already difficult environment (Newcombe, 1979). 

Fossil energy is more efficiently converted to heat houses in winter, 
but the demand, particularly in poorly built structures, is also greater. 
A typical Milwaukee house of the 1950s could go from a demand of 110 
W m P 2  floor area down to 32 simply by adding 10 cm of insulation and 
storm windows (Landsberg, 1954), but many did not do this much. The 
FHA design value for insulation reducing wall transmission to 0.7 W 
m-2 for each O K  difference between indoor and outdoor air temperature 
is double the heat flow out of Swedish houses (Schipper and Lichten- 
berg, 1976). In addition, heat is lost through the roof and in warming 
and moistening cold air that penetrates into the house. 

Both conduction and infiltration must be considered, as for analysis 
of heat loss through clothing (Campbell et al . ,  1980). Moistening (latent- 
heat flux) is not insignificant; raising the moisture content of polar air 

Shelter. 
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from 1-2 grams of vapor per kilogram of air to 8-10 g kg-' requires 
8-10 MJ for each change of air in a house, about as much as needed to 
warm the penetrating air from 0 to 18°C. Infiltration of cold dry air is 
powered by pressure differences on a building that reflect atmospheric 
kinetic energy and can be determined for various building groupings 
by wind tunnel studies (Lee, et al.,  1980). 

Caulking windows and doors and turning the blank side of the house 
toward the north in North America are obvious ways to reduce the 
energy toll, although Landsberg (1975) has pointed out the possible in- 
creased indoor air pollution. The effect of construction is seen in a com- 
parison of annual space-heating costs in Minneapolis, 4.4 W m P 2  mean 
over the whole city (Karkheck et al., 1977), with those in Stockholm, 2.9 
W m-2, much of the latter being efficiently supplied by district heating. 
Per capita energy conversion for space heating ranges from the United 
States at 36 GJ year-'" to much colder Sweden at 25 GJ (Schipper and 
Lichtenberg, 1976) and Japan at 15 GJ year-' per household (Doernberg, 
1978) or perhaps 5 GJ year-' perrapita, which can be converted to flux 
density if population density is known. Changes in fuel consumption 
in a Milwaukee house (Fig. 4) show what is possible. 

Houses are microenvironments but also work- 
places where energy is converted in storing and cooking food and caring 
for clothing. Operational costs in the U.S., 19 GJ year-' per capita 
(Schipper and Lichtenberg, 1976), work out in a 4-person family on a 
600-m2 lot to 4 W mP2. As much energy is expended on heating water 
as space in mild climates, and hot-water solar installations have a strong 
economic appeal; better design of nonsolar heaters can reduce the cost 
by 0.32 (Hirst and Carney, 1978). 

Many city people set off their immediate microenviron- 
ments by vegetation on which they lavish energy in fertilizer, irrigating, 
and mowing. Fossil energy inputs into one suburban lawn averaged 
0.24 W m-2 over a year, about half of its primary production of biomass 
(Falk, 1976). A Milwaukee oak woods produced 0.34 W m P 2  at a much 
lower fossil cost (Herte et al.,  1971). 

Household Operations. 

Green Areas. 

Urban Circulations 

Moving materials, wastes, water, food, people, and even energy to 
and from urban ecosystems takes energy, which is expended in the 
0.2-0.3 of city area dedicated to circulation systems. 

* 1 GJ yea r f '  = 32 W. 
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Fig. XXII.4. Decreasing energy conversion for space heating a Milwaukee house (W 
m - 2  floor area and degree depression of air temperature below 18°C). The initial use of 
fuel, 60 GJ per capita, was cut in half by a series of small structural changes and two 
remodelings-”all that was easy to do” [Data from Hayes (1977), and personal commu- 
nica tion (1979).] 

Water. One of the great changes in urban health in the late 19th 
century was the provision of clean water and the water-borne removal 
of domestic and industrial wastes. Pumping water to the consumer is 
efficient at energy costs less than 0.25 W m-2 of urban land in Hong 
Kong and much less in most other cities. Pipes and their installation 
below the frost level represent an energy cost amortized over many 
years. 

Removal of wastewater is mostly accomplished by gravity flow and 
with treatment involves energy costs less than 0.1 W m P 2  of urban area. 
Removal and treatment of storm water, polluted by salt, lead, grease, 
and other wastes of the automobile circulation system, probably has 
similar costs. Even the enormous pumps that lift rainwater out of New 
Orleans (Lewis, 1976) can handle a 150-mm rain at a cost of 25 MW of 
electric energy, or less than 1 W m-2 of protected area during a short 
period. 

Recycling of nutrients in wastewater, as in the drying of sludge into 
a lawn fertilizer (Milorganite), requires fuel, but land application distant 
from the city involves trucking costs. Methane is generated at many 
treatment plants in quantities that meet operating needs. 
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lndustrial Materials. Manufacturing and commercial activity of a city 
requires moving raw materials and finished and waste products, as well 
as commodities going into or out of storage. These costs in Hong Kong 
are 0.3 W m P 2  (Newcombe, 1975), increased by congestion but lowered 
by the light nature of the industry. 

Collecting urban solid wastes requires larger quantities of fossil energy 
as landfills become more distant [although landfills also generate meth- 
ane; a 5-m-deep fill would yield 0.5 W m-’ over 5 years (James, 1977)]. 
Many cities are experimenting with techniques to obtain industrial heat 
from the combustible fraction of solid wastes, which may be as great as 1 
W m P 2  of city area. Recycling metals, glass, and perhaps eventually 
paper will reduce the nationwide energy costs of materials. 

Electrical energy is lost in transit to the amount of 10% or 
more, and the same is true in distribution of natural or manufactured 
gas, as leakage and pumping costs. District heating involves circulation 
of hot water through the city; in Moscow 4000 km of pipes serve this 
energy-transfer function (USSR, 1978) and must experience some energy 
losses. 

When food and its packaging are transported from store to household 
by automobile, the energy cost is as great as the energy content of the 
food itself. Transportation of food to stores and home in Hong Kong 
requires about 0.5 W m-‘, and the store-to-home link alone is nearly 
1 W m-’ in Sydney (Millington, 1974). 

Cities were originally pedestrian societies, and their inhab- 
itants circulated at an areal cost smaller than 1 W m-’ metabolic energy. 
Large cities later supplemented human with animal metabolic energy 
that was supplied by imported biomass. The hay lands of upstate New 
York were impoverished to operate New York City’s circulation system, 
and hay was transported from the Hunter Valley floodplain to Sydney 
by steamboat or train for many years. 

Rural circulation systems ran on fossil energy long before urban sys- 
tems, which only here and there copied steam railroads; instead, two 
different technologies evolved. One was the transfer in 1873 of cable 
trams from the mines of California to San Francisco’s hills. This mode 
developed to its greatest extent in the 1880s (Keating, 1970) on the long 
straight streets of such flat cities as Chicago or Melbourne, where 80 km 
of line carried 50 million passengers by 1891 (Cannon, 1975, p. 60). The 
other technology, more efficient on winding streets, was the electric 
tram, which after 1890-1900 revolutionized cities all over the world by 
making urban circulation a mass process that extended areal limits and 
promoted spatial specialization in land uses (McKay, 1976). All this was 

Energy. 

People. 
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achieved at a modest energy cost: 1100 J m-' per passenger in American 
and Swedish cities and only 200 J m-l in Hong Kong (Newcombe, 1975), 
about the energy cost of walking (160 J m-' for a 70 kg person). 

Subsequent shifts to buses and automobiles increased the energy costs 
of urban circulation to 500 J m-'  and 2400 J m-', respectively, in Hong 
Kong (Newcombe et al., 1978) and much more in the United States, plus 
an additional investment in energy content of the vehicles (equivalent 
of 3.5 years fuel cost; see Newcombe et a l . ,  1978). The later shift from 
streets to freeways in Los Angeles increased energy flux density from 
1 W m-' of city area in 1940 to 4 W m-' in 1967 (Miller, 1971"). Peak 
rates in a similar city, Melbourne, reach 14 W m-' in rush hours (Sharpe, 
1978). t One cause of these high flux densities is the large tare weights 
of the vehicles in comparison with payload. Americans travel 0.7 farther 
than Swedes and do so at a unit cost 0.7 greater (Schipper, 1978). We 
need not dwell upon the energy demands of automobile circulation since 
their effect on foreign trade has brought them to public notice. 

The 0.2-0.3 of a city devoted to 
movement of goods and people and storage of vehicles incurs operations 
and maintenance costs that can be large at times. Street lighting requires 
large quantities of energy and, in fact, can be used in satellite imagery 
to estimate total energy use of a city (Welch, 1980). 

Although rainwater is removed largely by gravity, storm sewers and 
pollutant removal entail energy costs. Snow requires mechanical energy 
to push it to the curbs or bodily haul it to the edge of town in densely 
built-up cities like Montreal, where energy conversion during the snow- 
fighting campaign exceeds 1000 W m - [calculated from data of O'Con- 
nor (1975)l. If the snow is disposed of at oil-fired melters, energy costs 
are very large. Mechanical energy to move the snow comes from thou- 
sands of men and women shoveling their walks and drives and from 
snowblowers and plows burning gasoline and distillate. The quantities 
involved are not known with precision, but are obviously large; 200,000 
men and women each working at the rate of 300-400 W amounts to 70 
MW in Milwaukee, and this figure is exceeded by the fuel consumption 
of snowblowers and jeeps that PIOW private parking lots and drives. 

Salt on streets involves a small direct, but a large indirect, energy cost 
because it shortens the life of an automobile, calling for earlier replace- 
ment, hence earlier conversion of energy in steel and other materials. 

Operating the Circulation System. 

* These figures are derived from detailed records of fossil energy conversion kept by 

t Flux densities are several times greater when referred to street area alone, and perhaps 
the Air Pollution Control District Los Angeles County (1969). 

an order of magnitude greater on freeways. 
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This indirect cost may perhaps average 1 W m-2 over a city. Energy 
invested in initial construction of streets is amortized at as much as 1 
W m-’ [from data in Scott, (1975)J. 

Interaction of Circulation and Land Use 

The contemporary city concentrates fossil energy for its industrial and 
commercial activities, for support of microenvironments, and for the 
circulation systems that link these land uses. Interaction of these com- 
ponents of the urban landscape changed after the 1890s, when the cir- 
culation system became powered by electrical energy, as documented 
for the Boston area by Vance (1952) and Warner (1962). The energized 
circulation allowed expansion of residential areas and differentiation and 
intensification of commercial and industrial activities, all of which in- 
creased total energy conversions. For example, sites outside Reading, 
England, need an increase of 0.25-0.30 in fuel (Parry, 1957) in addition 
to increased transportation costs. 

This revolution in urban structure therefore did little to diminish the 
overall unit-area densities of energy conversion. Flux densities in Lon- 
don in the 1870s were about 20 W m P 2  of fossil energy (Eaton, 1877), 
almost entirely for land-use activities since the circulation system was 
largely pedestrian or horse-powered. Berlin and Wien at the time of 
World War I displayed about the same flux density (Schmidt, 1917). The 
effect of urban expansion is illustrated by comparing clustered versus 
sprawl development (Scott, 1975). Clustered development requires less 
energy investment per dwelling unit and per unit area in infrastructure 
(1.3 versus 1.9 W m-2 of total area, including roads and open space) 
because there is less unproductive travel. Operation and maintenance 
of homes required 3.3 W m p 2  in the clustered site versus 6.0 W m - 2  
in the sprawl condition. The overall difference (4.6 versus 7.9 W mP2) 
is 3.3 W mp2.  Energy costs of sprawling urban edges appear in exten- 
sions of water and wastewater circulation systems, as well as in the 
operating costs noted (U.S. House of Representatives, 1980, pp. 13, 39). 

This comparison suggests why the decreased density of activities and 
population when western cities expanded in land area did not produce 
a corresponding decrease in energy flux density, which, rather, on a 
whole-city basis integrating land uses and circulation,* has remained at 

* The overall means include green and derelict lands in the city, where energy budgets 
receive little augmentation from fossil energy, as well as industries, shopping centers, and 
office districts that convert energy in great quantities; for example, the City of Sydney, 
50 W m ’, or the central parts of Victoria and Kowloon in Hong Kong, 70 W m -’ (Kalma 
and Newcombe, 1976). These areas display a larger diurnal range, the peak being about 
three times as large as the minimum, than do other parts of the city. 
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about 20 W m-2. The situation is analogous to the concentration of 
airborne pollutants; as a city extends itself and lowers the unit-area 
source strength of pollutant emission, the atmospheric concentration 
does not decrease because more automobiles are on the roads and the 
air stream is exposed longer (McCormick, 1968). The vulnerability of 
cities is also apparent in the uncertainties of fuel-oil supply and the 
blackouts of New York City and Paris. Freezing rain interrupts the sup- 
ply of electrical energy almost every winter; summer rains in Chicago 
cause 0.6 of all electrical outage time (Bertness, 1980). 

TEMPERATURE-DEPENDENT ENERGY FLUXES 

Fossil-energy conversion and altered radiant-energy intake change the 
quantity of energy available in an urban ecosystem, usually increasing 
it and thereby raising surface temperature and expediting the removal 
of energy. Moreover, the modified urban surface changes the partition 
of outgoing energy. 

Surface Temperature 

Fossil-energy augmentation and the radiant-energy intake are un- 
evenly distributed. Streets unshaded by overhanging trees absorb much 
solar radiation, but large thermal admittance restrains the rise in their 
daytime temperature and keeps them warm at night. The effect of sub- 
strate was shown in a daily range of 31°K in street surface temperature 
but of 39°K in that of a 2-cm thick sheet of asphalt insulated from the 
ground (air-temperature range was 13°K) (Mahringer, 1961). The max- 
imum street temperature, 51"C, exceeded air temperature by 22°K. A 
surface temperature of streets and sidewalks near zero in winter affects 
their use; occupational-injury and hospital admission records show that 
falls on ice often cause permanent injury. Two downtown streets in 
Wien are icy on 0.07 of the days in an average winter (Fischer, 1977) 
and 0.27 in a severe one; they are snow-covered on 0.12 of the days. 

Roofs, being better insulated than streets from their substrates and 
receiving fossil energy from below in the heating season, probably are 
as warm as streets on the average. Poorly insulated roofs in winter show 
up by their relative warmth in a thermal scan while well-insulated roofs 
retain a mantle of snow that further isolates the building interior. 

House walls of brick or masonry display surface temperatures that 
change with the incidence of direct sun during the day (van Straaten, 
1967, p. 83). A west-facing brick wall took in 230 W m-' at 1800 hr, and 
gave off 180 W m-2 at 2100; 32 W m-2 peak flow emerged at the inner 
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surface at 2200, keeping it warmer than the interior air. Walls, like 
streets, store large quantities of daytime heat, which keeps both interior 
and exterior surfaces warm during the following night. "Megatherm, 
or massive, exposed buildings deviated the most from the temperature 
of the air, displaying at midday in early October a range of 41C, from 
3C to 44C depending on direction" (Freiburg, 1974, p. 39). Weischet 
found that "mesotherm" structures in an open layout with yards and 
street trees varied in surface temperature at midday from 8 to 29"C, a 
range about half that of massive freestanding structures. "Microtherm," 
or closely built-up sections of the city, some dating from medieval days 
(i.e., pedestrian or human in scale), are controlled by diffuse rather than 
beam solar radiation, and at midday their walls varied from 5-to 25°C. 
From noon on, all these walls were colder than the air (Freiburg, 1974). 
Orientation obviously affects wall surface temperature and excesses over 
air temperature of walls in Wien showed a consistent relation to solar 
radiation received (Mahringer, 1961). 

Small parks, narrow boulevards, and parks with few trees in Moscow 
displayed less cooling than large parks (Dmitriev and Bessonov, 1969, 
p. 253). Parks appear. cool at midday on thermal scans, as also do older 
residential areas with many trees, e.g., in Ann Arbor (Outcalt, 1972b) 
or the new city of Columbia, Maryland (Landsberg, 1979), where midday 
surface temperature rise is related to built-up fraction. The green-area 
fraction in a city has a major effect on its overall temperature (Rauner 
and Chernavskaia, 1972), particularly in summer (Outcalt, 1972a). The 
association is not one-sided; urban green areas are warmer than rural 
ecosystems in fall and enjoy a longer growing season (Kratzer, 1956, p. 

The diurnal march of surface temperature has the same shape at urban 
as at rural sites, but is more peaked-from 10 to 37°C at the urban site 
on a summer day and only from 8 to 24°C at the rural site (Dabberdt 
and Davis, 1978). 

55). 

Longwave Radiation 

As in all ecosystems, a rise in surface temperature increases the re- 
moval of energy by longwave radiation by the fourth-power law. Where 
surfaces are dry, the primacy of this mode of energy flow becomes 
marked; it reached midday peaks of 550 W m-' from the central business 
district and a steel-mill area in Baltimore (Pease et al., 1976), 100 W m-' 
larger than the flux from a large park. High rates of longwave radiation 
from hot streets-perhaps 100 W m-' more than from grass-depress 
the net surplus of both longwave and all-wave radiation; on Manezh- 
naya Square in Moscow the whole-day all-wave surplus in summer av- 
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eraged 113 W mP2, 15 less than at a grass plot at Moscow University 
(Dmitriev and Bessonov, 1969, pp. 174, 253). In winter longwave flux, 
although smaller, is yet a major drain on the warmth of a city. 

Many urban surfaces face each other more or less directly, and internal 
transfer of energy among themselves by longwave radiation forms a 
heat trap that adds to the summer burden on human beings. The upward 
escape of radiation from these cavities is readily measured at roof level 
(Fuggle and Oke, 1976), and remote sensing can provide hitherto unob- 
tainable detail on surface temperature patterns. 

Substrate Heat Flux 

This periodically reversing heat flux is large in many urban ecosys- 
tems, where soil is compacted or covered by concrete and walls afford 
a large, accessible storage capacity. The heat removed from the active 
surface in midday is captive and returns at night slowing the rate of 
cooling to 1°C hr-*, half or less of that in rural ecosystems (Oke, 1978, 
p. 256), and worsening the thermal environment. Nocturnal tempera- 
tures in a small city in Japan showed a good relation to the spatial pattern 
of thermal admittance (Kawamura, 1965). The return flux of heat in 
residential districts of Sacramento, even at the end of the night, was 
5-10 W m P 2  (Morgan et al., 1977), and perhaps as much as 50 W m p 2  
to the paved surfaces of industrial and shopping centers. 

The transfer of substrate heat from summer to winter is hard to iden- 
tify in the total energy budget, except when it is artificially accelerated 
by forced circulation, as in heat-pump installations used to reduce over- 
all fossil-energy costs (Hirst and Hannon, 1979). Sporadic use of such 
convective substrate-heat transfer for melting snow in mild-winter cli- 
mates can produce flux densities of 100-200 W m P 2  (Winters, 1970), or 
even more on bridge ramps, as described in Chapter XVIII. 

Turbulent Energy Fluxes 

Both latent-heat and sensible-heat fluxes are influenced by ventilation, 
which tends to be reduced by low wind speeds in urban landscapes but 
increased by surface roughness and represents one of the most difficult 
aspects of modeling the energy budget. In a specific ecosystem it reflects 
shelter or exposure relative to neighboring systems and is also affected 
by strong winds at the surface induced by tall buildings (Oke, 1978, p. 
234). The competition of the two turbulent fluxes, in cities as elsewhere, 
depends on surface wetness. 

The latent-heat flux is generated by streets and Latent-Heat Flux. 
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walls only until the millimeter or less of water retained after a rain is 
evaporated; the annual total depends on how often they are wetted. 
The small latent-heat flux from industrial areas in St. Louis in dry 
weather showed up as drier volumes in the mixing layer (Sisterson and 
Dirks, 1978). 

Some urban ecosystems generate vapor from fuel combustion (e.g., 
ice fog in Fairbanks), from some industrial processes, from air-condi- 
tioning systems in summer, and from leaks from humidified buildings 
in winter. Most gardens are irrigated and transpire as much as rural 
ecosystems, if not more, since they benefit by heat advected from dry 
ecosystems (Oke, 1979) depending on neighborhood composition and 
watering practices (Suckling, 1980). Trees in older residential areas in 
Sacramento produce a mean latent-heat flux nearly double that from 
newer areas (Morgan et al., 1977). 

The net effect of the typical urban mixture of dry and moist ecosystems 
is not the same everywhere. Cities like Dallas in formerly dry sites seem 
to develop a more humid local atmosphere, and in other cities the net 
result is not clear, as in Columbia, Maryland (Landsberg, 1979), and 
may vary between day and night (Kopec, 1973). 

Sensible-Heat Flux. No such uncertainty attends the movement of 
sensible heat from the urban surface. Even in humid climates, where 
it competes with the flux of latent heat, it is larger than in rural land- 
scapes, and the result, the urban heat island, has been observed and 
discussed for 150 years. As early as 1927, Schmidt was making traverses 
with 5000 temperature measurements across Wien (Eckel, 1957). How- 
ever, the sensible-heat flux is not always well understood (Oke, 1978) 
and is hard to measure in view of ”the complexity of the physics of 
active surfaces within the city” (Chandler, 1976, p. 10). Controversy has 
existed over such possible sources as excess absorption of radiant energy 
or the role of fossil energy, as well as the competitive roles of substrate 
heat flux and evapotranspiration, and even the effects of roughness and 
air pollution, factors that are not necessarily additive (Welch ef al . ,  1978). 

The fact that the heat island of Uppsala, for instance, is strongest on 
clear nights suggests the importance of incoming longwave radiation 
from urban air (Sundborg, 1951); its smaller size in windy weather sug- 
gests the importance of turbulent transport of sensible heat upward and 
out of the city. However, the other factors noted are also significant on 
occasion, and it is necessary to view the sensible-heat flux in the context 
of the whole energy budget. 

Much fossil-energy conversion takes place in dry ecosystems and 
tends to favor the sensible-heat flux, especially in winter and when ra- 
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diant-energy intake is small. Country air moving into Sydney over traffic 
and industrial heat sources in the morning rush hour developed an 
internal boundary layer that thickened to 200-300 m and warmed by 
4-5"C, calculated and observed values being in agreement (Kalma, 
1974). Such a boundary-heating model was also utilized in Calgary 
(Nkemdirim, 1976) in defining heating above roof IeveI, and identifying 
wind and stability effects (Nkemdirim and Truch, 1978), especially the 
role of upwind lapse rate (Nkemdirim, 1980a). Cold-air drainage from 
mountain valleys into piedmont cities like Denver, Freiburg (Nubler, 
1979), and Calgary (Nkemdirim, 1980b) affects the urban energy budget 
strongly. 

The large carryover of "captive" substrate heat (Carlson and Boland, 
1978) maintains surface temperature in the central city higher than air 
temperature through most, if not all, the night, a situation that is un- 
common in rural landscapes except at lakes or rock ledges. The contin- 
ued sensible-heat flux accentuates the nocturnal heat island and changes 
the thermal structure aloft so that inversions are often found above the 
city rather than at the surface. 

Rural air pushes into the city from all sides (Pooler, 1963) by day as 
well as night (Shreffler, 1979), raising the dust dome and even producing 
cumulus clouds (Geiger, 1942, p. 356). But rural air brings insufficient 
relief in hot weather; continued sensible-heat flux into the air layer below 
roof level stresses the human heat-control apparatus (Clarke, 1972), and 
the heat island becomes a death island (Buechley et al., 1972). Excess 
deaths in July 1966 in New York City (1300 such deaths) and elsewhere 
displayed a clear relation to population density, i.e., to built-up areas 
with large thermal storage. 

Absorptivity of the urban surface enhances the daytime sensible-heat 
flux, which reaches rates of 200-300 W m-' from roofs and urban can- 
yons (Yap and Oke, 1974; Nunez and Oke, 1977). These heat emitters 
show up in satellite imagery of New England (Matson and Legeckis, 
1980) much more clearly than residential parts of these cities. 

Measurements of temperature in the air below roof level, e.g., by au- 
tomobile traverses, do not define the magnitude of the sensible-heat flux 
as well as would measurements of flux and temperature at roof level, 
i.e., the base of the true boundary layer (Oke, 1976; Pease et al., 1976; 
Carlson and Boland, 1978). The heating of this boundary layer is suf- 
ficient to destabilize conditionally unstable air (Harnack and Landsberg, 
1975), and deep mixing by day weakens the urban-rural contrast, e.g., 
in St. Louis (Vukovich et al., 1979), to less than half its nocturnal intensity, 
producing the well-documented and remotely sensed (Matson et al., 
1978) urban effect on daily minima that is greater than on daily maxima 
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(Kratzer, 1956, p. 55). This effect also shows up in recent increases of 
the heat island in Wien (Bohm, 1979b). A similar explanation applies 
to the more intense heat island of Budapest in winter, as compared with 
summer (Probald, 1972), and to the occurrence of a daytime cold island 
in Birmingham (Unwin, 1980). Mixing depth was also important over 
Montreal (Oke and East, 1971), where helicopter soundings identified 
both combustion and solar-absorption components in the flux of sensible 
heat determining the temperature field aloft (East, 1971). 

RESPONSES OF URBAN ECOSYSTEMS 

The preceding discussion of the sensible-heat flux from urban land- 
scapes and the heat island it creates touched on several explanations for 
its size and variations with time, many of them only speculative until 
set in the framework of the urban energy budget (Yoshino, 1975, p. 93). 
Modeling efforts to reconstruct the energy budget (Chandler, 1976, p. 
36) are becoming more realistic in their assumptions about interface 
characteristics. 

As in other ecosystem energy budgets, surface temperatures mediate 
change. In this respect urban landscapes differ not at all from rural, 
though responses may be obscured by interactions among their many 
ecosystems-cool parkland air entering an urban canyon, for instance. 
They do differ in fossil-energy augmentation; the response to a polar 
invasion is to start thousands of furnaces laboring to maintain steady 
indoor microenvironments in spite of diminished intake of longwave 
radiation and increased sensible-heat flow into the cold air. 

Some models deal with the mixing depth in rural air moving over a 
city, like Kalma’s (1974) for Sydney, Neiburger’s (1957) for Los Angeles, 
and a general one of Henderson-Sellers (1980). Others calculate surface 
temperature from the interface energy budget at as many as 600 grid 
points [as in Baltimore, see Pease et al., (1976); Pease et a l .  (1980)], some- 
times without inclusion of fossil energy, sometimes with it. Of the in- 
terface parameters used, thermal admittance and wetness appear to be 
the most important (Carlson and Boland, 1978), especially in summer 
nights and days, respectively; fossil energy and absorptivity, especially 
of low-angle beam radiation (Pease et al. ,  1976) may be most important 
in winter. * 

‘ A note on kinetic energy is needed to complete the energy budget. Neiburger (1957) 
estimated the energy cost of moving polluted air out of Los Angeles at more than 4 W 
m ~ *, which seems of the right order for ordinary wind regimes. Kinetic energy increases 
in streams whose regime is altered by urbanization; Cherkauer (1978) found an increase 
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The role of fossil energy is large in the small budgets of winter nights, 
when it augments incoming longwave radiation, the only sizable input, 
by 0.1 -0.2. It is even larger when compared to winter solar radiation, 
although this conventional comparison is unrealistic in high-latitude 
winter because solar radiation is a manyfold smaller contributor to the 
budget than longwave. In comparison with the turbulent heat fluxes 
fossil energy is minor by day, when these fluxes total hundreds of watts 
per square meter, but at night may become of equal size and may be 
responsible, along with the substrate-heat flux, in maintaining an up- 
ward direction of the flux of sensible heat in a significant deviation from 
rural conditions. Poleward of the 40th parallel in winter when mean 
rural turbulent fluxes are directed downward to meet a deficit in all- 
wave radiation, their contribution may be no larger than fossil-energy 
conversions in urban landscapes. A few models of the urban energy 
budget take account of fossil energy; one of these, for Hong Kong, is 
driven by the diurnal marches of fossil and solar energy in several land- 
use areas (Kalma et al.,  1978). Near-surface temperatures varied through 
a July day from 26 to 29°C in residential areas and from 26 to 37°C over 
streets, which thus should not be taken as "representative of the re- 
mainder of the urban area," as they often are in heat-island traverses. 

Fossil-energy conversions in the energy budget are intrusions into the 
present day of a photosynthesis-decomposition cycle left unfinished 
in a past epoch, pulses of energy from far outside the contemporary 
budget. This intrusive character is evident in their time distributions, 
which are not the regular solar regimes of summer and winter, day and 
night, nor yet the episodic fluctuations in radiant-energy intake or tur- 
bulent fluxes that occur when synoptic systems pass, but rather, the 
work day and work week in economic activities and urban circulation 
and the counterseasonal energy conversions to heat our buildings. 

This augmentation and the altered urban interface and atmosphere 
produce a spatially complex set of rhythms in the rates at which incom- 
ing solar, longwave, and fossil energy are converted into other forms. 
Incoming energy fluxes are altered by the urban atmosphere even before 
they arrive at the interface and are absorbed at surfaces that often differ 
from natural ones. Conversions are modified by dryness, shelter, ther- 
mal admittance, and other properties that occur in a unique mix in the 

from 1 MJ to 62 MJ. This value is small when referred to the whole drainage basin (ap- 
proximately 0.4 PW m-2),  but when concentrated on the channels, it can bring about 
substantial geomorphic changes, as have occurred in many cities (Graf, 1975; Dunne and 
Leopold, 1978, pp. 693-701). Kinetic energy of mass movements is generated when al- 
terations of the urban interface aggravate landslides, e.g., in Seattle (Dunne and Leopold, 
1978, pp. 18-22). 



456 XXII. ENERGY CONVERSIONS AT NODES 

city and control the fractions of available energy moving upward or 
downward from the interface or moving in sensible or latent form. 

In consequence, the outflows of energy from urban systems differ in 
form as well as quantity from the outflows from rural ecosystems. More 
heat goes underground to return in an unnaturally warmed night. More 
energy is radiated in the long wavelengths. More sensible heat is given 
off, creating a heat island and affecting atmospheric quality and down- 
wind processes, which demonstrate the magnitude of the alterations in 
the urban budget. Local effects shape our environment: the long du- 
ration of the sensible-heat flux, the increased field of longwave radiation, 
the heat traps of dwellings and streets, the noise of air-conditioners that 
blots out the noise from the freeways, the treasuring of green areas for 
the services they provide for human beings (Stearns and Montag, 1974, 
p. 11). The city is a fascinating artifact; even if it were inhabited by ants 
rather than human beings, it would still be a worthy object of study 
(Miller, 1965) by reason of its complicated structure and functions. Its 
energy budget reveals some of its workings and shows our vulnerability 
to the costly and unreliable flow of fossil energy that operates it and 
makes it habitable. 
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The energy budget is both the summation of all the energy fluxes and 
transformations in an ecosystem and, by reason of its always being in 
balance, a constraint on these fluxes. Energy budgets are useful in ana- 
lyzing changing thermodynamics in ecosystems that are responding to 
changes in their environments, and several were presented in earlier 
chapters (Chapters XX and XXI) on spatial contrasts and vertical struc- 
ture of ecosystems, in brief budget analyses in chapters primarily de- 
voted to a particular flux like snow-melting (Chapter XIV), and in the 
chapters on aquatic and urban systems (Chapters XVIII and XXII). At 
this point we look systematically at ecosystem budgets, their responses 
to forcing functions or to changes in characteristics, and the interactions 
among competing fluxes, in particular the major nonradiative ones de- 
scribed in Chapters XV-XVII. 

We first examine the effects of (1) changing radiant-energy intake 
(e.g., in the daily march), (2 )  changing ecosystem characteristics (e.g., 
wetness), and (3) changing atmospheric conditions. These changes occur 
at many time scales, from the momentary shading of an ecosystem by 
a passing cloud to diurnal, day-to-day, and annual variations, yet the 
energy budget must at all times be in balance, and the responses, in- 
cluding interactions among the competing fluxes, must occur at the same 
time scale. The budget faithfully portrays all these adjustments and 
helps us see farther into the functioning of ecosystems. 

MODELS OF ECOSYSTEM ENERGY BUDGETS 

The self-balancing property of the energy budget gives us the option 
of selecting any one or any group of fluxes and equating its flux density 
to the sum of all the others. For example, incoming solar radiation to 
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a meadow is automatically equal to the algebraic sum of all the other 
fluxes, radiative and nonradiative. As the sun climbs in the sky and 
solar input grows, so also, in the same measure, must the sum of the 
other fluxes. How is this gift of energy partitioned among the outgoing 
fluxes of reflected sunshine, latent and sensible heat, longwave radia- 
tion, and photosynthetic conversion? What are the responses to a forcing 
function? 

Incoming versus Outgoing Fluxes 

Incoming energy fluxes are forcing functions external to the system, 
and outgoing fluxes tend to show the responses (Lettau, 1969). How- 
ever, groupings of incoming and outgoing fluxes change from time to 
time; soil-heat flux, for instance, reverses direction. The shifting com- 
position of the groups detracts from the analytical value of this approach. 

Radiative versus Nonradiative Fluxes 

The problem of shifting group membership is eliminated if fluxes are 
grouped as radiative or nonradiative. The radiative transports of energy, 
virtually instantaneous and working at a distance without need for an 
intervening medium, differ radically from the nonradiative conversions 
and transports, which are hobbled by time and depend on materials 
with varying thermal characteristics. 

Observationally, this model has the advantage that a single sensor, 
a net radiometer, can be used to measure the net resultant of all the 
radiative fluxes. The sum of the nonradiative fluxes is then known and 
can be partitioned. The disadvantages are uncertainty about net radi- 
ometer readings (too often unreplicated) and the fact that one of the 
radiative fluxes is not external, but is a function of ecosystem temperature. 

Radiant-Energy Intake 

A narrower grouping of radiative fluxes includes only those that are 
independent of that most variable characteristic of an ecosystem, its 
surface temperature.* Temperature mediates the partitioning of the ra- 
diant-energy intake to satisfy the emitted flux and to be allocated among 
the nonradiative fluxes. 

Longwave radiation emission is a 
straightforward exponential function of temperature and of that alone. 

* In strict logic, the conversion of kinetic energy, which is also independent of surface 

Temperature-Dependent Fluxes, 

temperature, should be included; however, it is usually small. 
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Excepting ecosystem emissivity, a constant, it is independent of any 
other ecosystem characteristic and of any external resistance. It is always 
large. 

Photosynthetic energy conversion is modeled as a function of cell tem- 
perature that differs with species and phenological stage,* C02 concen- 
tration and ventilation, light intensity, ecosystem moisture and nutrient 
status, and other factors included in crop-yield models such as SPAM 
(soil-plant-atmosphere model) (Shawcroft et a l . ,  1974) or the Japanese 
aerodynamic models (Uchijima, 1976). Resistance appears if storage for 
photosynthate is lacking. Respiration and decomposition are also tem- 
perature dependent. 

Evapotranspiration is a function of cell-wall temperature, as well as 
of atmospheric humidity, stornatal state, and canopy ventilation. At- 
mospheric ventilation that brings carbon dioxide to an ecosystem re- 
moves water vapor (with a different resistance in the circuit), and some 
models make use of this association (Budyko, 1974, pp. 400-421; Lieth 
and Box, 1972). Evapotranspiration can also be powered by sensible heat 
extracted from the air and substrate heat extracted from a water body, 
sources of energy that are valueless for photosynthesis. 

Sensible-heat flux is a function of leaf-temperature contrast with air 
temperature and of canopy diffusion resistance or ventilation, which is 
enhanced by the flux in an interesting feedback. Energy sharing between 
latent and sensible heat and between substrate and sensible heat will 
be discussed later in this chapter. 

Substrate-heat flux is a function of surface temperature, compared 
with temperature deeper in the soil or water, and thermal admittance 
of the substrate, i.e., an inverse resistance. Depth and time limit the soil 
capacity to store heat, and modeling down to a meter is usually suffi- 
cient. Substrate models are sometimes combined with snow-melting 
models by adding a temperature constraint (Outcalt et al.,  1975). Soil 
moisture in terrestrial ecosystems and wind stirring in aquatic ones also 
influence this flux. 

Fossil-energy conversions for industrial and circulation purposes are 
substantially independent of ecosystem temperature; those for space 
heating and cooling are temperature dependent, as are, in part, those 
for crop management. Major external factors are economic and demo- 
graphic rather than environmental. 

Intake of solar energy depends on atmospheric 
cloudiness and aerosols, and since these are not well known, attempts 

Model Components. 

* Stanhill (1976), for instance, compares energy budgets in three phenological stages of 
cotton fields in Texas, Israel, and central Asia. 
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to model the flux are not as reliable as measurements are. The same is 
true, as noted in Chapter VI, of the downward flux of longwave radia- 
tion, which, unfortunately, is measured in few ecosystems. These in- 
takes make up one side of the balance; surface temperature, as described 
in Chapter VIII, is the mediator and drives the heat-removing fluxes, 
or “dissipative terms” (Stern et al.,  1973, p. 203). 

Similarity in the coefficients of diffusion for heat, vapor, momentum, 
and C02 characterizes ecosystem ventilation, but details require much 
micrometeorological research. Advective conditions, for example, may 
differ from lapse conditions (Motha et al., 1979). Temperature of the local 
air, in part dependent on the boundary heat flux, is modeled in bound- 
ary-layer studies, which extend upward with variously postulated dif- 
fusivities (Kuo, 1968) but tend to be more of regional than ecosystem 
scale. 

The temperature functions and external nonthermodynamic factors 
differ from one flux to another; the budget equation that includes them 
all cannot be solved. analytically, but only numerically (Estoque, 1963). 
Simply stated, a trial calculation is made for a selected surface temper- 
ature, and the departure from balance of the fluxes in the set of equations 
is noted; the model tries a new temperature, and so on, until the budget 
is balanced (Halstead et al., 1957; House et al., 1960; Idso and Baker, 
1967; Outcalt, 1972). A short time later, after radiant-energy intake or 
ventilation has changed, another set of calculations is repeated until 
balance is achieved. This method also has the advantage of defining the 
diurnal marches of the energy fluxes and the profiles of temperature, 
vapor concentration, and wind, like the models used within forest or 
crop canopies described in Chapter XX [e.g., Denmead (1964), Furnival 
et al., (1975)J. 

EFFECTS OF CHANGES IN RADIANT-ENERGY INTAKE 

At a steady rate of absorption of solar and longwave radiation the 
temperature-dependent fluxes compete for the energy made available. 
Taking a noncompetitive point of view, this process can be looked at 
as a cooperative sharing of the task of removing the heat load from an 
ecosystem. Radiation is “the primary external driving mechanism in the 
physical model” (Estoque, 1963) and changes evoke immediate responses. 

Momentary Fluctuations 

Brief changes in radiant-energy intake, produced by shading or un- 
shading of a leaf, produce observable changes in the temperature-de- 
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TABLE I 

Partition of Radiant-Energy Intake at Dry Ecosystem in Heating Phase of Diurnal Cycle" 

Change from 
0400 0800 1200 0400 to 1200 

Radiant-energy intake +300 +745 +I150 +850 
Surface temperature (OK) 291 310 332 41 

Emitted radiation -355 -465 -615 -260 
Photosynthetic conversion" 0 0 0 0 
Latent-flux" 0 0 0 0 
Sensible-heat flux +20 -190 -420 -440 
Soil-heat flux +35 2 -115 9 

Sum -300 -745 -1150 -850 
~~~~~~~~~~~~~~~ ~ ~ ~ 

' Data from Aizenshtat (1958) and Miller (1972a). Data given in watts per square meter. 
Shrubs dead or dormant in July. 

pendent fluxes. Knoerr and Gay (1965) measured energy fluxes of a tulip 
poplar leaf exposed in midair, in conditions where I calculate the radiant- 
energy loading dropped from 1200 W m-* (both sides) to 800 W md2; 
the leaf temperature sank from 12°K above air temperature to 2°K below 
it, emission of longwave radiation decreased by 200 W m-2, sensible- 
heat flux changed by 120 W mP2 and reversed, and latent-heat flux 
decreased by 80 W m-2. Ecosystem response is smaller than leaf re- 
sponse, and in a sumac community it was 0.5"K for 100 W m-2 change 
(Lambert, 1970). 

The Diurnal March 

The Heating Phase. The diurnal march of solar energy is the most 
familiar change in radiant-energy intake and brings flux density from 
300 W m P 2  or less before dawn (all as downward longwave radiation) 
to 1000 or more by midday, as at a sparse-shrub ecosystem in Central 
Asia (Aizenshtat, 1958) (Table I). 

The rise in surface temperature did three things: generated an increase 
by the fourth-power law in radiation emission; changed a small input 
of sensible heat into a very large flux into the air, destabilizing it; and 
reversed the soil-heat flux. The first of these quantities is unique, being 
independent of any external factor. The two reversals can also be ex- 
pected, but the flux densities attained are governed by deep-soil and 
free-air temperatures and the thermal admittances of the two media.* 

* The rate of change of the substrate-heat flux was 9 mW m-'  sec-' and that of the 
sensible-heat flux 15 mW m-' sec-'. 
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The early-morning increase is even more sudden on east-facing slopes 
at high altitude: "The heat load in the alpine tundra advances like an 
avalanche as the sun bursts upon the mountain slope" (Gates, 1963). 
On an east-facing slope at 2.2 km altitude in the Swiss Alps the net surplus 
of all-wave radiation increased to 675 W m-2 at 0800 and then declined 
to 460 W m p 2  as the sun moved into the south at 1200 [data from Turner 
et al . ,  (1975)l. In the 0600-0800 period the downward soil-heat flux in- 
creased at a rate of +15 mW m - 2  sec-' and then in late morning di- 
minished at a smaller rate. The sensible-heat flux grew faster at first, at 
+60 mW m p 2  sec-', then, as the solar azimuth angle changed, 
diminished at a rate of -8 mW m P 2  sec-'. 

Radiant-energy intake decreases slowly after 
noon, rapidly toward sundown, and slowly during the night, often in 
an exponential decay curve. Ecosystem responses, mediated through 
surface temperature, follow this gradual course, which is quite different 
from their morning regimes, as Lonnqvist (1962) sought to explain. 

Sunset is the end of photosynthesis in an active ecosystem, and the 
latent-heat flux also declines. The stabilizing of the lower layers of the 
air hampers the downward flux uf sensible heat, and it and soil heat 
bring only modest quantities of energy to the surface to meet the quantity 
by which incoming radiation falls short of emitted. The decrease in ra- 
diant-energy intake of the ecosystem to about 300 W m-2 poses an en- 
ergetic problem that is solved by changes in the temperature-dependent 
fluxes, which can be determined by submodels involving temperatures 
of the air and soil away from the interface (Sutherland, 1980). Fighting 
nocturnal frost in a citrus orchard illustrates ways of augmenting these 
inputs or adding fossil-energy conversions. 

The Cooling Phase. 

Day-to-Day Fluctuations in Radiant-Energy Intake 

Both solar and longwave radiation fluctuate as cloud systems pass 
over an ecosystem. For example, 1 July 1974 at the Hamburg Observatory 
was mostly cloudy and 2 July mostly clear; mean radiant-energy intake 
changed from 461 W rn-' (of which 0.17 was absorbed solar energy) to 
584 W m-* (0.40 solar). A small part of this augmentation went to in- 
crease radiation emission; most of it went into increases in the nonra- 
diative energy fluxes [data from Germany (1974)l. Night-to-night 
changes in temperature and humidity aloft cause substantial differences 
in the surface temperature at which the budget comes into balance (Gall 
and Herman, 1980). 

Albedo changes also affect radiant-energy intake. The sudden estab- 
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TABLE I1 

Partition of Radiarrt-Energy Intake at Grass Ecosysteni in Heating Phase of 
Atzriual Cyck (10-year nzeans)" 

Decemberh June' Change" 

Absorbed solar radiation 
Absorbed longwave radiation 
Radiant-energy intake 

Emitted longwave radiation 
Photosynthetic conversion 
Latent-heat flux 
Sensible-heat flux 
Soil-heat flux 

Sum 

+ 10 
a 
+ 305 

- 320 
-0 
- 5  

+ 10 
+10 
- 305 

+ 190 
s 
+ 525 

+ 180 
+40 
+ 220 

- 390 
- 3  
- 62 
- 60 
-10 
- 525 

- 70 
- 3  
- 57 
- 70 

-20 
- 220 

Data from Aslyng and Kristensen (1958), Kristensen (1959), Aslyng 
(1960), Aslyng and Friis-Nielsen (1960), Aslyng (1966), and Aslyng and 
Jensen (1966). Data given in watts per square meter. Latitude 56'". 

" Mean surface temperature approximately 273°K. 
'. Mean surface temperature 293°K. 

Mean surface temperature change 20°K. 

lishment of a snow cover marks a threshold in the winter energy budget 
of an ecosystem, and the more gradual ripening and melting off ("Aus- 
aperung") under the high sun of spring causes a large increase in ra- 
diant-energy intake. 

Annual Cycle 

The annual cycle exhibits a slow change in the structure of the energy 
budget, illustrated at a grassland near Copenhagen (Table 11). The long 
days and moderately high sun of summer produce a manyfold increase 
over winter in the intake of solar energy, and the warmer air produces 
more downward longwave radiation. The grass in June absorbs 220 W 
m-' more in the 24-hr mean than in December.* Surface temperature 
is higher, leaf cells generate photosynthate, oxygen, and water vapor, 
and the biological energy fluxes take 0.27 of the increase in radiant- 
energy intake. Ecosystem soil, moist and conductive, takes in a moderate 
flux. Relatively cool marine air accepts a large sensible-heat flux. A third 
of the 220 W m-2 increase in the forcing function goes to increase emitted 

* The mean rate of increase is 14 pW m- '  sec-', three orders more slowly than the 
increase in a desert morning. 
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radiation, and 0.68 is partitioned among the nonradiative fluxes as 
follows: 

to conversions related to biological production 
to reverse the soil-heat flux 
to reverse the heat flux into the air 

0.27 
0.09 
0.32 

These changes in energy fluxes are brought about by a modest 20°K 
rise in ecosystem surface temperature. The atmosphere is more receptive 
than the soil and gets three times as much of the increase. Latent-heat 
flux and photosynthetic conversion claim a quarter of the increase; each 
month from January on doubles the flux of the previous month, and 
May and June have long working days of open stomata and active energy 
transformations. The latent-heat flux can move a large quantity of en- 
ergy, and a moderate surface temperature suffices. The increase in 
emitted radiation is only 70 W m-*, compared with 260 W rn-' in the 
desert day (see Table I). 

The influence of water on the energy budget is well illustrated here. 
Soil moisture, by supplying the raw material for the efficient latent-heat 
flux, favors it over the sensible-heat and emission fluxes, which become 
large only if surface temperature becomes high. Court (1951) identified 
the many buffering roles of water* in the energy budget, and its influ- 
ence on the partitioning process is a major one, which an early deter- 
mination of the annual march of the energy budget minimized by mak- 
ing measurements in the Gobi Desert (Albrecht, 1941). 

Longer-Term Variations 

Radiant-energy intake varies from year to year, depending on number 
of cloud systems, and this variation, which had a range of 80 W m-* 
in 16 Junes at Hamburg, is reflected in the sensible- and latent-heat 
fluxes. Over the long term, variations in the solar constant and in at- 
mospheric emission as C 0 2  concentration rises will affect the temper- 
ature-independent intake of an ecosystem although their principal sig- 
nificance is at regional or global scales. Increases in albedo as a result 
of overgrazing or drought, or decreases due to irrigation, also alter the 
radiant-energy intake and hence the temperature-dependent fluxes. An 
illustration of how albedo and longwave differences can modify the ra- 
diant-energy intake is given in Fig. 1: Solar radiation is more intense in 
Greenland than in Australia, but absorbed shortwave and longwave is 
so much smaller that the surface temperature is 46°K lower and the 

* In examining the climatic role of radiation Angstrom (1925) first subtracted the latent- 
heat conversion in order to analyze only the "effective" radiation. 
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f 
AUSTRALIA -*O 

Fig. XXIII.1. Mean energy flux densities during daytime hours in summer at Eismitte, 
Greenland (70"N latitude, altitude 3 km) and a t  Katherine Experiment Station in northern 
Australia (14"s latitude). Absorbed solar energy at Eismitte 640 - 500 reflected = 140 W 
m-2, at Katherine 540 - 120 reflected = 420 W m-2; absorbed longrvave radiation, 210 
and 440 W m-2, respectively; total radiant energyintake, 350and 860 W m-2, respectively. 
Outgoes: emitted longwave radiation, - 290 W m-' from a - 15°C snow surface at Eismitte 
and -480 W m-2  from a 31°C leaf canopy at Katherine; substrate-heat intake, -20 and 
-80 W m-2, respectively; sensible-heat flux into the air, -40 and -30 W m-', respec- 
tively; no biological energy conversions at Eismitte, but - 10 W m-* in photosynthesis 
and -260 W m-' in evapotranspiration at Katherine. (Eismitte observations made by the 
Wegener and Victor expeditions analyzed for energy fluxes by Miller (1956), Katherine 
flux densities from Dyer (1967).] 

daytime nonradiative fluxes total only 0.15 of those in the Australian 
ecosystem. 

EFFECTS OF CHANGES IN SURFACE CHARACTERISTICS 

Wetness, roughness, substrate thermal admittance, and fossil-energy 
conversions explain how cities differ from their surroundings, and these 
characteristics are important in all ecosystems, although incompletely 
known (Thornthwaite, 1961). They vary with time, and these variations 
govern the partition of radiant energy absorbed by the ecosystem in 
such a way that balance is maintained in the total energy budget; 
whether or not a particular ecosystem is in ecological equilibrium makes 
no difference (Miller, 1965, p. 178). 

Substrate Thermal Admittance 

When a snow cover is established on formerly bare ground, thermal 
admittance drops by nearly an order of magnitude. Substrate-heat flux 
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nearly vanishes, and little heat goes into the air (Priestley, 1959, p. 112); 
soil warmth is conserved, as Russian soil-energy studies since 1878 have 
observed. 

Admittance changes when an aquatic ecosystem freezes over. De- 
pending on the coldness, dryness, and diffusivity of the air flowing over 
an unfrozen ecosystem, turbulent heat fluxes may reach 500 W m - 2  or 
more, but these losses are cut enormously as soon as ice covers the 
system, and they drop farther as the ice thickens and supports a snow 
cover. The energy budget at the snow/air interface runs at a low level 
because it is able to withdraw but little of the heat stored below. 

As an annual ecosystem deploys its leaves, the active surface is moved 
away from the soil, and a plant-air layer forms that has a small value 
of thermal admittance. In a desert ecosystem admittance decreases as 
the exposed soil dries out after rain (Mitchell et al., 1975). 

Wetness 

Surface moisture has a further effect, for when it is at hand, the latent- 
heat conversion can outdistance the sensible-heat flux and carry off the 
lion's share of the available energy-a share that increases as surface 
temperature approaches 33°C. The effect of changing water access is 
seen in a comparison of two oak leaves in a greenhouse, one transpiring, 
the other not (Table 111). Without water supply the whole loading of 
absorbed radiant energy had to be met by emitted radiation and the leaf- 
to-air flux of sensible heat, and both fluxes require a high surface 
temperature. 

The response of an ecosystem with surface water-a deciduous forest 
on a clear day following a rain-is shown in Table IV. Since water on 
leaves evaporates easily (Chapter XV), the latent-heat flux carried off 
most of the increase in radiant energy. Its flux density grew three times 

TABLE 111" 

Ecosystem Characteristic Transpiring Nontranspiring 

Radiant-energy intake" 1660 1660 
Leaf temperature 50°C 62°C' 
Emitted radiation" - 1195 - 1380 

Sensible-heat flux" - 105 - 280 
Latent-heat flux" - 360 0 

a Data from Knoerr and Gay (1965). 
' Data given in watts per square meter. 
'- Above lethal point. 
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TABLE IV" 

Increase in radiant-energy intake from 

Increase in emitted radiation 
Reversal in heat flux into soil and forest 

Increase in latent-heat flux 
Reversal in sensible-heat flux 

580 
dawn to midday 

50 = 0.09 
50 = 0.09 

360 = 0.61 
120 = 0.21 

biomass 

Data from Rauner (1958). Data given in watts per 
square meter. 

as much as the sensible-heat flux, whereas the two were approximately 
equal on other days. Almost the same effects of externally wet foliage 
were found in pines in Australia (Moore, 1976). 

The drying of an ecosystem witnesses a gradual shift each day away 
from the latent-heat flux and toward the sensible-heat flux and emitted 
radiation. Most of the change in energy partitioning takes place in the 
ecosystem members above ground because drying soil decreases in ad- 
mittance. This poststorm shift is illustrated in field studies and models 
of evapotranspiration and crop energetics discussed in Chapters XI and 
XV and accompanies a rise in ecosystem temperature. A dry period in 
summer usually experiences progressively higher surface, plant, and air 
temperatures with the potential for ecosystem injury. 

As a dry spell lengthens into a drought, especially in anticyclonic 
atmospheric circulation, the increase in sensible heat is often associated 
with strong solar radiation that heightens thermal stress on both plants 
and humans. Crops shriveled and people died in Texas in the summer 
of 1980. It is no coincidence that maximum temperature records were 
set during the droughts of the 1930s and 1950s, as well as in 1980. 

Farmers are well aware of the probabilities of low soil moisture in each 
part of the growing season. Shortage may come in late spring in some 
places (Denmark), early summer in others (North China), and later sum- 
mer in still others (Wisconsin). Whatever the month, the crop energy 
budget shifts away from the biologically important energy fluxes of pho- 
tosynthesis and transpiration to the abiotic fluxes of longwave radiation 
and sensible heat. 

Fossil-Energy Conversion 

Fossil energy is an additional input into the surface energy budget 
and forces larger outputs-more emitted radiation, sensible heat, and 
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latent heat. One or another of these fluxes may be favored in particular 
circumstances, but it appears that in the urban energy budget much of 
the additional energy takes the form of sensible heat. 

Fossil-energy conversion increases in the morning rush hour and in- 
dustry start-up, and its contributions in different neighborhoods are 
included in diurnal models of the total energy budgets of Sydney 
(Kalma, 1974) and Hong Kong (Kalma et al., 1978). Energy conversions 
for space heating are counterseasonal and reduce the range in the energy 
budget over the yearly cycle; energy used for air conditioning, on the 
other hand, peaks in the summer and augments an already excessive 
energy budget. 

Roughness 

Ecosystem roughness influences the exchange of sensible heat, water 
vapor, and C 0 2  between it and the air. For example, spines on cactus 
enter an energy-budget model (Nobel, 1978,1980), which computes crit- 
ical tissue temperatures. An ecosystem with a large roughness coeffi- 
cient, like a savanna, produces large eddy diffusivity in the atmosphere 
(Garratt, 1978). The small aerodynamic resistance to diffusion of vapor 
and C 0 2  above a rough ecosystem means that stomata1 resistance be- 
comes important and that biological control of the ecosystem is strength- 
ened. Forest is a good example in England (Stewart and Thom, 1973), 
or Denmead’s (1969) comparison with wheat in Australia. 

Momentary variations in roughness occur when wind deforms veg- 
etation or produces honarni (waves) in the canopy. Annual variations 
result from growth in height and canopy closure of low vegetation and 
from the spring leafing-out of deciduous trees. 

Ecosystem Management 

These ecosystem characteristics combine with surface temperature to 
govern the fluxes of energy to or from an ecosystem, and energy models 
provide guidelines for ecosystem management. Fertilization that in- 
creases photosynthetic energy conversion may also increase transpira- 
tion, as has occurred in the tablelands of Australia (Dunin and Reyenga, 
1978) and in Wisconsin. No-till cultivation intended to improve moisture 
status also influences the energy budget, not always beneficially (Gers- 
mehl, 1978). Drainage and irrigation affect the partitioning of energy, 
as does urbanization. Energy-budget models afford means of predicting 
the probable responses if a proposed land-management practice would 
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alter these surface characteristics because the inputs and conversions 
of energy would be the object of impacts (Erickson, 1979, p. 115). 

EFFECTS OF CHANGES IN ATMOSPHERIC CONDITIONS 

The fluid atmosphere is hard to encompass within the limits of an 
ecosystem, for while we can assign a volume of soil to a given ecosystem, 
only in quiet conditions in sheltered terrain can we do this for air. The 
layer of air influenced by and reciprocally influencing an underlying 
ecosystem is hard to delimit unless the system is very extensive. 

For a small ecosystem it is customary to consider atmospheric motion, 
warmth, vapor concentration, and instability as quantities of the bound- 
ary layer. Examples are rice paddy models (Uchijima, 1976), potato fields 
(Brown, 1976), and forest models (McCaughey, 1978). The gradients of 
vapor, COz concentration, and temperature along which the fluxes move 
and postulated values of diffusivity (or admittance) become coefficients 
in the set of flux-gradient equations (Halstead ef al., 1957; House et al., 
1960; Outcalt, 1971). The saving grace is that these equations must fit 
into the overall energy budget, which as ”an over-riding physical con- 
straint” on the fluxes of latent and sensible heat (Thorn, 1975), is ”often 
invaluable in practice.” 

On scales larger than most ecosystems most of the daytime boundary 
layer, the “atmosphere’s first mile” (Lettau and Davidson, 1957), is in- 
corporated in models. Surface budgets were used to determine tem- 
peratures aloft by Albrecht (1930) and to predict daily maximum tem- 
perature by Neiburger (1941), and computers now make it possible to 
calculate fluxes of heat and vapor at different levels, estimate flux di- 
vergences as injections of energy that modify pressure and motion fields, 
and work back to surface temperature for balancing (Estoque, 1963; Kuo, 
1968; Myrup, 1969; Anthes and Warner, 1978). However, surface char- 
acteristics are sometimes no more than “arbitrarily prescribed functions 
of position” (Viskanta and Daniel, 1980). 

Surface temperature is the mediator in landscape- and meso-scale 
models, which, however, usually cannot yield much information at 
ecosystem scale since grid resolution is of the order of 25 km. Indeed, 
inputs into some models tend to be sketchy with regard to ecosystem 
conditions, functioning, depth profiles, and spatial contrasts; detailed 
outputs can hardly be expected. The nocturnal boundary layer (Oke, 
1978, p. 53) is thinner than the daytime layer and less turbulent. How- 
ever, importance still attaches to modeling the temperature of the un- 
derlying surface (Sutherland, 1980). 
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Temperature of the air above ecosystem canopy, which might come 
from a large-scale model, provides contrast with ecosystem tempera- 
ture, and its vertical profile is related to thermal stability or diffusivity 
K, as shown in Chapters XVI and XX. Thermal admittance ( ~ 1 3 0 0  
fi) can be compared with substrate admittance. 

Water-vapor concentration in the atmosphere is important for its con- 
trast with ecosystem vapor concentration, and the ecosystem is more 
often a source than a sink, except at night, when a surface temperature 
model estimates frost deposition (Severini and Olivieri, 1980). Its vertical 
profile was described in Chapter XV. 

Wind direction is especially important if vapor or heat (or cold) is 
being advected. Wind speed has more general importance since it sup- 
ports the downward flux of momentum that is associated with other 
turbulent fluxes; along with atmospheric gradients it determines the 
coupling between ecosystem and local air. The wind field is included 
in models that are developed to predict pollutant dispersion, a problem 
that has occasioned much work at urban scales. 

Time Variations 

Momentary variations in atmospheric conditions, most evident in 
wind speed, manifest eddy structure, and eddies that bring down drier 
air from aloft cause a sudden change in the latent-heat flux from an 
ecosystem. Diurnal marches of atmospheric temperature, humidity, 
wind speed, and diffusivity are familiar and act both as external factors 
and reciprocal conditions in the ecosystem-air duet; some were men- 
tioned in Chapters XI, XIV, XV, and XVI, where associated with the 
energy fluxes under consideration. 

Deviations from the usual regime are significant. For example, an early 
afternoon increase in vapor pressure deficit above a forest in British 
Columbia (Spittlehouse and Black, 1979) produces a midafternoon peak 
in the latent-heat flux several hours after the 1200 peak in the net surplus 
of all-wave radiation. 

Interdiurnal variability in atmospheric conditions indexes the ape- 
riodic component of climate, i.e., the role of atmospheric systems versus 
solar climate (Landsberg, 1968), and is evident in ecosystem energy 
budgets. Day-to-day variations in air temperature above a pond near 
Hudson Bay, for example, produce large fluctuations in the turbulent 
fluxes (Stewart and Rouse, 1976). 

Determinations of heat fluxes at a shrub ecosystem in New Zealand 
on prefrontal, frontal, and postfrontal days (Greenland, 1973) indicate 
how day-to-day or synoptic-scale changes in atmospheric conditions 
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TABLE V 

Energy Fluxes at Cuss Heat-and-Water Budget Experiment Station of Canterbury 
Unrrrersity. Tyrw I1 (Soicthuiesf) Fronts" 

Substrate-heat Sensible-heat Latent-heat 
flux flux flux 

Quantities (Wrn *) 
Prefrontal day -5  - 41 - 78 

Postfrontal day + 4  - 23 - 23 
Frontal day + I  - 35 - 43 

As fractions 
Prefrontal day - 0.04 - 0.33 - 0.63 
Frontal day + 0.01 - 0.45 -0.56 
Postfrontal day + 0.10 - 0.55 -0.55 

" Data from Greenland (1973). 

affect the partitioning of the net surplus of all-wave radiation (Table V). 
Because the net surplus of all-wave radiation decreased in the course 
of the weather sequence, there was less energy for the nonradiative 
fluxes to partition, but in addition, the partitioning itself changed. Soil- 
heat storage was called upon in frontal and postfrontal days to help 
meet the increased transfer of sensible heat into the colder airstream 
moving in from the southwest. 

Daytime pulses of sensible heat measured at Quickborn in Germany 
show large day-to-day changes; for example, in April they form a bi- 
modal distribution with clusters at 2.0 and 5.5 MJ m-' [data from Fran- 
kenberger (1960)]. Such thermodynamic data help define local versus 
external factors in the environment of an ecosystem. 

THE STRUCTURE OF ECOSYSTEM ENERGY BUDGETS 

The structure of an ecosystem energy budget is delineated by inter- 
actions or competition among the temperature-dependent fluxes. The 
ways these fluxes respond to changes in radiant-energy intake depend 
on surface and atmospheric conditions, which in different circumstances 
favor one flux over the others and determine their competitive positions. 

Longwave Radiation Emission versus Nonradiative Fluxes 

Longwave radiation emission from a cold ecosystem is a major part 
of the total energy budget: 0.5 at midday but 1.0 at night, as well as in 
winter. It is the only mode removing energy from winter snow, for 
instance; all others are toward the snow surface. 
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Its share diminishes as surface temperature rises unless there is un- 
usual resistance to the nonradiative fluxes. High resistance to heat flow 
in sandy soil hampers substrate heat flux, and when leaf resistance to 
vapor diffusion is large and atmospheric ventilation is weak, the tur- 
bulent fluxes are weak also. At times of large solar heat loading longwave 
radiation is left as the main output (Wouters el al., 1980). This compe- 
tition is plainest when the turbulent and phase-change fluxes drop out 
(or are constant): at an airless surface like the moon, or in conditions 
of calm and stable stratification, approached on quiet nights and useful 
in thermal inertia surveys (Chapter XVII). 

Latent Heat of Fusion 

The rate of latent-heat conversion at a melting snow surface, inde- 
pendent of surface temperature (invariant at 273”K), depends solely on 
heat input, which comes primarily as radiant-energy intake and sec- 
ondarily in turbulent fluxes dependent on roughness and atmospheric 
warmth and humidity. So long as the threshold of 315 W m-* required 
by longwave radiation at 273°K is met, the melting process does not 
encounter resistances like those that restrict energy conversion in va- 
porization or photosynthesis. It is a true heat sink. 

Substrate-heat flux is negligible in the budgets of new snow with slight 
thermal conductivity, of old, isothermal spring snow, and of intercepted 
snow. Although evaporation appears to compete with melting, ther- 
modynamical analysis shows that it is unimportant in most situations 
(Miller, 1967), and field measurements confirm this. 

Snow cover can be analyzed in conjunction with the substrate heat 
flux (Outcalt et al., 1975; Anderson, 1976) by a model that computes 
energy exchanges at the soil/snow interface, within the snow, and at 
the snow/air interface and that calls for melting when the computed 
temperature exceeds 273°K. If the local air is included in the model 
(McKay and Thurtell, 1978), advective melting can be evaluated. It dif- 
fers from the more predictable radiative melting in timing and hydrologic 
consequences because it is energized by fluxes in mechanical turbulence 
driven by the kinetic energy of motion systems outside the solar rhythm. 

Partitioning between Substrate- and Sensible-Heat Fluxes 

Surfaces without water able to change phase, i.e., very cold snow, 
deserts, rock, or mulch (Mahrer, 1979), have simple energy budgets 
distinguished by conceptual partitioning of energy (beyond that radiated 
away) between the soil and air media, which occurs in accordance with 
their respective values of thermaI admittance (Lettau, 1952). Admittance 
of the soil is nearly constant in the short run, but that of the air changes 
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Fig. XXIII.2. Diurnal marches of three surface-temperature-dependent energy fluxes 
at a desert ecosystem in central Asia (W m 2, and of radiant-energy intake by the ecosystem 
(W m-’) (Miller, 1972b). Emission of longwave radiation is the largest of the fluxes that 
are functions of surface temperature and exhibits the hysteresis noted in Chapter VIII, 
with afternoon fluxes exceeding morning fluxes at the same intake of radiant energy. 

rapidly in the morning after the ground-based inversion is wiped out 
and turbulent communication reaches more distant layers of air. Grow- 
ing admittance accelerates the removal of heat from the surface, and the 
upward flux outstrips the downward. The increase to several thousand 

admittance, which may also further increase with 
height (Kuo, 1968), is incorporated in deep models, over areas larger 
than ecosystems, that reach up to 1-2 km and down to several meters 
into the soil (Chang, 1979). 

The three temperature-dependent fluxes at Shafrikan in central Asia 
(thermal admittance 510 J m-‘ O K - ‘  sec-”’) are plotted against radiant- 
energy intake through the day in Fig. 2 (Miller, 1972b), which shows 
that the sensible-heat flux has the steepest slope, i.e., exhibits the great- 
est response to a change in radiant-energy intake. Hysteresis in the other 
curves shows that at the same radiant-energy intake more radiation is 
emitted by the surface in the afternoon than the morning (because sur- 
face temperature is higher in the afternoon). Correspondingly less heat 
goes into the soil in the afternoon than morning, as described in Chapter 
XVII. Lonnqvist (1962) examines conditions in which the ”non-conduc- 
tional effects such as evapotranspiration” and longwave radiation sum 
to zero, when the solar load is removed only by the soil-heat and sensible- 
heat fluxes, in order to explain the difference between the symmetrical 
solar regime and the asymmetrical curve of surface temperature. 

Bare soil that grows choked with heat by midday may cause heat flow 
to reverse before sunset. In contrast, the atmospheric heat sink is largest 
in early afternoon and continues to accept heat for several hours there- 

J m - 2  O K - ’  sec-1/2 
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after. The heat taken into the soil during the day has not left the eco- 
system and at night is retrieved as the interface cools, when it usually 
meets virtually the entire deficit of all-wave radiation (Monteith, 1973, 
p. 161). Substrate storage is large in urban systems (Chapter XXII) and 
can be enhanced in agricultural ecosystems to stave off nocturnal frost 
(Brooks and Rhoades, 1954); in both cases the downward flux of at- 
mospheric heat is small or zero. 

Heat stored in the sandy soil at Shafrikan amounts to 0.21 of the total 
daytime flux of sensible and soil heat. The fraction is 0.26 at El Mirage 
Dry Lake, California (Vehrencamp, 1953; Brooks and Rhoades, 1954), 
where a denser silt and clay substrate has larger thermal admittance 
(930 J rn-‘ O K - ’  sec-1’2 ), and 0.27 in a meadow at Hamburg (Franken- 
berger, 1962). Pioneer energy-budget measurements by Homen (1897) 
show that a granite ledge (admittance 2900 J rn-’ O K - ’  sec-l”) took in 
even more heat than the air. 

Soil shielded under thick potato leaves takes in only 0.09 of the total 
of the soil and sensible-heat fluxes (Frankenberger, 1962), and 0.05-0.10 
is typical of most vegetation-covered soils (Monteith, 1973, p. 161), 
which cannot take in heat as fast as the air does. A high-altitude plant 
in Venezuela minimizes contact with the soil surface by elevating its 
rosette, thereby enhancing its coupling with the air and avoiding over- 
heating in hot conditions (Baruch, 1979) and getting above the surface 
layer of the coldest air in frost weather (Smith, 1980). 

Storage capacity in the annual cycle is limited, and after early summer 
the partitioning at the surface favors the atmospheric over the substrate 
flux. Soil-heat flux was only 0.06 of the combined soil- and sensible-heat 
fluxes in the Iaskan oasis in the Kara-Kum Desert (Kuvshinova, 1965). 
Even in a moister climate the atmospheric flux still dominates. 

The Bowen Relationship 

The way the two turbulent fluxes, those of sensible and latent heat, 
partition available energy is significant biologically, meteorologically, 
and hydrologically. It was identified by Bowen (1926) in extending to 
lake evaporation a small-scale budget of Cummings (1925) that equated 
radiative intake to substrate and latent heat, and ”a small correction” 
that depended on atmospheric conditions, i.e., sensible heat. This par- 
tition is simplest, however, when substrate heat is minor, i.e., where 
foliage is thermally isolated from the soil by litter, dead or senescent 
leaves, or quiet air of the forest trunk space, and except in dense canopy 
(Hicks et a/ . ,  1975), storage of heat in the ecosystem is small. Stratified 
models use the Bowen ratio to calculate source or sink strength of sen- 
sible and latent heat in each layer, as described in Chapter XX, and 
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allocate energy to the sensible- and latent-heat fluxes [Waggoner (1975); 
Denmead (1964) for pine; Begg (1965) for high-productivity millet; Sau- 
gier and Ripley (1978) in grassland with a thick layer of litter]. 

In a model for a crop and soil ecosystem substrate-heat flux is still 
small, say 0.1 of the net daytime surplus of all-wave radiation (Dyer, 
1967), and easily accounted for. The model sets the net surplus of all 
radiation fluxes equal to the sum of all nonradiative fluxes. 

R,,, = H + E + S ,  

in which H is sensible heat, E is latent heat (equal to 2.5 MJ per kilogram 
per second mass flux), and S is substrate heat. If S is taken as a small 
quasi-constant fraction of the sum of the nonradiative fluxes, the energy 
budget becomes 

0.9 Rne, = H + E 
Energy partitioning is reduced to the two turbulent transports. In 

neutral stability mechanical turbulence driven by atmospheric kinetic 
energy carries H and E equally well, considering different resistances 
to diffusion. 

No difference in resistance occurs at the water surface in an aquatic 
ecosystem, and the external factors that govern both fluxes are the tur- 
bulent transport coefficient and the atmospheric concentrations of vapor 
and heat, i.e., specific humidity and temperature. Bowen (1926) devel- 
oped this reasoning for different values of diffusivity (or admittance) as 
a function of height above the surface and showed that the ratio p of 
the two fluxes can be expressed as follows: 

in which subscripts 1 and 2 represent measurements at two levels in the 
air, cp is specific heat of air, T temperature, and q specific humidity. The 
cJ(2.5 MJ kg-I) term provides a dimensional adjustment, and the (TI 
- T2)/(q1 - 9 2 )  term expresses the warmth and dryness of the air in a 
profile above the ecosystem. 

After a value of p in a specific situation is measured or otherwise 
established, either H or E can be expressed in terms of the other: 

H = EP 
so 

H + E = EP + E = E (1 + p) 
and 

E = (net radiation)(0.9)/(1 + p) 



482 XXIII. INTEGRATING THE ENERGY FLUXES 

Net radiation surplus is easily (perhaps deceptively easily) measured 
and so are air temperature and vapor concentration at two levels in the 
constant-flux layer as the guide for determining p and partitioning 0.9 
Rnet. 

If the Bowen ratio is written in terms of surface temperature To and 
vapor concentration qo, 

1.0 kJ kg-' O K - '  To - T, 
= 2500kJkg-' 40 - q. 

(where z indicates a level above the canopy), it is evident that raising 
To from 273°K to 274°K (when T,  is less than 273°K) increases To - T,  
by 1°K and qo - q, only by 0.28 x lop3,  increasing sensible-heat more 
than latent-heat flux. But if To is initially 303°K and is raised to 304"K, 
the corresponding change in qo - q2 is 1.5 x and latent-heat flux 
increases more than sensible-heat flux. 

More resistance is introduced into the diffusion path of water vapor 
in a drying ecosystem, and p increases to 1 or even higher, indicating 
that the sensible-heat flux is winning out in the competition, for ex- 
ample, as forest moisture decreases (McCaughey, 1978). Priestley (1967a) 
comments that the apportionment between the two fluxes depends 
"primarily, not on current bulk atmospheric variables, but on the mois- 
ture condition of the underlying medium." 

The sign of p reverses around sunset, when the fluxes are no longer 
competing for radiant energy, which is fading; instead, the flux of sen- 
sible-heat is directed toward the grass and supports a continuing small 
outward flux of latent heat. This cooperating rather than competing 
situation, noted in Chapter XV in particular, corresponds to the familiar 
wet-bulb thermometer. In oasis and edge phenomena it occurs even in 
midday and indicates energy advection, which may require a three-di- 
mensional model (Lowry, 1969, p. 141). 

p is larger in humid marine air than in continental sites (Jarvis et al.,  
1976), and the rapid warming of marine air moving inland in summer 
(Leighly, 1947) demonstrates a large sensible-heat flux. Changes in the 
turbulent exchange coefficients in large-scale advection on the Great 
Plains (Verma et al.,  1978) are reflected in p. 

The Bowen ratio indicates the availability of soil moisture and the 
canopy resistance to moisture transport and is useful in determining 
evapotranspiration, for example, in native Australian Therneda at Kra- 
warree (Dunin and Reyenga, 1978) (Fig. 3), and has been automated 
(McIlroy, 1967; Dilley, 1974; Munro, 1980). Alternatively, if H is mea- 
sured or calculated, E can be found as the residual in the energy budget 
(Grant, 1975; Stricker and Brutsaert, 1978; Saltzman, 1980). 
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Fig. XXIII.3. Bowen-ratio meter above native Themeda grassland at Krawarree in the 
Southern Tablelands of New South Wales. Shielded wet- and dry-bulb thermometers at 
two levels are periodically interchanged to avoid systematic error in determining vertical 
differences in temperature and specific humidity for the Bowen allocation of energy to 
latent- and sensible-heat fluxes. 

Energy-Budget Structure 

The three major nonradiative fluxes, if expressed as fractions of the 
net surplus of all-wave radiation, can be arrayed on a three-phase dia- 
gram (Fig. 4) in which a dominant latent-heat flux is plotted near the 
top corner, dominant substrate heat near the left corner, and dominant 
atmospheric sensible-heat flux near the right corner. Points for Hamburg 
(H) show mean noonday fluxes in the growing season months of 1958, 
which move steadily toward a greater role of latent-heat flux. The New 
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Fig. XXIII.4. Three-phase graph showing relative fractions of energy converted into 
latent-, sensible-, and soil-heat fluxes at several observation sites. Symbols: S, desert eco- 
system at Shafrikan, central Asia, and E, dry bed of El Mirage Lake in California, at daytime 
hours; NZ, Cass, New Zealand, points to right represent frontal and post-frontal weather; 
H, noon means of fluxes at Hamburg-Quickborn in the growing-season months indicated; 
11, V, V1, observation periods in late summer at ONeill, Nebraska; K, grass of increasing 
shortness and dryness at Kerang, Australia. See text for details. 

Zealand points (NZ) illustrate the shift toward sensible heat after front 
passage. Points for O’Neill, Nebraska (Roman numbers), near the end 
of the growing season, move toward a greater fraction of sensible heat. 
Grassland at Kerang in southern Australia (K) [data from Swinbank and 
Dyer (1968)l follows a parallel course if followed from depth and live 
fraction to the dry state. There is no latent-heat flux at the desert sites. 

CONCLUSION 

This chapter’s discussion of the structure of the energy budget brings 
us to the end of our story. In passing we have noted how scientific and 
practitioner disciplines have used facets of energy-budget analysis for 
their own purposes. 
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Many disciplines use energy-budget analysis in a peripheral way and 
as a result have been more inclined to make assumptions than mea- 
surements and have added little to our scanty store of data. Few of the 
fluxes have been the subject of systematic observation in networks year 
after year. Partial analyses and data developed in one discipline often 
remain unknown in others. We accordingly need investigations centered 
on the interface and its energy transactions. Whether these might be 
regarded as foreshadowings of an emerging discipline or simply as an 
area of shared interdisciplinary effort is not clear, but in any case material 
benefits have already flowed to research and practitioner disciplines. A 
glance at these might suggest possibilities for the future of interface 
energetics. 

Benefits of Energetics Analysis 

The study of ecosystems has benefitted most from energy-budget anal- 
yses, which detected and evaluated the forcing functions ecosystems 
receive from the sun and atmospheric disturbances and suggested 
how the systems might respond. The energy budget is also a means of 
examining internal processes and responses within ecosystems (Wag- 
goner, 1975), especially those that involve C02 assimilation, transpir- 
ation, and temperature-dependent metabolic functions (Chapter XI). 
This approach has been foremost in the study of aquatic ecosystems 
from the very beginning; it has become central in agronomy; it is entering 
forestry with the rise of forest meteorology and also holds promise for 
the analysis of urban systems. 

The budget describes ecosystem environment and functioning in only 
one unit of measure (watts per square meter) (Lowry and Chilcote, 1958), 
but this dimension provides for information transfer between the field 
and laboratory or phytotron research and between ecosystems studied 
by different groups of practitioners. Foresters intent on increasing fuel 
biomass production have adopted many of the techniques acquired in 
research on food and feed crop ecosystems. Energetic analysis has been 
particularly successful in these areas because it provides a reliable value 
of surface temperature, which is also a critical factor in photosynthetic 
production. 

Problems of scale have been overcome in transferring techniques of 
energetics that originally focussed on the single leaf to plants or animals 
and to whole ecosystems. The merino sheep and the terrain that it fits 
so well can equally be analyzed by casting energy budgets (Chapter XII) 
with due regard for shape factors and surface-volume ratios. Priestley 
(196%) notes that while the sheep is a radiator, insects are convectors, 
“keeping cool purely by virtue of their size.” This contribution by a 
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meteorologist to the study of environment-organism relations illustrates 
a transfer of an energy-budget method. A zodogist, Moen (1973), has 
similarly analyzed the energy enviroitment of deer in different kinds of 
native cover. The temperature extremes experienced by apical stems in 
a cactus ecosystem, which are critical points for the survival of the whole 
community, has been modeled from the energy budget by a botanist 
(Nobel, 1978, 1980) and implications drawn for the geographic distri- 
bution of the system. Clothing needs of a citizen in the center, residential 
areas, or rural surroundings of Christchurch, New Zealand, can be de- 
termined by energy-budget analysis (Tuller, 1980), though as yet we have 
no complete analysis for any city as a whole. A truly nested pair of 
models has been developed, however, in a sphagnum bog in northern 
Michigan. The outer model determines the regimes of bog surface tem- 
peratures, and the inner model uses these values as inputs into an en- 
ergy budget of a pitcher plant (Kingsolver, 1979), reproducing the habitat 
it provides for mosquito larvae. 

Models of the physical systems of lakes at high latitudes convert ex- 
ternal factors into internal processes, which bring about water conditions 
that shape the chemical and biological models (Fox ef al. 1979). An overall 
energy budget of an ecosystem describes the energy environment of 
special sites like the pitcher plant or pine needles tunneled by needle 
miners, for which local energy budgets can then be cast. It elucidates 
interactions among leaves at different depths below the active surface 
and helps define the allocation of energy, water, and nutrient resources 
to layers and species within the ecosystem (Chapters XI and XX). 

Cities as the most complex of all systems (containing biological as well 
as artificial ecosystems) are seen to be highly inefficient in the ways they 
use energy, and spotlight some of the energy crises besetting human 
society. Making them more efficient as well as more human presents 
a major opportunity for energy studies (U.S. House of Representatives, 
1980), in which separate analyses for individual structures and sites 
(lawns, urban canyons, parking lots) can be placed within a compre- 
hensive urban budget yet to be undertaken. 

Geographic and Geologic Diversity 

The focus on a single dimension, flux density, also permits compar- 
ative research on ecosystems (Lowry and Chilcote, 1958) that supports 
comparative studies of water budgets, productive efficiency, nutrient 
cycling, and other features. Where ecosystems of different ages are jux- 
taposed in disturbed or fire-prone terrain, energetics can illustrate 
changes during regrowth or succession (Rouse and Kershaw, 1971). 
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Ecosystems in dissected topography with unequal exposures to sun, 
wind, and rain and crop ecosystems in cultivated lowlands differ with 
respect to their energy budgets, and these differences affect their yields 
of water and biomass (Chapter XXI). Ecosystem research has been seen 
(Miller, 1968a) to put “a quantitative footing under areal differentiation 
in the landscape that is visible but formerly unmeasured,” a comment 
given more point by the recent accomplishments of the International 
Biological Programme in many countries. These results contribute to the 
central geographic concern about spatial diversity in the way the earth’s 
surface works. Energy analysis of different surfaces also may uncover 
subsurface patterns of lithology and structure (Price, 1977), especially 
if variations in the latent-heat flux of these budgets are considered (Pratt 
et al . ,  1980). Geographers and geologists both gain from the techniques 
of ecosystem energetics. 

Interface Energetics and Climate 

Ecosystems are small pieces of the surface of our planet and sometimes 
seem beneath the notice of scientists who look at such planetary-scale 
phenomena as the circulation systems in the atmosphere. Yet the ac- 
cumulated knowledge of the planet’s energy budget and circulation rests 
less upon such global-scale direct approaches as those by Meech, Angot, 
Zenker and others in the 19th century, for example, than it does on the 
patient work of Voeikov, Homen, Angstrom, Geiger, Thornthwaite, 
Brooks and many others who searched out and measured thermody- 
namic processes in ecosystems; their small-scale approach has been 
much more effective than the global-scale (Miller, 1968b). While many 
of the latter scientists were interested in global patterns, they felt that 
physical explanations would remain elusive until energy budgets were 
known at the ecosystem scale. For example, Dzerdzeevskii and Rauner 
pursued a program of investigating energetics in forest stands in order 
to understand better the modification of air streams over extensive forest 
lands and the recycling of water in the U.S.S.R. Budyko similarly led 
intensive studies of radiative and turbulent fluxes that were required 
for the study and zonation of climate on the grand scale. Landsberg, 
Leighly, Lettau and Kung, among others, investigated such ecosystems 
characteristics as roughness and albedo and ecosystem-scale fluxes as 
parts of their large-scale vision of climate. For global models of climate, 
“determination of the surface fluxes is perhaps the most important as- 
pect” (Bhumralkar, 1979) though the problem is made difficult by the 
coarseness of synoptic model grids (about 100 km) and even of mesoscale 
grids nested inside them at high computation costs. Current means of 
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estimating surface inputs to the atmosphere in these models cannot be 
assessed because of lack of field data; one means (the diffusivity ap- 
proach) is not only “very crude” but also “invalid under unstable or 
convective conditions” (Bhumralkar, 1979), which as we have seen are 
truly important times in the energetics life of most ecosystems-the 
midday hours of the growing season. Further, exemplifying the lack of 
information transfer among disciplines, the diffusivity approach fails to 
incorporate knowledge available elsewhere. 

Perhaps the impacts of weather and climate on economic functioning 
of a society less able than it once was to override environmental obstacles 
by sheer brute-force application of cheap fossil energy (Chapters XI11 
and XXII) will stimulate studies of the energetics of specific cases of 
weather impact. It is not unreasonable that civilian design and planning 
should some day follow the lead of energy-budget analysis in military 
climatology, in which it was applied, for example, to determine storage 
life of materiel or operability of equipment in extreme climates. 

Resource Applications of Energetics 

Energy-budget analysis of the phase changes of water (Chapters XIV 
and XV) that are so important in ecosystems began in the 1920s and has 
become standard practice in the era of evapotranspiration after 1948 and 
in snow hydrology. It rapidly supplanted engineering empiricisms that 
had little physical basis, i.e., degree-days in melting (McKay and Thur- 
tell, 1978) and an exaggerated wind factor in transpiration. Investiga- 
tions of evapotranspiration to determine interstorm soil moisture con- 
ditions and irrigation requirements and of snow melting to support the 
design and operation of large dams in the western United States have 
both been centered at the ecosystem scale. Transfer to operational river 
basins followed. Hydrology is, perhaps, no more myth-ridden than 
other disciplines, and some credit for this goes to energetics analysis, 
which has punctured such folklore as that ascribing unreasonably high 
evaporation losses to intercepted snow or wetland vegetation. 

Hydrologists, foresters, and agronomists like Thornthwaite (1961) 
who called for geographers to examine the diversified surface of the 
lands, have applied energy budgets in trying to understand land re- 
sources and assess the effects of past or potential changes in land use. 
Marcus (1979), in a later presidential address to the same society, sub- 
sumes many contemporary problems under ”energy, environment, and 
urbanization,” which are interdependent-not least through being ap- 
proachable by way of the study of ecosystem-scale conversions and 
fluxes of energy. Interventions, whether managed or inadvertent, into 
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environment functions may have to be altered and in some cases re- 
source development policy reversed, "perhaps repeatedly" (White, 
1980), as experience with a development program might dictate. For this 
purpose environments and resources need to be monitored. This task 
is most cost-effective when the processes involved are understood, so 
that it becomes possible to obtain a "broad description from a small set 
of established points" and observations (White, 1980). Energy-budget 
analysis can thus make important contributions to the study, monitor- 
ing, utilization, and conservation of all our biotic, water, land, and en- 
ergy resources. 

Study of ecosystem energy budgets helps us to analyze the sun-foi- 
lowing regimes of day and year and their perturbation by atmospheric 
storms and advection and to see how thermodynamic interactions at 
different sites in an ecosystem determine productivity and water use 
and how surface characteristics affect energy transactions. We can then 
analyze and compare objectively and quantitatively all the kinds of 
ecosystems-forests, meadows, wheat fields, wetlands, and cities-that 
in so great diversity compose the outer active surface of our planet. 
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271-272, 295-297, 414, 417-423, 437 

conversions of mechanical energy, 242, 

outputs to atmosphere, 160, 295-297, 
246, 376, 390-391 

315-319, 341-344, 391, 422-424, 
487-488 

productivity, 199-200, 212, 353, 354, 419 
surface temperature, 147-149, 160, 

temperature-dependent fluxes, 147, 160, 

temperature-independent fluxes, 50-51, 

416-417, 449-450, 475 

295-297, 315-319, 341-344, 450 

67, 89-90, 130-131, 271, 317, 
415-416 

Energetics on global scale, 487-488, see 
also individual energy fluxes 

Energy, see Solar radiation; Kinetic 
energy; Potential energy 

Energy budgets, 1-3, 265-271, 416, 417, 
463-489, see also Ecosystem 
energetics; individual energy fluxes 
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Energy budgets (cont.) 
partitioning energy, 2, 279, 314-315, 

331, 423-424, 451-452, 466-470, 
473, 478-482 

stratification, 402-409 
structure, 5, 8, 265-266, 270-271, 

407-409, 416-417, 466, 477-484 
Energy conversions 

release 

energy 

absorption; Emitted longwave 
radiation 

Substrate heat flux; Surface 
temperature 

water state, see Snow cover; Ice; 
Freezing of soil water; Frozen soil 

Energy quality, 1, 31, 181, 373, 377, 

Energy release, catastrophic, 220-223, 

Energy storage, 325-327, 388, sw also 

carbon cycle, see Carbon fixing; Carbon 

mechanical, see Potential energy; Kinetic 

radiation, see Radiant-energy 

thermal, see Sensible-heat flux; 

387-388, 465 

251-252, 376-379, 382-386, 388-391 

Substrate heat storage; Aquatic 
ecosystem, heat storage; Fossil 
energy; Carbon fixing 

Energy transport, 225-226, 228, 237, 

England, 145, 253, 279, 296, 474 
Environments of ecosystems, see Coupling 

Environment of organisms, see Animals, 

Episodic fluctuations in ecosystem 

2.50-252, 430, 446 

of ecosystems 

energy budgets 

energetics, 21, 468-469 
atmospheric conditions, 262, 269-270, 

402, 472-473, 475-477, see also 
%Id-air advection; Warm-air 
advection 

222-224 

468-469 

454-456 

278, 292, 297, 370-371, 379-380, 

bon conversions, 191-192, 211-212, 

energy-budget structure, 424-425, 455, 

fossil-energy augmentation, 442, 447, 

latent-heat conversions, 263-264, 

mechanical energy, 370-391, 402 
269-271, 281, 292-294, 451-452 

INDEX 

substrate heat flux, 332-333, 337, 344, 

surface temperature, 146, 159-160, 168 
temperature-independent fluxes, 44-45, 

361-362, 477 

84, 86-87, 91, 104-105, 124-125, 
126-127, 468-469, 473 

turbulent fluxes, 281, 292-294, 306, 

Equatorial latitudes, 38, 65, 75, 85, 91, 
313-315, 451-454, 476-477 

109, 132, 149, 189, 195-197, 201, 
210-211, 220, 297, 315 

Estonia, 122, 387 
Eucalyptus, 207, 209, 226 
Europe, 414 

western, 78, 175-176, 192, 340, 421 
Eutrophication, 219, 238-240, 241-242, 

Evaporation, see also Evapotranspiration 
249, 354, 430, 445 

snow, 263-264, 478 
soil, 281, 292, 295-296, 404, 408 
water bodies, see Aquatic ecosystems 

annual regime, 284, 293-295, 362-364 
from aquatic ecosystems, myths, 

biological factors, 281-285, 289, 294, 

determination, 279, 286-291, 358 
diurnal regime, 288-289, 291-292, 

downward vapor flux, 289-290, 357 
energetics, 278-281, 355-358, 362-364, 

Evapotranspiration, 211, 278-298 

357-358, 488 

352, 355, 357 

360-361 

480-484 
combination equation, 287-289, 

energy sources, 279-281, 352, 

modeling, 279, 284, 290, 359, 465, 

radiation, 279-280, 352-353, 355-357, 

sensible-heat flux, 280-282, 285-286, 
289-290, 297, 307, 314-317, 
355-357, 363, 480-484 

296, 336, see also Aquatic 
ecosystems, energetics 

episodic variations, 291-293, 295, 314, 

factors 

291-292, 296-297 

355-358, 465, 480-484 

478, 480-484, 488 

362-363 

substrate heat flux, 280, 287-289, 294, 

361-363 

atmospheric conditions, 264, 287-288, 



INDEX 503 

291-292, 296-297, 357-358, 
364-365, 476, 480-484, 488 

ecosystem moisture, 116, 281-282, 
288, 290, 292, 294, 472-473, see 
also Soil moisture 

ecosystem roughness, 287-288, 296, 
357, 474 

ecosystem ventilation, 281-285, 295, 
353, 357, 474 

nutrient status, 281, 359 
phenological stage, 294-295, 314-316 
vapor removal, 282, 285-288, 290, 

local variation, 296-297, 365, 418-419, 

measurement, 290-291, 358 
modeling, 279, 284, 290, 359, 465, 
from nodes, 430, 431, 451-452 
profiles, 404, 406-409 
relative to biomass production, 184-187, 

role, 278, 281, 295, 297-298, 418, 488 

291, 294, 474-476 

421 

283-285, 289 

Extinction coefficient, 40-41, 260-261, 
399-402 

F 

Feed lots, 419-420, 430 
Fertilizers 

biological, 237, 238-240 
chemical, 239, 244, 247, 474 

Fetch, 311, 351, 357, 363 
Finland, 176, 329, 342-343 
Fire 

energy budget, 223 
energy release rates, 221-223 
prescribed, 219-220, 223-224 

Fire as process, 212, 220-224 
Fire control, 221, 236 
Fire effects, 219-220, 222-224, 365, 386, 

414, 419 
Fire weather, 221-224 
Fish, 209, 353-354 
Flood plains, 377, 389 
Florida, 361, 365, 383 
Flux-gradient relations, 263-265, 282-289, 

Foehn, 307 
Food preparation, 225-226, 444 
Food supply, 193-198, 201, 237-251, 433, 

307-310, 325, 402-408, 466, 475 

Forcing functions, 129, scr rilso 
Temperature-independent energy 
fluxes; Radiant-energy absorption 

Shading 
Forest canopy, 398, 402, s w  cilsci 

shelter, 269, 272 
snow in, 259-260, 263-264, 269, 

370-371 
thermodynamic role, 266-267, 271 

Fotest ecosystems, 397-401, SLY’ nlso Pine 
ecosystems 

absorptivity, 115-116, 416 
damage, 371, 373-374, 381, 383, 

385-386, 390 
evapotranspiration, 282, 284-285, 

294-297, 425, 472-473, 481 
productivity, 184, 198-201, 209, 

218-219, 225-227, 485 
respiration, 14, 189-190, 198 
superiority, 177, 190, 192, 200, 285, 

404-405, 419, 421-422, 425 
understory, 198-199, 398, 405 
urban, 434, 436-437, 439-440, 444, 452 

Forest plantations, 207, 226-227, 237, 430 
Fossil energy, 235-253, 420, 441-449, 

473-474 
circulation systems, 249-253, 444-449 
externalities, 239, 242-243, 246, 249, 

430-433, 435, 445-449, 453, 456 
rural ecosystems, 235-249, 354, 360, 430 
shortages, 241, 245, 249, 456 
urban interface, 432-433, 437, 441-449, 

waste heat, 251-252, 360, 430-432, 443, 
455-456, 473-474, 486 

448, 486 
Fourier analysis, 339 
France, 317, 379 
Freeze-thaw cycle, 272-274, 375 
Freezing of soil water, 273-274, 375 
Freezing rain, 371, 381 
Freiburg, 450, 453 
Frequency, scc specific flux 
Frontal weather, 476-477, scc a l ~ o  Warm- 

air advection; Cold-air advection 
Frost, 97, 107-108, 274, 327, 332-333, 342, 

343, 361-362, 476, 480, SPC nlso 
Nocturnal cooling 

energy budget, 272-274 
substrate heat flux, 272 

Frozen soil 

446 surface temperature, 272 
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Fuel, local biomass, 225-228, 243 
Fuel moisture, 221-222 
Fuel wood, 225-227, 234, 485 

G 

Gate function of mechanical energy, 370, 

Gate function of sensible-heat flux, 

Geographic factors, see Terrain influences; 
Ecosystem contrasts; specific large- 
scale spatial patterns of individual 
energy fluxes 

contrast factors 

390 

305-306 

Geological factors, see Terrain; Ecosystem 

Geomorphology, see Terrain 
Geothermal energy, 250, 327, 341 
Germany, 50, 317, 423 
Global radiation, see Solar radiation, total 
Gobi Desert, 470 
Grassland ecosystems 

burned, 221, 223-224 
energetics, 5-7, 115, 192, 279, 290, 

336-338, 341, 344, 407, 481, sce ~ S G  

Copenhagen 

292-293 
evapotranspiration, 6-7, 279, 284, 290, 

grazed, 115, 207-208, 211, 213-218 
production, 5-7, 188, 192, 196, 211-212, 

421, 425 
Gravity, 370-376 
Grazing, 206-208, 213-218, 351 
Great Lakes region, 213, 221-223, 319 
Great Plains, 45, 196, 201, 240-242, 260, 

262, 281, 290, 294, 307, 358, 386-389, 
421, 482 

Greenland, 109, 131, 470-471 
Groundwater heat flux, 341, 364 

H 
Hail, 377, 385 
Hamburg airport, 72-73, 104-106, 

108-109, 124-130, 146-147, 159-160, 
168, 170, 173, 176, 468, 470 

Hamburg-Quickborn, 291-293, 307, 

Hamilton, 108, 432, 435 
312-317, 337-338, 477, 480, 483-484 

Hawaii, 81, 91, 186, 296, 355 
Heating phase of diurnal cycle, see 

Morning energy loading 
Heat island, see Sensible-heat flux, urban 
Heat pulses, diurnal, 312, 317, 334-335, 

Heat sinks, 261, 403, 408, 417, 478 
Heat storage, see Substrate heat storage; 

Biomass heat storage; Aquatic 
ecosystems, heat storage 

341-343, 351, 405 

Heat turnover, see Substrate heat storage 
High latitudes, see Arctic and Antarctic 

ecosystems 
Hojbakkegaard Experimental Farm, 5-7, 

57, sw d s o  Copenhagen 
Hong Kong, 319, 433, 438, 442-443, 

445-448, 455, 474 
Honolulu, 189 
Horicon Marsh, 354, 362 
Hubbard Brook Experimental Forest, 

Hudson Bay, 361, 419, 476 
Human impact, see Agriculture; Forest 

ecosystems; Urban interface 
Hunter Valley, Australia, 431, 446, see also 

Newcastle 
Hurricanes, 379, 381-383 
Hydropower, 373-374 
Hysteresis, 144, 148, 294, 479 

208-209, 212, 218, 337, 342 

I 

Iakutsk, 45, 48-49, 66, 83, 85, 88-89 
Ice, 274, 289, 364, 449 
Ice cover, 157, 272, 274, 353, 362, 364, 472 
Iceland, 389 
Idaho, 51, 222, 223, 284 
be-de-France, 220 
Illumination, 33, 63-64, 80, see also Solar 

Incoming longwave radiation, 96-110, 

annual regime, 105-107, 313, 315 
clear sky sources, 96-98, 268, 273 
cloud effects, 100-107, 125, 264, 269, 

correlation with solar radiation, 

determination, 101-102, 107, 466 
diurnal regime, 103-104, 107, 268, 289 

radiation, photosynthetically active 

121, 123-125, 415, 441 

289 

124-125, 129-130 
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geometry, 99-101, 108, 400-401 
interdiurnal variability, 104-105, 

role, 97, 104-105, 107-108, 270-271, 

spatial contrast, 106-110, 279, 471 
spectrum, 97-99 
variation over time, 103-107, 121 
window, 99, 163 
year-to-year variability, 105, 107, 

129-130 

128-129 

401, 441, 452 

India, 104, 106, 109, 253, 425 
Indiana, 186 
Indonesia, 91, 220, 297 
Industrial energy conversions, 250-252, 

Insects, 36, 46, 149-150, 195, 206-207, 

Insolation, see Solar radiation, total 
Institute of Geography USSR Academy of 

Sciences, srr Alekhin National Park 
Interactions between COz and 

photosynthetically active radiation 
fluxes, 353, 404, 406 

Interactions between energy fluxes, see 
individual fluxes 

Interactions between photosynthetic 
production and evapotranspiration, 

430-433, 442, 446, 452 

340, 405, 486 

184-187, 406-409 
Interactions between radiation and 

ventilation, 13-14, 21-22, 402-408, 
422, 464 

Intercepted rain, 284-285, 370, 472-473 
Intercepted snowfall, 259-260, 263-264, 

Intercropping, 404-405 
Interdiurnal variation, see Episodic 

fluctuations in ecosystem energetics 
Interface, see Urban interface; Grassland 

ecosystems; Forest ecosystems 
Interface energetics, see Ecosystem 

energetics 
Interface processes, see Coupling of 

ecosystem 
Interface research, 3-4, 11-28, 137-138, 

413-415, 439-440, 485 
Iron pellets, 432-433 
Irrigated ecosystems, 148-149, 159, 220, 

269, 370-371 

240-242, 288, 307, 317, 388, 418, 474 
energetics, 220, 240-244 

Israel, 253, 465 

J 
Japan, 91, 167, 253, 263, 355, 359-360, 

374, 376, 383, 421, 435, 438-439, 451 

K 
“Kaltegehalt,” 260 
Karadag, 46, 99-100, 104, 165-166, 

Kara-Kum Desert, 480 
Kara Sea, 326 
Katherine, Australia, 470-471 
Kerang, Australia, 314, 316, 484 
Kiev, 173-174, 177 
Kinetic energy 

173- 174 

of atmosphere, 24-25, 242, 286, 
305-307, 379-388, 402, 454 

continental storms, 379-381, 384-386 
effects, 24-25, 351, 381-386, 389 
episodic occurrence, 379-380, 388-389 
oceanic storms, 24-25, 382, 384 
over snow cover, 260, 264, 267-269 
spatial contrasts, 389-390 
structural damage, 383, 385, 391 
thermodynamic circulations, 317, 320, 

thunderstorms, 385-386 
transporting power, 24, 267, 286, 

utilization, 386-388 
variation over time, 388-389 

of avalanches, 378-379 
converted from potential energy, 

dissipation 

372, 389 

375-376, 381-382, 384, 389-390 

372-375 

factors, 24-25, 374, 380-381 
roughness, 22-24, 381, 388-390 

of hydrometeors, 376-377 
of surface water, 374, 377-378, 389, 

454-455 
Kinshasa, 38, 65, 85, 88 
Krawarree, N.S.W., 127, 482-483 
Kursk, USSR, see Alekhin National Park 

L 
Lag in annual cycle, 362-363, 364, 366, see 

also Annual regimes in ecosystem 
energetics 

Lake Huron, 82, 363 
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Lake Mendota, Wisconsin, 147, 351-353, 

Lake Michigan, 91, 280, 432, 443 
Lakes, see Aquatic ecosystems 
Lake Superior, 433 
Landfills, 446 
Land management, hydrologic effects of, 

362-364 

see Agriculture; Forest ecosystems; 
Urban interface; specific crops 

ecosystems; Ecosystem contrasts 
Landscape diversity, see Mosaics of 

Landslides, see Mass movement 
Lappland, 271 
Latent-heat conversions, see Snow cover, 

energetics; Evapotranspiration, 
energetics 

Latent-heat flux, see Evapotranspiration 
Latent heat of condensation, 164, 

263-264, 269-271, 279, 286-290, 357, 
359 

417-418, 478 
Latent heat of fusion, 258-268, 273-274, 

Latent heat of vaporization, 278-298, 418 
Latitude, 60"N, 52-53, see also Equatorial 

latitudes; Arctic and Antarctic 
ecosystems 

Leaf angle, 17-18, 397 
Leaf area, 15-17, 19, 23-24, 115, 184, 188, 

192-193, 282, 294, 296, 304, 397, 400 
Leaf-area growth, 196-197, 282, 294, 472, 

474 
Leaf-area profiles, 15-17, 397 
Leaf energy budgets, 138-139, 467, 472 
Leaf temperature, 138-141, 147, 156, 

187-189, 260, 266-268, 274, 278-279, 
281-283, 291, 298, 303, 308, 401 

Leningrad, 45, 80, 176, 331, 416, see also 

Lightning, 386 
Lignin, 211, 224 
Liquid fuels, 194, 227-228, 243, 253 
Local cycling 

Pavlovsk, Voeikovo 

carbon, 187, 189-190, 209-211, 404 
longwave radiation, 163-165, 400-401, 

sensible heat, 267, 306, 406-409; see also 
406, 451 

Heat sinks; Strata in ecosystems, 
heat sinks and heat sources 

water, 267, 289-290, 297-298, 406-409 
Lodging, 24, 370 

Logging effects, 218-219, 236-237 
London, 448 
Longwave radiation, see also Incoming 

longwave radiation; Emitted 
longwave radiation 

exchange, 162-167, 264, 267, 268, 289, 
401, 406, 451 

cloud effect, 166, 289 
slope effect, 167, 451 

profiles, 400-401 
Los Angeles, 84, 108, 213, 436, 439-440, 

Louisiana, 365 
Lunz Biological Station, 167 
Lupine, 193-194 

447, 454 

M 

Madison, Wisconsin, 76, 85, 88-89, 435 
Maine, 319 
Maize, 16, 183, 186, 187, 192-195, 197, 

Mallee fowl, 344 
Marshes, see Aquatic ecosystems 
Mass movement, 372-376, 378-379, 455 
Maya, 226, 354 
Mechanical energy, 370-391, see nlsu 

Kinetic energy; Potential energy 
Mediterranean lands, 224, 226 
Melbourne, 73-74, 432, 446-447, see also 

Melting, see Snow cover, melting; 

Meltwater, see Snow cover, melting; Snow 

Merino, see Sheep 
Merrimack River, 374 
Mesoscale advection, 267-268, 271, 

240-246, 294, 396-397, 399-400, 407 

Aspendale 

Thawing of soil 

melting 

280-281, 358, 364-365, 423-424, 
451-452 

Mexico, 88-89, 226, 251-252, 354, 419 
Microclimatic profiles in ecosystems, 

MicrocIimatology, see Ecosys tern 

Microenvironments, 397-398, 443-445, 

Milwaukee, 38, 43, 51, 280, 352, 435-436, 

Minneapolis, 444 

402-408 

energetics 

453, 456 

440, 442-445, 447 
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Minnesota, 222, 343, 358, 403 
Mixing depth, 304-305, 434, 453-454, sec 

also Atmospheric boundary layer 
Modeling ecosystem energetics, 17-18, 

207-208, 215-218, 339, 345, 359, 365, 
400-401, 406-408, 416-417, 463-488, 
see also individual energy fluxes 

atmospheric factors, 40-41, 81-82, 108, 

carbon transformations, 188, 192-194, 
304-312, 435, 475-477, 479, 487-488 

199, 207, 211, 222-223, 373-374, 
404, 465, 475, 485 

465, 480-484, 488 
evapotranspiration, 279, 284, 290, 359, 

mechanical energy, 378, 385, 476 
radiant-energy absorption, 40-41, 

75-76, 81-82, 99, 101-102, 108, 435, 
465-466 

sensible-heat flux, 308-312, 468, 474 
snow cover melting, 259, 265-266, 274, 

substrate heat flux, 274, 332, 465 
urban interface energetics, 435, 439, 

Modeling ecosystem structure, 14-18, 

Modeling organism energetics, 47, 

Mojave Desert, 197, see also El Mirage Dry 

Momentum profile, 380, 402 
Monin-Obukhov length, 286, 305-306 
Montreal, 164-165, 296, 340, 635, 447, 454 
Morning energy loading, 37-38, 149, 

478, 488 

451-455, 474, 476 

399-400, 406-407 

207-208, 215-218, 339, 485-486 

Lake 

172-173, 268, 312-313, 407-408, 415, 
425, 435-436, 467-468, 474, 479, see 
also Diurnal regimes in ecosystem 
energetics 

Morocco, 226 
Mosaics of ecosystems, 3-4, 24-25, 

213-214, 414-415, 423, 486-487 
carbon-related, 200, 224, 245-249, 390, 

dissected terrain, 49-50, 222, 267, 317, 

urban interfaces, 433-434, 439 
water-related, 220, 354, 365, 418, 425 

414, 419, 422-423 

418, 423 

Moscow, 72-73, 77, 90, 344, 440, 446, 

Mt. Fuji, 149 
450-451 

Mulches, 343-344 
Multidisciplinary contributions to 

energetics, 13, 485-487 
Myths, 488 

dew, 289 
evaporation, 263-264, 357-358, 478 

N 

Natick Laboratories, 46 
National parks, 212 
Natural ecosystems, significance, 212-213, 

354 
Natural resources, 488-489, see also 

Radiant-energy absorption; 
Productivity; Aquatic ecosystems; 
Kinetic energy; Ecosystem contrasts 

Nebraska, 241, 306 
Needle ice, 274 
Net all-wave radiation, see All-wave 

Net longwave radiation, see Longwave 

Net radiometers, 171, 464, 482 
Netherlands, 279, 386 
Newcastle, N.S.W., 336, 440 
New England, 263, 266, 272, 355, 374, 

383, 414, 453 
New Guinea, 219, 249 
New Hampshire, 201, 208, 218, 414, see 

radiation exchange 

radiation, exchange 

also Hubbard Brook Experimental 
Forest . 

New Mexico, 280-281 
New Orleans, 445 
New South Wales, 214, 284, 290, 344, 358, 

384, 389-390, 483; see also Newcastle; 
Hunter Valley; Krawarree 

449, 453 

372, 374, 385, 421, 476-477, 484, 486 

New York, 246, 248-249, 319, 442, 446, 

New Zealand, 238-239, 246, 253, 279, 327, 

Nigeria, 115, 220, 224, 315 
Niigata, 167 
Nocturnal cooling, 145, 156, 163, 273-274, 

332, 336-338, 342-343, 361, 425, 451, 
468, 475, 480, see also Frost 

longwave radiation 
Nocturnal radiation, see Incoming 

Node energetics, 429-456 
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North America, western, 60, 68, 262, 265, 

North Dakota, 358 
North Sea coastal region, 25, 105, 

No-till farming, 130, 244, 474 
Nutrients, energy cost, 210, 237-239, 244, 

271, 379-380 

108-109, 315, 421 

372 

0 

evapotranspiration 
Oasis effect, see Advective energy in 

Oats, 246 
One-layer ecosystems, 19-20, 397, see also 

Desert ecosystems 
ONeill, Nebraska, 306, 484 
Ontario, 273, 358, 371, 375-376, 386 
Orchard ecosystems, 107-108, 158, 242, 

Oregon, 184, 190-191, 213, 223, 227, 270, 

Organic farming, 239-240 

274, 333 

372, 375, 383 

P 

Pacific storms, 383-384 
Palmer, Alaska, 173-175 
Pamirs, 67, 104, 109, 127, 319 
Paris, 317, 449 
Partitioning energy outputs, see Energy 

Pavlovsk, 38, 46 
Pawnee National Grassland, 211-212, 324 
Peat, 211, 342-343, 345, 358, 364-365, 

419-420 
Periodic variations over time, see Annual 

regimes in ecosystem energetics; 
Diurnal regimes in ecosystem 
energetics 

budgets, partitioning energy 

Permafrost, 296, 326 
Peshtigo fire, 221-222 
Phenological phases, 20, 122, 127-129, 

Philippines, 219-220 
Phoenix, 106, 116 
Photosynthesis, 6, 124, 139, 181-193, 465, 

196-197, 314-316, 400 

see also Productivity 

Pineapple, 186, 228, 291 
net, 190-192 

Pine ecosystems, 8, 17, 107, 115-116, 131, 
291, 399, 401, 403, 406-408, 416, 419, 
422, 473, 481 

Pitcher plant energy budget, 486 
Planck’s law, 34, 143, 155 
Poland, 360 
Pollination, 36, 46, 120, 194-195, 422 
Pollutants, see Aerosols; Eutrophication; 

Poona, 85, 106 
Potatoes, 196, 475, 480 
Potential energy 

Biocides; Carbon dioxide 

in ecosystem environments 
atmospheric, 317, 320, 375-376 
groundwater, 372, 375 
snow, 373-374 
water power, 7, 373-375 

in ecosystems, 370-372 
in soil, 372 
in water, 8, 352, 372, 377 

Power plants, 430-432 
Processes coupling gosystem with 

environment, see Coupling of 
ecosystems 

Productivity 
allocation, 193-195 
annual regime, 196-197 
conditions for, 187-188, 192-193, 

gross primary, 181-188 
modeling, 185-186, 192-197, 485 
moisture effect, 186, 196-198 
net primary, 188-195, 246, 248 
radiant energy, 182-184 
spatial diversity, 198-201, 419, 421 
year-to-year variation, 197-198 

195-198, 404-406 

Productivity profiles, 404-406 
Profiles 

of ecosystem structure, 13-18, 396-399, 

of productivity in ecosystems, 404-406 
of radiation in ecosystems, 18-21, 352, 

of turbulent fluxes in ecosystems, 17, 

402-404, 407, 409 

399-402, 404, 406 

21-25, 402-409, 475-476 
Pyranometers, 57, 80-81 

Q 
Quebec, 115, 177, 236, sec nlso Montreal 
Queensland, 196, 207, 209, 319, 383 
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R 

Radiant energy, recycling, 163-165 
Radiant-energy absorption, 114-132, 

215-216, 279, 303, 308, 317, 464-466 
annual regime, 6, 123-124, 127-129, 

contrasts among ecosystems, 130-131, 

determination, 117-1 18 
diurnal regime, 121, 125-126, 279, 292, 

episodic variations, 126-129, 466-469 
geometry, 118-119, 279-280, 296 
photosynthetically active radiation, 6, 

role, 132, 287, 464-470 
solar infrared, 121, 123 
spectrum, 5, 119-125, 182-183 
ultraviolet, 120 
urban interfaces, 435-437, 440-441 
year-to-year variations, 129-130 

469-470 

416 

467-468, 479-480 

20, 120-121, 123 

Radiant-energy intake, see Radiant-energy 

Radiation 
absorption 

deficit, see All-wave radiation exchange, 

laws, 33-35, 142-143, 155 
longwave, see Incoming longwave 

net deficit 

radiation; Emitted longwave 
radiation; Longwave radiation, 
exchange 

radiation exchange 
net whole-spectrum, see All-wave 

night, 163 
solar, see Solar radiation 
surplus, see All-wave radiation 

exchange, net surplus 
transmission (optically active layer), 

snow cover, 137, 260-261 
Rain, 278, 292, 297 
Raindrop impact, 376-377 
Rainwater as energy flux, 263, 297, 337 
Rayleigh scattering, 41-42, 56-59, 62, 400 
Reading, England, 448 
Refineries, 430 
Reflected longwave radiation, 157 
Reflection, see Ecosystem absorptivity 
Remote sensing, surface temperature, 118, 

143-144, 417, 439, 449, 453 

Reproduction, energy allocation, 194-195, 

Reservoirs, evaporation from, 359-360 
Residues 

344 

animal, 228, 239 
crop, 225, 227-228, 237, 243, 389 
forest, 226-228, 430-431 

diffusion of water vapor, 23, 281-288, 

external, 23, 185, 187, 283-287, 474 
stomata], 185, 281-285, 288, 294, 296, 

Resistance 

294, 296, 474 

474 
Resolute, Canada, 38, 88-89, 109 
Respiration, 14, 188-190, 198 
Rhone Valley, 379, 390, 421 
kce,  195, 238, 242-243, 355, 358-362, 365, 

383, 399, 407, 475, see also Aquatic 
ecosystems 

398, 418 
Riparian ecosystems, 219, 280-281, 365, 

Rockies, 266, 269, 272, 373, 378, 384-385 
Rosette plants, 480 
Rothamsted Experimental Station, 145, 

Runoff 
210 

overland, 374 
stream, 270, 374-375, 377-378 
subsurface, 372, 375 

S 

Sacramento, 437, 439, 451 
Sacramento Valley, 224, 226 
Sahara, 318 
St. Louis, 435-436, 440-441, 452 
St. Paul, 173-175 
Salt, 447 
Saltcedar, 281, 418 
San Diego, 418 
San Dimas Experimental Forest, 208-209, 

Sand dunes, 318, 384 
San Francisco, 446 
Saskatchewan, 290, 294 
Scale of size, 3, 12, 188, 475, see also 

individual energy fluxes 
Scandinavia, 265, 271, see also Sweden; 

Denmark; Finland 
Scotland, 66, 176, 375 

212, 218 
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Sea of Galilee, 363 
Seasonality, energy budget, 6-7, 21, 

337-341, 344-345, 419, 424-425, 
469-470, 483-484, see also Annual 
regimes in ecosystem energetics 

Sensible-heat expressions, 308-31 1 
Sensible-heat flux, 21, 303-320, 402-404, 

annual regime, 312, 314-315, 469-470 
as response, 303, 308, 465 
determination, 311-312 
diurnal regime, 312-313, 467-468, 479 
downward, 262-265, 306-313, 317, 357, 

effect on atmosphere, 304-306, 312-313, 

energetics 

407-408 

365 

317-320 

emitted longwave radiation, 304 
latent-heat flux, 281, 292, 307, 

modeling, 308-311 
radiant-energy absorption, 303, 308, 

substrate heat flux, 303, 306, 309-310, 

314-317, 480-484 

317, 467-471, 479 

318, 331-336, 478-480, 483-484 
episodic variations, 307, 312-315, 

evaporation, 280-282, 285-286, 

factors 

468-469, 476-477 

289-290, 297 

atmospheric structure, 304-307, 

cold advection, 319, 476-477 
ecosystem orientation, 317-318 
moisture status, 306, 313-315, 317, 

phenological stage, 314, 316 
roughness, 304, 310, 474 
stratification, 303, 308, 315, 402-404 
surface temperature, 303, 308, 

ventilation, 304, 308-311, 465 
warm-air advection, 307, 309, 315 

476-477 

467 

314-315, 465 

gate function, 305-306 
internal, 303, 315, 402-408 
midday rates, 311, 313, 317, 320 
profiles, 402-404, 406-408 
significance for ecosystems, 303-304, 

306, 311, 319-320, 406-408 
snvw melting, 262-265, 267-271, 307 
urban, 452-454 

Sensible-heat pulse, 312-313, 317 
Severe storms, 244, 319, 385-386, 389 
Shading, 44, 49-52, 89, 125, 198-199, 

218-219, 267, 271-272, 336, 355, 358, 
398-400 

Shafrikan, 127, 131, 144, 146, 164, 329, 

Sheep, 142, 214-218, 236, 421, 485 
Shelterbelts, 24-25, 379, 381-382, 385, 

Shelter effects, 21-25, 398, 414, 420-421 
Shopping centers, 340, 442-443, 451 
Shrub ecosystems, 131, 194, 197, 201, 221, 

223, 389, 467-468, 476-477, see also 
Chaparral ecosystems 

canopy architecture, 22-23, 259, 295, 

evapotranspiration, 295 
radiation absorption, 131, 138, 467 
snow cover, 259, 268 

334-335, 342, 467, 479-480 

390, 421 

397-398 

Siberia, 345, see also Iakutsk 
Sierra Nevada, 7-8, 43, 52, 72-73, 101, 

126-127, 164, 174-175, 212, 259, 
263-264, 266-267, 399, see also Central 
Sierra Snow Laboratory 

Sinai, 115, 332 
Slope influence, see Terrain influences 
Snow, off-site movement, 371, 373-374, 

Snow cover, 7-8, 258-272, 372, 384 
378, 384 

absorptivity, 115-116, 119, 121-123, 

crust formation, 268, 273 
dissected terrain, 259-260, 272, 373-374 
in ecosystems, 7-8, 258-272, 384, 419 
energetics, 7-8, 174-175, 261-271, 

advective circulation, 269-271 
altitude effects, 259, 264, 272 
anticyclonic circulation, 266-271 
budget concept, 265-266 
diurnal regime, 267-269, 273 
episodic fluctuation, 263, 269-271, 

fluxes, 262-265, 267-268, 273, 338, 

latent-heat flux, 262-265, 267-271, 

modeling, 265-266, 274, 478 
radiant-energy absorption, 174-175, 

127-128, 174, 260-265 

417-418, 471-472 

468-469, 471-472 

340-341 

289 

268, 270-271 
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sensible-heat flux, 262, 264-265, 

substrate heat flux, 261-263, 471-472, 

surface temperature role, 263-266, 

spatial diversity, 259, 266-267, 

weather effects, 267-271 

267-271, 307 

478 

268, 273 

271-272 

environment, 259-260, 266-267, 271 
evaporation of, 263-264 
melting, 137, 261-272 
metamorphosis 

absorptivity changes, 260-261, 265 
energy sources, 260-262, 270 
radiation transmission, 260-261 

patchy, 260, 267-268, 272, 418 
refreezing, 260, 273 
roughness, 261, 264, 267 
surface temperature, 137, 260-265, 273 
thermodynamic characteristics, 260-261 
thermodynamics, 260-272 
urban, 435, 447-448, 451 
vapor pressure, 260, 264 

Snow creep, 372 
Snow Investigations, 266-268, 488 
Snow loading, 370-371 
Snow melting, see also Snow cover 

advective circulation, 269-272 
anticyclonic, 266-269 
artificial, 263 
energy fluxes, 7-8, 264-266, 478 
energy sources, 8, 261-262, 488 

energetics 

Snow meltwater, 7-8, 268-270, 359, 372, 

Soaring, 305, 317, 425 
Soil as habitat, 210, 324, 339-340, 

343-344, 405 
Soil climate, see Soil temperature; Soil 

moisture; Substrate heat flux 
Soil creep, 374-376 
Soil erosion, 246, 249, 372, 374-379, 384, 

Soil-heat flux, see Substrate heat flux 
Soil moisture, 27, 247, 281-282, 288, 290, 

374-375 

389-390 

292, 294-296, 313-315, 326, 338-339, 
414, 418-419, 470-473 

soil surface temperature, 137, 140-141, 

Soil temperature, 26-27, 141, 210-211, 
145-146, 332, 336, 344 

223, 338-341, see also Surface 
temperature 

relation to substrate heat flux, 325 
role in ecosystems, 324, 338-345, 405, 

see also Soil as habitat 
Soil temperature effects 

carbon release, 209-21 1 
fauna, 339-340, 405 
nutrients, 324 
root activity, 324-325, 338-339 

Soil transport, 374-379, 390 
Soil water, freezing, 273-274, 326, 375 
Solar altitude, 35-38, 46-50, 58-59, 62, 

Solar azimuth, 35-37, 49-50 
Solar-energy utilization, 38, 46, 90, 130, 

Solar ponds, 352 
Solar radiation 

64, 75-76, 118-119, 168 

335, 352, 388, 436 

annual regime, 37-39, 45, 48-49, 53, 
65-66, 73-76, 78-79, 85, 88-89, 

collectors, 36, 38, 46, 90, 130, 163, 335, 
352, 388 

correlation with incoming longwave 
radiation, 103, 124-125, 129-130 

depletion, 39-45, 56-62, 398-400, 435 
440 

diffuse, 56-68, 71-76, 82, 90, 119, 

128-1 29 

183-184, 279-280, 399-400, 415, 
435, 440 

direct beam, 19, 31-53, 71-75, 118-119, 
168-171, 259, 267, 270-272, 296, 

diurnal regime, 37-39, 48-49, 64-65, 

effect on productivity, 182-184, 186, 

episodic variations, 84-88, 128-129 
geometry, 18-19, 35-41, 45-50, 57-60 
infrared (0.7-4 pm), 32-33, 59, 80, 121, 

interdiurnal variability, 86-88, 90 
latitude effect, 37-39, 52-53, 62, 80, 

measurement, 56-57,. 80-82 
normal incidence, 45-46 
photosynthetically active, 18, 32-33, 

120-121, 168, 182-184, 339, 
351-353, 400-401, 440 

317, 399-400, 415, 440, 449 

83-84, 291-292 

192-193, 198-199, 228, 398-400 

182, 351, 355, 400, 401 

83-85, 87-89, 91-92 

52-53, 59-60, 63, 71, 79-80, 89, 
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Solar radiation (cont.) 
profiles, 399-402, 404, 406 
slopes, 49-51, 67-68, 89-90 
spatial contrast, 37-45, 49-53, 67-68, 

total, 72-92, 259, 262, 264, 266-271 
ultraviolet, 32-33, 58, 79, 120, 353 
visible, see Solar radiation, 

photosynthetically active 
year-to-year variability, 45, 65, 88-89, 

129-130 

89-92, 296-297, 415 

Sound absorption, 381-382 
South Australia, 209, 227, 334, 422, 

430-431, see also Adelaide 
Space heating, 245, 442-445, 454, 474 
Spain, 252 
Spatial contrasts, mesoscale, see 

Ecosystem contrasts 
Spatial distribution at ecosystem scale, see 

Ecosystem contrasts; Mosaics of 
ecosystems 

Spatial linkages, mesoscale, see Ecosystem 
linkages 

Spectrum, solar, 32-34, 56-58, 62-65, 

Steam fog, 280 
Stefan-Boltzmann relation, 35, 142-143, 

Stockholm, 303, 444 
Strata energetics, 398-409, 466, 480-481 

comparison to strata hydrodynamics, 

diurnal regime, 407-408 
temperature-dependent fluxes, 402-404, 

temperature-independent fluxes, 

79-80, 119-121 

155 

14, 396, 407 

406-408, 466 

398-401 
Strata in ecosystems, 3-4, 14-15, 198-199, 

211, 396-409 
absorptivity, 18-21, 400-401 
energy budgets, 405-409, see also Strata 

energetics 
heat sinks, 403, 408 
heat sources, 303, 402-404, 406, 408 
longwave radiation, 107, 400-401 
solar radiation, 17-20, 198-199, 398- 

structure, 13-18, 396-399, 406-407 
vapor sources, 295-296, 404, 406, 408 
ventilation, 21-25, 28, 402-405 

401 

INDEX 

Stratification, 3-4, 14-18, 107, 198-199, 
218, 303, 308, 315, 333, 350-352, 
396-409, see also Canopy architecture 

of ecosystems for analysis, 396, 404-409 
urban, 434, 451, 453 

Stream ecosystems, 355-356, 359, 

Streets, 289, 438, 447-449, 452, 455 
Structures, 67, 380, 384-385, 433-434, 

377-378, 398 

438-440 
energy losses, 290, 318-319, 443-444, 

448-449 
Stylo, 196, 197, 199 
Substrate heat flux, 251, 287-289, 296, 

324-345, 360-366, 405, 451 
cities, 251, 335, 340, 438-439, 451, 453 
densities 

annual regime, 326, 337-341, 344, 

diurnal regimes, 326, 332-338, 
451, 469-470, 480 

341-344, 405, 451, 453, 467-468, 
480 

episodic variation, 337, 468-469 
modified, 327, 335, 340-341, 343-344, 

spatial patterns, 341-345 

latent-heat flux, 335-336, 342, 480, 

modeling, 465 
partitioning, 332-336, 359, see also 

* Thermal admittance; Aquatic 

radiant-energy absorption, 335 
sensible-heat flux, 306, 309, 318, 

438, 451 

energetics 

483 

ecosystems 

331-332, 334-336, 468, 478-480, 
483 

soil temperature gradient, 325 

ecosystem management, 340-344 
mineral composition, 326, 342-343 
snow cover, 331, 338, 340-341, 344, 

soil conductivity, 325, 328-329, 333 
soil depth, 326-327, 344 
soil moisture, 26-27, 325-327, 333, 

terrain, 341-343 
thermal admittance, 26, 328-336, 

factors, 324-333, 465 

478 

338-339, 341-342 

342-343, 471-472, 480 
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thermal capacity, 27, 325-326, 

thermal diffusivity, 328-331, 339 
vegetation density, 327, 336, 343-344, 

328-331 

355 
forest ecosystems, 223, 327, 344 
grassland ecosystems, 329, 336-338, 

significance, 324, 327, 338-345, 405 
snow-covered soil, 261-263, 270-271, 

Substrate heat pulses, 334-338, 341, 405 
Substrate heat storage, 326-327, 334-335, 

341-345, 405, 420, 425, 451, see also 
Soil temperature; Aquatic ecosystems 

augmented, 327, 335, 341, 351-352, 362, 

341, 344 

331, 338-341, 344 

438, 451, 453 
Suburbanization, 446-449 
Succession, 184, 219, 486 
Sugar beets, 183, 193 
Sugar cane, 186, 188-190, 243 
Sultriness, 102 
Summer, 7, 53, 73, 80-81, 102, 120-121, 

196-198, 294, 319, 339, 377, 425, 
125, 139-140, 168, 175-177, 184, 

469-470, 480 
Sundance fire, 223 
Sun flecks, 50-51, 399-400 
Sun pits in snow, 119-120 
Sunshine duration, 44-45, 72 
Surface roughness, see Ecosystem- 

Surface temperature, 132, 136-150, 265, 
roughness 

416-417 
annual regime, 146-147, 469-470 
determination, 142-144, 416-417, 485 
diurnal regime, 145-146, 165-166, 332, 

energetics significance, 19, 132, 
336, 357, 449-450, 467-468 

139-142, 149-150, 216-217, 265, 
289, 308, 416-417, 466, 473 

modeling, 132, 144, 216-217, 266, 333, 

spatial variation, 147-150, 416-417, 419, 

vapor concentration, 263-264, 278-279, 

416-417, 464-466, 475, 482 

421, 449-450, 475 

282-283, 357 
Swamps, see Aquatic ecosystems 
Sweden, 227, 289, 405, 442-444, 447 
Swidden, 219-220, 224 

Switzerland, 373-374, 388, 390, see also 
Alpine ecosystems 

Sydney, 446, 448, 453, 474 
Synoptic-scale variations over time, see 

Episodic fluctuations in ecosystem 
energetics 

T 

Tacubaya, 88-89 
Taiwan, 374 
Tashkent, 38, 65-66, 75, 104-106, 

Tasmania, 178 
Tbilisi, 64, 66-67, 176 
Temperature, see Air temperature; Surface 

temperature; Aquatic ecosystems, 
heat storage 

147-148, 172, 176 

Temperature-effective energy, 303 
Temperature gradients, 308-309, 325, 

Temperature-independent energy fluxes, 
402-406, 475 

132, see also Radiant-energy 
absorption 

Terrain 
concave topography, 13, 21, 259, 422 
dissection by mechanical energy, 

372-378, 383, 414, 487 
geologic factors, 3, 28, 267, 318, 

342-343, 383-384, 413-414, 486-487 
slope ecosystems, 19, 49-51, 67, 89-90, 

108, 224, 259, 317, 373-379, 390, 
415-416, 418 

Terrain influences, 413-426 
caloric equivalent, 259, 272 
carbon and water conversions, 194, 222, 

224, 259-260, 272, 296-297, 365, 
377, 487, see also Ecosystem 
contrasts 

ecosystem linkages, 373-379, 390-391 
evapotranspiration, 296-297, 365 
kinetic energy, 21, 383-384, 388, 390, 

radiant-energy absorption, 49-51, 67, 

solar radiation, 46, 49-51, 67, 89-90, 

substrate heat flux, 318, 342-343, 420 
surface temperature, 147-148 
turbulent energy fluxes, 296-297, 318 

420-421 

89-90, 108, 167, 259, 415-416 

259, 415-416 
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Terrestrial radiation, see Incoming 

Texas, 149, 237, 240-241, 465, 473 
Thawing of soil, 272 
Theresa Marsh, Wisconsin, 353 
Thermal admittance, 26, 308-311, 

longwave radiation 

328-336, 342-345, 420, 438-439, 467, 
471-472, 478-479 

Thermal capacity, 305, 308, 325-326, 331, 

Thermal conductivity, 309-310, 325, 

Thermal inertia, see Thermal admittance 
Thermal radiation, see Incoming longwave 

radiation 
Thermal updrafts, 305, 317, 425 
Thermodynamics 

350 

328-331, 337 

of ecosystems, see Ecosystem energetics 
first law, 1, 175, 407, 463-464, 475, 

483-489, see also Ecosystem 
energetics 

second law, 1, 387, see also Energy 
quality 

of snow cover, 260-272 
Thermodynamic stability, 21-22, 306-312 
Thunderstorms, 385-386 
Tidal energy, 365, 376 
Tillamook fire, 223 
Time variations, 188, see also specific 

fluxes; Annual regimes in ecosystem 
energetics; Diurnal regimes in 
ecosystem energetics; Episodic 
fluctuations in ecosystem energetics 

Tlaxcala, 225, 354 
Tokyo, 167, 435, 441 
Topoclimatology, see Ecosystem contrasts; 

Tornadoes, 386 
Townsville, Australia, 383 
Transpiration, see Evapotranspiration 
Transportation 

Energetics contrasts 

energy supplies, 250-252, 446 
national scale, 249-250, 252-253 
off-farm energy costs, 239, 245, 249 
on-farm energy costs, 249-250, 373 
people, 252-253, 384, 446-449 

Transport costs, 249-253, 384-385, 430, 

Travel energy cost, 217-218, 237, 239, 245, 
433, 444-449 

249-253, 384, 446-449 

Tree crops, 405 
Trees, sw d s o  Forest ecosystems 

urban, 434, 436-437, 439-440, 444, 452 
wind shaping, 379, 381-382 

Tundra ecosystems, 18, 140, 191, 196, 201, 

Turbidity, see Aerosols 
Turbulent heat fluxes, see Bowen ratio; 

Turkestan Range, 313, 317 

207, 295, 326, 406-407, 468 

Evapotranspiration; Sensible-heat flux 

U 
Ukraine, 80, 319 
Uncertainty, see Episodic fluctuations in 

ecosystem energetics; Year-to-year 
variability of ecosystem energetics 

Understory in forest, 198-199, 398 
Ungava, 268, 418 
United States, 43-45, 86, 238-239, 243, 

midwestern, 87-89, 91, 262, 294, 315, 
246, 249-253, 360, 374, 433, 438, 447 

341, 343, 353 
Units, 9 
Uppsala, 176, 452 
Ural Mountains, 271 
Urban atmospheres, 43, 51, 90, 164-165, 

radiation, 43, 80, 108, 164-165, 435, 
213, 435, 437-438, 451-454 

440-441 
Urban circulation, 434, 444-449 
Urban ecosystems, see Urban interface 

characteristics; Urban interface 
energetics 

Urban heat stress, 441, 443, 451, 453 
Urban interface 

characteristics, 420, 433-440, see also 
Urban atmospheres; Urban 
substrate 

circulation intensity, 434, 444-449 
component ecosystems, 433-434, 

depth, 434, 453 
green area, 434, 439, 444, 450, 456 
ice, 289, 449 
land uses, 439-440, 442-444, 448-449 
moisture status, 437, 439, 452, 454 
roughness, 437-438 
stratification, 434, 451, 453 
texture, 433-434, 439 

438-439, 448 
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thermal admittance, 438-439, 451, 454 
variations over time, 130, 439 
ventilation, 437-438, 451 

emitted longwave radiation, 160, 

fossil-energy augmentation by land 

fossil-energy augmentation for 

energetics, 433-456, 486 

450-451 

use, 319, 420, 441-444, 455, 474 

circulation, 213, 263, 420, 
444-449, 474, see also Streets 

modeling, 435, 451, 455 
radiant-energy absorption, 47, 51, 90, 

108, 130, 164-165, 435-437, 
440-441 

sensible-heat flux, 189, 318-319, 

street surfaces, see Streets 
substrate heat flux, 438-439, 451, 453 
turbulent fluxes, 437-438, 451-455 
variations over time, 453-456, 486 

452-454 

temperature, 149, 449-450, 453 
Urban microenvironments, 434, 439, 

442-444, 453, 456, see also Structures; 
Streets 

Urban sprawl, 448-449 
Urban substrate, 438-439, 451, 454 
USSR 

carbon and water conversions, 201, 212, 

energetics research, 62, 171-174, 212, 

mechanical energy, 374, 421 
radiant-energy absorption, 46-47, 60, 

substrate heat flux, 331, 340 
turbulent energy fluxes, 308, 315, 319, 

see a h  Alekhin National park; 
Asia, central; Iakutsk; Leningrad; 
Moscow; Pavlovsk; Siberia; 
Tashkent; Tbilisi; Ukraine; 
Voeikovo 

265-266, 270-271, 471-472 

266, 308, 487 

62, 65, 80, 124, 171-174, 178 

Utah, 236 

V 

Valve effect, 306-307, 313 
Vapor removal from air, 263-264, 

289-290, 443 

Variability, see Annual regimes in 
ecosystem energetics; Diurnal regimes 
in ecosystem energetics; Episodic 
fluctuations in ecosystem energetics; 
Year-to-year variability of ecosystem 
energetics 

contrasts 
Variation over space, see Ecosystem 

Variation over time, 82-83 
aperiodic, see Episodic fluctuations in 

ecosystem energetics; Year-to-year 
variability of ecosystem energetics 

ecosystem energetics 

ecosystem energetics; Diurnal 
regimes in ecosystem energetics 

ecosystem energetics; Diurnal 
regimes in ecosystem energetics 

Ventilation, ecosystems, 12-17, 21-25, 

interdiurnal, see Episodic fluctuations in 

periodic, see Annual regimes in 

rhythmic, see Annual regimes in 

185-187, 267, 281-285, 304, 308-311, 
370-371, 389, 402, 406-409, 420-422, 
434-438, 451, 474-477 

Vermont, 263, 387, 430 
Victoria, 240, 248, 432, see also Aspendale; 

Vineyards, 22, 333-334, 422 
Virginia, 355-356, 379 
Voeikovo, 65, 117, 129, 173-174, 177 
Vulnerability 

Melbourne 

of circulation systems, 247, 251-253, 
371, 384, 386, 447-449 

of cities, 383, 389, 443-456 
of ecosystems, 214-215, 218-219, 

222-226, 241, 245, 247, 372-375, 
377-379, 383-386, 388-389 

W 

Wairakei, New Zealand, 327 
Walls; 67, 435-437, 449-451 
Warm-air advection, see also Mesoscale 

advection 

as latent heat, 263-264, 269-270, 289 
as sensible heat, 262, 264, 269-270, 

to evaporating ecosystems, 286, 294, 

delivery of energy 

286, 306-309, 357-358, 408 

297, 358 
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Warm-air advection (cont.) 
by longwave radiation, 105, 164-165, 

to snow cover, 251, 262-264, 269-270 
269-270 

Washington D.C., 319 
Washington (state), 384 
Wastewater, 445-447 
Water 

as habitat, 350-355, 359-360, 362, 

energetics role, 470, see also Ecosystem 
contrast factors, soil moisture 
status; Soil moisture 

properties, 350-351, 470 

364-365 

supply 
energy costs, 213, 220, 240-242, 244, 

temperature, 195, 350, 352, 355, 359-360 
transport, 374, 377-379, 44.5 

Water vapor, 42, 98-100, 102, 16.5 
Water vapor flux, see Evapotranspiration; 

Wave energy, 383-384 
Weather impacts, see Vulnerability; Kinetic 

307, 317, 44.5 

Latent heat of condensation 

energy; Episodic fluctuations in 
ecosystem energetics 

Weeds, 199, 354 
West Virginia, 356 
Western Australia, 138, 295 
Wetlands, see Aquatic ecosystems 
Wheat, 191, 196, 242-243, 422 
White Mountains, New Hampshire, 201, 

Wien, 20, 66, 104-106, 123, 128, 434-436, 

WiIIamette Basin Snow Laboratory, 209 
Willamette Valley, 148, 224 
Wind effect 

218 

448-450, 452 

on evaporation, 284-288, 361 

on evapotranspiration, 280-281, 

on vegetation, 187, 379, 381-382 
Wind energy utilization, 352, 386-388 
Windfall, 24, 383-390 
Windmills, 386-388 
Wind shear, 380-381 
Windsor, Canada, 104, 108, 435 
Wind stress, 380-381, 384 
Wisconsin, 81, 91, 198-200, 212, 221-222, 

237, 239, 245-249, 335, 338, 340-341, 
399, 432, 443, 473, see also Milwaukee; 
Lake Mendota; Lake Michigan 

287-288, 358, 474 

central, 241, 352, 362 
northern, 221-222, 237, 385 
southeastern, 105, 246, 353, 362-364, 

southwestern, 146-147, 247-248 
371 

Y 
Yale Forest, 107, 127, 401 
Year-to-year variability of ecosystem 

energetics 
all-wave radiation, 176-177 
carbon conversions, 197-198, 218-219 
latent-heat conversions, 294-295, 

surface temperature, 160 
temperature-independent fluxes, 45, 67, 

364-365 

88-89, 105, 107, 129-130, 470 
Yellowstone National Park, 212, 327 
Yield, see Productivity 
Yugoslavia, 379, 385 
Yukon, 109, 164 

Z 

Zurich, 213 
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