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Preface

The discovery of X-rays by Wilhelm Conrad Röntgen dates back to nearly
125 years. Despite their “age,” the research and discoveries that have been made
in the past and today make X-rays one of the most powerful analytical tools
available today. The discovery of this part of the electromagnetic spectrum has
seen many applications. First, used for medical purposes by Röntgen himself,
who found that the newly discovered rays can penetrate and at the same time can
be absorbed by different types of matter. Therefore, it was now possible to image
the human body. Later, Max von Laue showed that they are a higher-frequency
part of the electromagnetic spectrum where natural light is also a part of. This led
to his work on diffraction of X-rays, which to this day is used to investigate the
crystalline and amorphous structure of solids. Finally, Moseley found that every
element emitted characteristic X-ray radiation that can be used to determine
the qualitative and quantitative elemental composition of materials of different
types. This is the application that is most interesting for us – the spectroscopists.

X-ray fluorescence spectroscopy has now developed into an analytical tech-
nique that, due to its robustness and flexibility, can be used in almost all scientific
areas, in research, and above all in quality control in industrial production. The
technique has become so powerful because of its ability to analyze many different
material types, having a wide range of elements and concentrations. The sample
preparation is mostly simple or even not required, therefore making it possible
to fully automate the entire analysis process.

Even when one has many years of experience with the method, specific exper-
tise is still required to achieve reliable results, especially since the applications for
X-ray fluorescence spectrometry have been significantly expanded in recent years
due to new components being developed and becoming commercially available
for X-ray spectrometers. Examples of such are X-ray optics, new types of detec-
tors, and the availability of powerful computing technique and software solutions.

A combination of theoretical knowledge and practical know-how about the
materials to be examined, the best practices for sample preparation, and the
most suitable measuring instrument at optimal measurement conditions is
required to make the most precise and true analysis results. The intention of
this book is to summarize the experiences of the analytical community working
with X-ray fluorescence. For many years this community has convened at global
annual user meetings and conferences for X-ray fluorescence spectrometry,
covering all types of applications of X-ray spectroscopy. The work presented
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at these meetings shares new developments in the field of device technology
and provides information on the analytical capabilities of X-ray fluorescence for
known applications, for instance, in the analysis of metallurgical or mineralogical
samples. Interesting new applications are presented as well. These experiences
are the basis of this book in which we tried to summarize but also to preserve
this knowledge.

The book is addressed to current and future users of X-ray fluorescence anal-
ysis. It strives to provide suggestions and examples on how to use X-ray fluo-
rescence and what kind of results can be expected, as well as advice on suitable
preparation techniques and measurement conditions. Accordingly, in addition
to the method-specific basics, the book contains information about the essential
preparation techniques and a variety of material-specific applications that can
serve as the basis for your own current and future measurement concepts.

Many inspiring discussions and joint projects with numerous users and instru-
ment manufacturers have been included in this book. The authors want to espe-
cially thank Prof. A. Janßen, Ms.Sc. S. Hanning and many other colleagues not
mentioned here for their support of this work. Our special acknowledgement
goes to Dr. A. von Bohlen, he not only supported the project by a lot of discus-
sions but also provided our work with elaborated information about conditions
and applications for total reflection X-ray spectrometry.

Michael Haller dedicates his work in this book to the late Dr. Volker Röβiger.
Friend, mentor, and true Renaissance man, his enthusiasm and kindness were an
inspiration to all who had the privilege to know him.

Finally, thanks to the publisher Wiley-VCH for their support and smooth com-
pletion of this project.

We hope that this book will inspire and fascinate all readers using X-rays as an
analytical tool.

Michael Haschke, Jörg Flock, Michael Haller
Eggersdorf, Schwerte and Middletown

February 2020
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1

Introduction

X-ray spectrometry has been known as a method for element analyses for more
than 70 years and can be regarded as a routine method since the 1960s. This
means that there is a broad range of instruments available, and numerous ana-
lytical tasks are carried out routinely by X-ray fluorescence (XRF) analysis. For
example, XRF is used for the characterization of metallic or geological materials
or for analyses of solid or liquid fuels despite the fact that other elemental analyti-
cal methods have been developed and are readily available for these applications.
Among them are optical emission spectrometry with excitation both by sparks
and by inductively coupled plasmas and mass spectrometry. The high importance
of using XRF is due to the fact that one can achieve very high precision over a wide
concentration range. XRF also requires little effort with sample preparation and
the method can be automated.

Especially in the last 15–20 years, XRF has experienced a new boom mainly
because the technology has further developed, and new fields of applications
could be opened up. These include, among others, the analysis of layered mate-
rials and high-resolution position-sensitive analysis. This was made possible by
the availability of new components for X-ray spectrometers.

The development of high-resolution energy-dispersive detectors with
good count rate capability now allows precision measurements also with
energy-dispersive spectrometers. The simultaneous detection of a wide energy
range over a large solid angle made possible with these detectors allows not
only short measuring times but also special excitation geometries. It is therefore
now possible to achieve higher sensitivities in the detection of traces; further,
the fluorescence radiation of small surface areas can be detected with sufficient
intensity.

The development of various X-ray optics allows shaping of the primary X-ray
beam and thus the concentration of high excitation intensity on small sample
surfaces; this development was the key to opening up new applications in the
field for a spatially resolved analysis.

These developments have significantly expanded the range of applications of
XRF analysis.

However, the most important influence in the further development of XRF into
a routine method was the advances in data processing technology. These made it
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possible to automate instrument control as well as the evaluation of measurement
data. Not only was it possible to reduce subjective influences by a manual oper-
ator but also the processes during instrument control and measurement data
acquisition could largely be automated and made more effective. The evaluation
of the measurement data, such as the peak area calculation in case of overlapping
peaks, or the calculation procedures for the quantification could be expanded and
significantly refined by the available computing power.

These improvements have been particularly important because X-rays strongly
interact with the sample matrix, which requires complex correction procedures.
Nevertheless, in contrast to other analytical methods, the physics of these inter-
actions is very well understood and can be exactly modeled mathematically. Con-
sequently, in principle, standard-less analysis is possible, which again requires a
high computing effort.

As a result of these developments, new methodical possibilities for XRF
emerged, combined with an expansion of their field of applications. For this
reason, it seems to be meaningful to carry out an up-to-date compilation of
the applications currently being processed by XRF, in combination with a
discussion of both the necessary sample preparation and instrument-related
efforts and the achievable analytical performance. There are several very good
books available, which however, due to their date of publication, have not been
able to take into account the developments of the last 15–20 years (Erhardt 1989;
Hahn-Weinheimer et al. 2012) or they do not adequately address frequently used
routine applications, in particular in industrial analyses (Beckhoff et al. 2006;
van Grieken and Markowicz 2002).

The goal of this book is to focus on the practical aspects of the various applica-
tions of XRF. This leads to the discussion of the requirements necessary for the
analysis of the very different sample qualities, such as the type of sample prepa-
ration, the available measurement technique or the required calibration samples,
as well as the type and quality of the results to be expected with these efforts.
This appeared to be important, in particular, because XRF is often used in many
laboratories, but methodical studies are carried out only in very few of them.

This leads to the application aspects often not being understood very well. Con-
sequently, the analytical results are accepted without scrutinizing the influence of
sample state, preparation methods, and measurement parameters. This becomes
especially true because complete results are often available as the outcome of an
instrumental analysis and their quality cannot be correctly comprehended.

In order to assure the quality of the applications and their results, the analyst
must critically question all aspects of the test method. For this purpose, a basic
understanding of the influences of sample condition, preparation methods, mea-
surement parameters, and evaluation models used on the quality of the analytical
result is imperative.

Therefore, we are deliberately focusing on the daily laboratory work with
commercially available instruments. On the other hand, the interesting but not
routine applications of the method utilizing synchrotron radiation excitation
are not addressed. Nevertheless, methodical developments obtained on a
synchrotron are often incorporated into laboratory analysis, such as micro-X-ray
fluorescence (μ-XRF) or applications with grazing beam geometry. However,
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this book treats only laboratory applications. If any of these newly developed
methods have been implemented into special laboratory instruments these are
also presented as examples.

Despite the focus on the various applications, a brief introduction to the fun-
damentals of X-ray spectrometry and a comprehensive presentation of the basic
steps for a complete analysis are required in order to be able to relate in the fol-
lowing discussion of the individual applications.

The book therefore starts with a discussion of the analytical capability of X-ray
spectrometry in Chapter 2. The most important relations that describe the gener-
ation of the characteristic radiation are presented, and the individual steps in the
execution of an analysis follow, along with a brief characterization of their influ-
ence on the analysis result. Deeper descriptions of the physical bases are compre-
hensively given in other publications (e.g. Erhardt 1989; Hahn-Weinheimer et al.
2012; van Grieken and Markowicz 2002; Beckhoff et al. 2006).

In Chapter 3, the various sample preparation procedures typical for X-ray spec-
trometry are presented and their influence on the precision and trueness of the
analyses is discussed. Even though the sample preparation is generally regarded
as being very simple for XRF, it is important to carry it out carefully, appropriate
to the expectations of the analysis result.

In Chapter 4, the different types of X-ray spectrometers are discussed.
On the one hand, the general differences and application characteristics of
wavelength-dispersive and energy-dispersive instruments are examined; on the
other hand, the different instrument types as well as the instruments currently
available on the market are presented.

In Chapter 5, the essential steps for the measurement of a spectrum are
reviewed, in particular, the optimum selection of the measurement parameters
and the steps for the evaluation of the measured data. The first step is the
determination of the intensities of the fluorescence peaks, where different
procedures are used for wavelength- and energy-dispersive spectrometers. Then
quantification models and factors concerning the consideration of matrix inter-
action, both in the analysis of homogeneous samples and in the characterization
of layers, are presented. Here, a comprehensive and detailed description of the
theory of X-ray spectrometry is not required, since a series of detailed papers
are available (see, for example, Hahn-Weinheimer et al. 2012; Jenkins et al. 1981;
Lachance and Claisse 1994; Mantler 2006) and only very few new ideas have
been added in the last few years. In this chapter, further possibilities for the
evaluation of spectra are presented, in which the individual spectral components
are not considered separately, but the spectrum as a whole is evaluated by means
of chemometric methods.

Chapter 6 is devoted to the discussion of the classification, determination, and
evaluation of errors. The achievable analytical precision of XRF is determined by
the errors. In addition to the traditional treatment of errors with the Gaussian
error model, the principle of measurement uncertainty is also discussed. This
chapter is intended to qualify the expectations of an analytical result.

In Chapters 7 and 8, a brief comparison is made with other element analysis
methods, in particular atomic absorption and emission spectrometry as well as
mass spectrometry. The fundamentals of radiation protection when dealing with
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X-ray radiation, in particular when carrying out X-ray analysis experiments, are
compiled as well.

Based on these fundamentals, various applications of XRF, which have been
used already over a long time period or were introduced recently, are presented
and discussed. The presentation here is carried out according to the different
sample qualities or according to the analytical question.

Typical XRF applications are discussed first. Chapter 9 discusses the analy-
sis of homogeneous solid samples, such as various metallic materials, glasses,
or plastics. Chapter 10 describes the investigation of powdered samples, such
as geological samples, soil, building materials, slags, and dusts.

In Chapter 11, the different possibilities for analyzing liquids are presented,
either by direct analysis or, for example, by different enrichment procedures
to answer specific analytical questions. Applications with total reflection XRF
(TXRF) are dealt with in Chapter 12. Here, in addition to ultra-trace analyses of
liquids the analysis of very small sample quantities is the focus.

Descriptions of the analysis of nonhomogeneous materials cover a wide range
of analytical questions. This concerns inhomogeneities normal to the sample sur-
face, i.e. the characterization of layered materials (Chapter 14) along with their
different applications, as well as inhomogeneities in the sample plane and the
analysis of irregularly shaped samples (Chapter 15). In this case, only small sam-
ple areas are to be analyzed, which means a point analysis has to be carried out.
This is important when identifying particles or inclusions as also when analyzing
inhomogeneous materials.

Handheld instruments are increasingly being used for element analysis. Based
on this fact, the applications that up to now have been typical for this instrument
technology are presented in Section 15.4. It was possible to increase the efficiency
of this type of instruments significantly in recent years due to the miniaturization
of all hardware assemblies. In this way, their range of measurement applications
could be expanded continuously. An important factor for that expansion is the
possibility for “on-site” analysis, i.e. materials for analysis are no longer required
to be taken to a laboratory. However, the quality of the analyses is not as high,
mainly because of a very simplified or even completely missing sample prepara-
tion, undefined sample geometry, or contamination in the measuring environ-
ment.

A further important field of application of spatially resolved analysis, the deter-
mination of element distributions, is dealt with in Chapter 16. This method allows
not only the analysis of small areas on structured materials, but also the investi-
gation of their element distributions and therefore their more detailed character-
ization. Presentation of the examples for the distribution analysis is carried out
according to the different analytical tasks. For example, the analysis of geological
samples and of electronic assemblies as well as homogeneity tests of reference
samples is presented.

A specific problem is the analysis of archeological objects, because they cannot
be modified by preparation due to their uniqueness. Examples for such analytical
tasks are discussed in Section 16.5.

In Chapter 17, special applications of the XRF analysis are described.
This implies the high-throughput analysis (HTS) for the characterization of
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small sample quantities, chemometric spectral evaluation with the resulting
possibilities for material characterization, as well as speciation analysis.

Chapter 18 presents the requirements and conditions for the use of the XRF
in process analysis, with particular attention to the automation of sample prepa-
ration. Requirements and possibilities of automated analyses are given, but the
associated problems are pointed out as well.

Finally, in a brief discussion in Chapter 19 the assurance of the quality of analy-
ses by means of a corresponding quality management system in test laboratories
and also the requirements for the validation of test methods are mentioned.

All these applications are intended to demonstrate the wide range of possible
measurement applications of XRF as well as the analytical performance that can
be achieved.

At the end of the book, in Appendix A numerical data required for X-ray spec-
trometry is compiled in a comprehensive set of tables, and in Appendix B impor-
tant references with information on instrument manufacturers, basic literature
for the field of XRF spectrometry, important websites, as well as magazines, stan-
dards, and laws that help readers quickly find the right information and contacts
for solving their analytical tasks can be found.
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2

Principles of X-ray Spectrometry

2.1 Analytical Performance

X-ray analysis has been established as an important method for element analysis.
Already since Moseley’s discovery in 1913 that the energies of the X-ray lines
of individual elements differ from each other and depend on the square of the
atomic number of the emitting atoms, preconditions for using this method for
element analyses were given. However, it took several years until the first usable
equipment for routine analyses was available. In the 1930s the first laboratory
instruments were available, but they were not yet suited for routine analyses.

To this purpose, various instrumental prerequisites had to be developed, such
as an effective excitation source with sufficient intensity and high stability, the
supply of dispersive elements, i.e. crystals with high reflectivity and sufficient
size, and then also synthetic multilayers with larger d-spacings, detectors with
sufficient counting capacity, instruments that allow for simple and safe opera-
tion, in particular for sample positioning, and later also for radiation protection,
possibilities for measurement in vacuum, as well as the effective recording of
the measurement data and their evaluation. The first applications focused on the
identification of the elements present in a sample, i.e. a purely qualitative anal-
ysis. In this way, some elements could even be discovered, such as hafnium in
1923 (Coster, v.Hevesy), rhenium in 1925 (Tacke 1925), and technetium in 1947
(Perrier and Segrè 1947).

However, very soon the mass fractions of the different elements in the exam-
ined materials became interesting, mainly for the quantitative assessment of the
investigated materials.

After the availability of the first commercial equipment, very fast development
and distribution of X-ray spectrometry began. The following characteristics of
X-ray spectrometry have undoubtedly been of assistance in this process:

• X-ray spectra have much less lines per element than optical spectra. This
means that the lines in the spectrum are easy to identify and due to the
corresponding small number of line interferences the requirements for the
spectrometer resolution are not very high.

• All important parameters for the spectrometry depend on the atomic number
of the considered element, which significantly supports the interpretation and
evaluation of the spectra.
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• The analysis can be carried out on very different sample qualities. Both com-
pact solid samples and powder samples as also liquids and layered materials
can be directly examined.

• The analysis is nondestructive, i.e. the material to be examined is not consumed
or changed by the analysis. Therefore, the sample is available for further or
repeated examinations.

• A large element and concentration range is covered. All elements except very
light elements can be analyzed. The detectable element contents range from a
few milligrams per kilogram to pure elements, i.e. at least 5 orders of magni-
tude. In cases of specific excitation geometries, instrument designs, or prepa-
ration methods, the detection limits can even be lowered to the sub-milligram
per kilogram range.

• The development of novel components for X-ray analysis, such as X-ray
optics and energy-dispersive (ED) detectors, initialized a strong dynamic in
the development of new methodical possibilities. In recent years, therefore,
a clear extension of the application range of X-ray spectrometry could be
observed.

The analytical performance of X-ray fluorescence spectrometry (XRF), how-
ever, is characterized by further properties, which, in some cases, have a limiting
character.

• The analysis can be carried out with very high precision because the statistical
error can be kept very small due to the high measurable intensities. Typical
analytical errors for the analysis of homogeneous samples are between 0.3 and
0.5 rel. wt%. With corresponding methods, these limits can be even further
reduced.

• The analytical accuracy can be influenced by the type of sample preparation,
the selection of measurement conditions, the measurement sequences, and the
effort on data processing.

• The abovementioned high accuracies can be achieved only by comparative
measurements with samples of exactly known composition, i.e. by calibrations
using reference samples or primary substances (pure substances).

• The strong matrix dependence of the method can be considered as a limiting
factor. This means that the element intensities have a nonlinear dependence on
the sample composition. This makes quantifications more difficult and com-
plex.
During the development of X-ray spectrometry, it has been found that most
of the interactions of both the incident radiation and the fluorescence radia-
tion with the sample are physically very well understood and mathematically
describable.
This means that X-ray spectrometry is a very well understood analytical
method, which now can be used even standard-less, i.e. quantifications are
possible without the use of reference samples, only based on fundamental
parameters such as absorption cross sections, transition probabilities, fluo-
rescence yields, and others. This widely reduces the effort for the analyses
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of unknown samples, but it can also reduce the accuracy of an analysis.
In particular, exact knowledge of the fundamental parameters and of the
measuring geometry is required for high accuracy. On the other hand, in the
case of inaccurate knowledge of these parameters, the analysis accuracy is
limited.

• Typically, the analyzed sample volume is not very large. It is determined by the
size of the area under investigation and the information depth, i.e. the thickness
of the material that can be penetrated by the excited fluorescence radiation
and contributes therefore to the measurement signal. For correct analysis, this
volume should be representative of the material to be characterized.
The size of the excited area can be easily adjusted and depends substantially
on the homogeneity of the sample. The depth of penetration depends on the
energy of the fluorescence radiation of the investigated element as well as on its
absorption in the sample, i.e. from the composition of the matrix of the sample.

• X-ray fluorescence is known as a nondestructive analysis method that is capa-
ble of analyzing materials in various aggregate states, i.e. liquids, solid samples,
or powders. Nevertheless, in many cases modifications of the material to be
examined may be necessary for the analysis. These preparation procedures may
be necessary, for example,
– to adjust the material to be investigated to the instrument geometry, for

example, by detaching parts from a larger piece of the material, by filling
loose powder into a sample cup, or by pressing it into tablets;

– to generate a sufficient representativity of the analyzed sample volume for
the entire sample material, for example, by producing a planar sample sur-
face or by cleaning the surface from contaminations; or

– to avoid or reduce the influence of inhomogeneities of the sample material
on the analysis result, for example, by homogenization through grinding, by
dilution, or by the manufacturing of fusion beads.

• However, the analyses can mostly be carried out without any changes in
the aggregate state of the sample, i.e. the dissolution of solid samples is
not required. Therefore, the effort for sample preparation compared to
optical methods is relatively low and no or only slight dilution effects reduce
the sensitivity of trace detection and therefore avoid analytical errors by
contaminations.
Nevertheless, it should be noted that even in the case of XRF, sample prepara-
tion must be carried out very carefully in order to achieve the desired analytical
accuracy.

• Besides the analysis of homogeneous volume samples, the characterization
of layered systems with XRF is also possible. Under certain conditions, both
thickness and composition of layers can be determined. In this case, the mass
per unit area can be determined by measurement, which then has to be con-
verted into layer thicknesses and mass fractions by using the material density.
The determination of layer thicknesses is a very common analytical problem in
industrial process control of mechanical and electronic components or many
other electroplated products.
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• Another very important property of X-ray spectrometry is the possibility of
automation, in particular, the automation of the measurement process, includ-
ing data evaluation. In case there is no change in the sample type even sample
preparation can be automated. This results in a fast analysis, but above all it
provides for an analysis independent of subjective influences. Sample prepara-
tion and measuring operation can then be carried out under equivalent condi-
tions, which reduces the uncertainty range of the measurement.
Apart from this effect, the ongoing costs for analyses are reduced by means of
automation.

• The analytical problem of X-ray spectrometry can be very different and can be
classified into various “degrees of difficulty.”
Qualitative analysis can be considered as a simple task. In this case, it is only
necessary to determine whether certain elements are present in the sample or
not.
The next stage involves the monitoring of concentration ranges for selected
elements. In this instance, it must be determined whether the mass fractions
of the elements under consideration in the sample material are below or above
a certain limit. Here, often no direct quantitative analyses are required but only
a monitoring of the intensity level of the analyte. In this case, the matrix influ-
ence can be neglected because samples of similar qualities are investigated and
their matrices do not change significantly.
Without doubt, the most demanding analytical problem is the quantitative
analysis. Here, the elements present in a sample have to be identified at
first – for samples of same quality as in the case of quality control in the
production process, this is not necessary – and then their mass fractions or
their layer parameters have to be determined.

• The requirements regarding accuracy and sensitivity of the analysis can be very
different, resulting in the selection of
– the sample preparation method (homogenization of the sample, elimination

of influences of the surface roughness or of mineralogical effects)
– the measuring conditions (excitation conditions, measuring times, measur-

ing medium)
– the evaluation model and, if available, of the reference samples to be used

for the calibration to the accuracy requirements.
• Further, X-ray spectrometry can also determine element distributions of large

sample areas by using specific excitation conditions. For this purpose, the inci-
dent beam has to be concentrated on a small sample area. The sample then
needs to be moved under the fixed beam into the measuring position. This
offers the possibility for the analysis of non-regular sample surfaces and addi-
tionally for the characterization of inhomogeneous materials.

• By using specific excitation geometries and conditions, it is possible to influ-
ence the sensitivity of the method. For example, in the case of a grazing inci-
dence of the primary beam, the spectral background is greatly reduced and
hence the sensitivity of the measurement is significantly increased.
A similar effect can be obtained by using monoenergetic radiation for the exci-
tation. Here also, the spectral background is reduced and an improvement in
sensitivity can be achieved.
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• A large number of different X-ray spectrometry instruments are available, each
of which is designed for specific analytical tasks. A more detailed discussion of
the individual instrument types can be found in Section 4.3.

• The radiation sources used in laboratory analyses today are X-ray tubes. In
the past, isotope sources have been used as well. Another radiation source
includes synchrotrons. Their radiation properties, i.e. the high beam brilliance,
the polarization of the synchrotron radiation, or the possibility of generat-
ing monoenergetic radiation by means of appropriate X-ray optics, allow the
use of very dedicated measuring geometries and measurement methods. As a
result, new analysis methods are often developed at these radiation sources,
which subsequently can be transferred into routine practice. However, these
special analyses methods are not discussed within this scope since the very
high instrumental effort and the limited availability of measurement time at
these sources restrict their routine use.
Another type of interesting X-ray source are plasmas in which atoms are ion-
ized by extremely high temperatures. These atoms then emit X-radiation when
transferred back to the ground state. It is usually radiation in the lower energy
range. Because the plasma is often generated by a laser impact, these sources
can be pulsed and consequently be used for time-resolved studies. However,
these sources are not yet suitable for real routine use.

2.2 X-ray Radiation and Their Interaction

2.2.1 Parts of an X-ray Spectrum

X-radiation is electromagnetic radiation in the energy range of approximately
0.1–100 keV or with wavelengths in the range of approximately 25 to 0.01 nm.
X-radiation is therefore characterized either by its energy E or by its wavelength
𝜆. Both quantities are mutually transferable through the following relationship:

E (keV) = 1.242∕𝜆 (nm) (2.1)

X-ray radiation can be generated by several processes. A continuous broad-
band spectrum is emitted by the stepwise deceleration of highly energetic charged
particles but also by highly ionized plasmas (bremsstrahlung). Line-like spectra
(characteristic radiation) are generated when transitioning excited atoms back
into the ground state, if the energy difference of the energies involved is within the
range described above. For the excitation of X-rays in the laboratory scale, accel-
erated charged particles, i.e. electrons or protons, as well as high-energy ionizing
radiation, i.e. X-rays themselves are used. In the beginning, radioactive elements
were also used as radiation sources in laboratory equipment. However, these
sources are now used not very often because of the high safety requirements.

The most common way of producing X-ray radiation is the deceleration of
accelerated electrons. This is used in X-ray tubes and electron microscopes. The
deceleration of the electrons results in both a continuous spectrum and a line-like
spectrum.
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The continuous spectrum results from the deceleration of the electrons on the
tube target by scattering on the atomic nuclei. The intensity of the emitted radi-
ation is described in detail by Kramers’ law.

Icont (E) = k ⋅ i ⋅ Z (E − E0)∕E (2.2)

with
Icont intensity of the emitted radiation
K proportionality coefficient
I electron current
Z atomic number of the decelerating material
E0 maximum energy of the electrons

If this process is carried out in an X-ray tube, the generated radiation must
be directed at the sample through an exit window. The exit window of the tube
absorbs the low-energy parts of the primary spectrum. This process is described
by the following addition to Kramers’ law, in which 𝜇 is the mass attenuation
coefficient, 𝜌 is the density, and d is the thickness of the tube window:

Iemit(E) = k ⋅ I ⋅ Z
E − E0

E
exp(−𝜇(E) ⋅ 𝜌 ⋅ d) (2.3)

The proportions of this relation are shown in Figure 2.1. It shows the continu-
ous spectrum (emission) generated at the target, the low transmission through
the tube window in the low-energy range (transmission) as well as the resulting
radiation emitted by the tube (tube output).

In addition to the continuous radiation, there are also line-like spectral compo-
nents in the energy range of X-rays, which are generated by electron transitions in
an atom. For this purpose, an internal electron level must be ionized by an energy
input, which is higher than the binding energy of the electron. This excitation is
possible by radiation, i.e. electron, proton, or even X-rays themselves or by the
generation of a high-energy plasma. The resulting electron vacancy in an inner
shell is filled by electrons of outer shells, in order to transfer the atom to a stable
state again. These transitions can occur from different electron levels, resulting
in a series of X-ray lines being emitted. The energy level differences depend on
the type of the emitting atom; therefore, this radiation is called the characteristic
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Figure 2.2 Line energy as a
function of the atomic number.
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radiation. The labeling of these lines starts with the designation of the primary
vacancy, i.e. when the innermost K-shell is ionized it is K-radiation, when the
L-shell is primarily ionized it is L-radiation, etc.

The energies of the electron levels depend mainly on the number of protons
of the atom, i.e. on the atomic number. This means that the energy differences
depend on the type of the atoms. These energy differences are described by Mose-
ley’s law.

E = C1 ⋅ (Z − C2)2 (2.4)

with

E = energy difference between the electron levels
Z = atomic number of the atom
C1, C2 = constants

This relation is shown for different lines as a function of the atomic number in
Figure 2.2. Detailed information can be found in Tables A.4–A.9.

Figure 2.2 shows that the energy of the characteristic radiation increases with
the atomic number; it also shows that the line energies of an element decrease
from the K series over the L series to the M series, and that in the energy range of
approximately 1–40 keV, which is commonly used for X-ray spectrometry, almost
all elements emit their characteristic radiation. Exceptions are only elements with
very low atomic numbers (Z ≤ 7).

2.2.2 Intensity of the Characteristic Radiation

The intensity of the characteristic radiation is determined by the number and
type of the atoms in the excited volume; in other words, the intensity depends on
their mass fraction w. It is further influenced by the intensity I0 of the primary
radiation. The photo-absorption coefficient 𝜏(E) describes the probability for the
excitation of an atom by X-rays with energy E. If an inner electron shell is ionized,
the transition from an outer electron shell is described by the transition proba-
bility p. For shells that are close together, p has the greatest value; therefore, the
𝛼-lines are the most intense within a series. For energy levels with a larger dif-
ference the transition probabilities are smaller, i.e. the intensities of the 𝛽-lines
are correspondingly lower; however, their energies are higher. Special electron
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Figure 2.3 Electron transitions
with the corresponding line
names.

transitions can be excluded as a result of quantum selection rules; for these tran-
sitions, the transition probabilities are p = 0. For the main electron transitions,
the labels of the corresponding X-ray lines are shown in Figure 2.3.

The approximate intensity ratios within a series as well as between the main
lines of the different series (dependent on the excitation conditions) are shown
in Table 2.1.

Table 2.1 Approximate relative line intensities of main X-ray lines.

K-series L-series M-series

100 Approx. 5–10 Approx. 1

Kα1 K–L3 100 Lα1 L3–M5 100 Mα1 M5–N7 100
Kα2 K–L2 50 Lβ1 L2–M4 50 Mα2 M5–N6 100
Kα1,2 K–L23 150 Lβ2 L3–N5 12 Mβ M4–N6 52
Kβ1,3 K–M2,3 15 Lγ1 L2–N4 6 Mγ M3–N5 5
Kβ2,4 K–N2,3 3 Ll L3–M1 5

Lβ3 L1–M3 10
Lβ4 L1–M2 7
Lη L2–M1 5

After an electron transition, the released energy is emitted. This is possible by
the emission of characteristic radiation, which is due to the large energy differ-
ences of the involved electron levels in the range of X-ray radiation. Another
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Figure 2.4 Fluorescence yield as a
function of the atomic number.
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possibility is the transfer of the energy to an outer electron of the atom under
consideration and its emission. This process is called Auger effect. The proba-
bility for the emission of an X-ray photon again depends on the atomic number
and is called fluorescence yield𝜔fluo. This probability is shown in Figure 2.4; more
precise values for the fluorescence yield of the individual elements can be taken
from Table A.11. Since an ionized atom always goes into the stable basic state,

𝜔fluo + 𝜔Auger = 1
The relation shows that the fluorescence yields are very small for elements with

low atomic numbers. Most of the atoms then emit the energy released by the tran-
sition to the ground state as Auger electron and only very few as X-ray photons.
This is the main reason for the low sensitivity of X-ray spectrometry for light
elements. For higher radiation energies, the fluorescence yield increases signifi-
cantly.

2.2.3 Nomenclature of X-ray Lines

Two nomenclatures are used to designate the X-ray lines. The older is based on
the fixed intensity ratios of the individual lines and was introduced by Siegbahn
(1923). It also shows the development of the performance of X-ray spectrom-
eters, in particular their energy resolution. For the first instruments, only the
distinction between K-, L-, and M-lines was possible. With the improvement of
the resolution, a splitting of these lines was then discovered, i.e. 𝛼-, 𝛽-, and 𝛾-lines
could be distinguished. Later, further splittings were detected, which are denoted
by indices.

There is also the nomenclature introduced by the IUPAC, which is based on an
exact designation of the respective electron levels from which the X-ray lines are
generated. A comparison of the designations for the most important X-ray lines
can be found in Table 2.2.

2.2.4 Interaction of X-rays with Matter

X-radiation interacts with matter – it will be scattered and absorbed. This process
is described by Lambert–Beer’s law.

I = I0 exp(−𝜇 ⋅ 𝜌 ⋅ d) (2.5)
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with
I intensity after absorption in a layer
D thickness of the layer
P density of the layer
M mass attenuation coefficient of the layer material
I0 primary intensity

The mass attenuation coefficient 𝜇 has several contributions. At low energies,
the absorption described by the photoionization coefficient 𝜏 is dominant; the
influence of the scattering characterized by the scattering coefficient 𝜎 increases
with energy, and in the case of energies >1.2 MeV the electron pair production
described by 𝜅 gains importance. However, this is outside the range of energy
that is of interest for X-radiation.

𝜇 = 𝜏 + 𝜎 + 𝜅 (2.6)
All these interactions depend on both the analyzed material and the energy of

the radiation, as shown in the diagrams in Figure 2.5 for the elements (a) carbon
and (b) lead. They show that in the energy range of about 0.5–40 keV, absorption
dominates. Rayleigh scattering contributes a fraction of less than 1% for low ener-
gies. At higher energies, Compton scattering dominates the radiation attenuation
coefficient.

2.2.4.1 Absorption
Absorption will be understood merely as the attenuation of the incident X-ray
radiation by the ionization of atoms. This process is described by the element- and

Table 2.2 Comparison of line designations for the main X-ray lines.

Siegbahn IUPAC Siegbahn IUPAC Siegbahn IUPAC

K𝛼1 K–L3 L𝛼1 L3–M5 M𝛼1 M5–N7
K𝛼2 K–L2 L𝛼2 L3–M4 M𝛼2 M5–N6
Kß1 K–M3 Lß1 L2–M4 Mβ M4–N6
Kß2 K–N3 Lß2 L3–N5 M𝛾 M3–N5
Kß3 K–M2 Lß3 L1–M3 M𝜉 M4,5–N2,3
Kß4 K–N5,4 Lß4 L1–M2
Kß5 K–M4,5 Lß5 L2–O4,5

Lß6 L3–N1
L𝛾1 L2–N4
L𝛾2 L1–N2
L𝛾3 L1–N3
L𝛾4 L1–O3
L𝛾5 L2–N1
L𝛾6 L2–O4
L𝜂 L2–M1
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Figure 2.5 Contributions to the attenuation coefficient for X-radiation of (a) carbon and (b)
lead.

energy-dependent photoionization coefficient. It increases with higher atomic
number and decreases with increasing energy as can be seen in Figure 2.5. This
energy dependence can be approximated by 𝜏 ≈E−3. The curve does show dis-
continuities that manifest themselves as jumps. They occur when the energy of
the absorbed radiation is sufficient to ionize a new electron shell, i.e. a new inter-
action mechanism is added. In the diagrams in Figure 2.5, this applies to Pb for
the excitation of M, L, and K radiation at energies of approximately 3, 15, and
88 keV, respectively. The energy of the K-absorption edge of C, on the other hand,
is 0.283 keV and is therefore not displayed in the diagram.

2.2.4.2 Scattering
Scattering is the most important origin of the spectral background in X-ray
spectrometry. The incident radiation is scattered at the electrons of the atoms of
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the sample. The scattering can be both elastic (Rayleigh or coherent scattering)
and inelastic (Compton or incoherent scattering). All electrons of an atom
contribute to the elastic scattering, i.e. the scattering intensity is proportional to
the number of electrons or to the atomic number. Inelastic scattering can occur
only at weakly bonded, i.e. outer electrons. Therefore, its intensity is mostly
independent of the atomic number. This is demonstrated in Figure 2.6 showing
the scatter coefficients for a few elements for an energy of 20 keV, which is
close to Rh-K𝛼-radiation, the most often used target material for spectroscopic
X-ray tubes (Section 5.3.2.1). The coefficients for the Rayleigh (elastic) scattering
increase approximately proportionally with the atomic number whereas the
coefficients for the Compton (inelastic) scattering show only a small dependence
on atomic number; only for the lightest elements they are slightly larger than for
most other elements.

This means, that the ratio I inelastic/Ielastic is dependent on the sample composi-
tion. For light matrices the ratio is large due to the small contribution of elastic
scattering, and for heavy matrices it is small due to the larger contribution of elas-
tic scattering. This is demonstrated in Figure 2.7. Panel (a) shows the elastically
and inelastically scattered fluorescence radiation of the X-ray tube for four differ-
ent samples normalized to the Compton peak of the scattered Rh-K𝛼-radiation of
the tube. Panel (b) shows the ratio of inelastic and elastic scattered fluorescence
radiation of the X-ray tube as a function of the mean atomic number of the sam-
ple for a given measurement geometry. This different scattering behavior can be
helpful in the quantitative analysis of the sample.

With the help of the Compton–Rayleigh ratio the mean atomic number of the
sample can be determined. The mean atomic number can then be used for an
averaged description of the absorption properties of the sample. Another applica-
tion is the normalization of the fluorescence intensity of analytes to the Compton
intensity. Knowledge of the mean atomic number of the sample can be further
used to determine elements that cannot be measured by XRF, such as oxygen in
oxides, as a difference to 100 wt%.

The continuous background of a spectrum is mainly caused by the scattered
continuous bremsstrahlung of the X-ray tube at the sample, both by elastic
and inelastic scattering. As demonstrated in Figure 2.7, the elastic scattering
decreases with decreasing average atomic number of the sample. Nevertheless,
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square root scale) and (b) ratio of elastic and inelastic scattering intensities on the average
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the intensity of the scattered tube radiation is considerable in relation to the
fluorescence intensity of the light matrix elements. This is also caused by the
limited excitation efficiency and the very small fluorescence yield for these
elements (see Figure 2.4). On the other hand, due to the high fluorescence yield
for heavier elements the ratio between fluorescence radiation and the spectral
background is larger even if here the elastic scattering and consequently also the
spectral background have a higher intensity. This is demonstrated in Figure 2.8
for the spectra already shown in Figure 2.7a. However, Figure 2.8 shows the
direct measured, non-normalized spectra. Here it can be clearly seen that the
background of the spectra of polymethylmethacrylate (PMMA) and Al are large
compared to the fluorescence lines. On the other hand, the spectra of Ti and Ni
have higher fluorescence intensities and therefore a lower spectral background.

In addition to the fluorescence lines of the metal samples diffraction lines can
also be detected as a result of Bragg-reflection of the continuous tube radiation
at crystalline structures of the sample, see also Section 4.2.6.3.
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The intensity of the elastic scattered radiation depends on the direction of
the scattered radiation. The scattering intensity of non-polarized radiation on
a sphere with the diameter R and the scattering object in its center can be
described by the following formula, Θ being the scatter angle:

I = I0∕R2 ⋅ (1 + cos2 Θ) (2.7)

As a result, the scatter intensity has a maximum in the forward and backward
directions, while it is reduced perpendicular to the direction of irradiation.

Inelastic scattering means a loss of energy of the scattered radiation compared
to the original incident radiation. The energy is transferred to the scattering par-
ticle, most often an electron, which is then emitted as photoelectron. Because
the conservation laws for both energy and momentum apply, the energy loss ΔE
depends on the scatter angleΘ and on the energy E of the scattered radiation. For
scattering on an electron this dependence is described by the following formula:

ΔE = E0 − Escat = 1 − (1 − 0.001 957 ⋅ (1 − cos Θ))−1 (2.8)

2.2.5 Detection of X-ray Spectra

The radiation emitted by a sample is detected by an X-ray spectrometer. The
spectrometer separates energetically different beam components and determines
their intensity within narrow energy ranges; they can be, for example, individ-
ual element peaks as well as background areas with narrow energy ranges of a
few electronvolts. In principle, two instrument types for spectrometry are in use
where the dispersion takes place by different means:

• In the case of wavelength-dispersive spectrometers (WDSs – see Section 4.3.2),
the separation of the radiation components takes place via a dispersive ele-
ment, for example, a crystal, or, at low energies, by special multilayer struc-
tures, on which the fluorescence radiation of the sample is diffracted. The “re-
flection” of individual energies takes place only at defined diffraction angles,
following Bragg’s law, see Eq. (4.1).
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• In the case of energy-dispersive spectrometers (EDSs – see Section 4.3.1.3),
the dispersion is performed directly in the detector and its associated electron-
ics. This generates an energy-dependent signal from each individual absorbed
X-ray photon. By means of pulse-height analysis, the probability distribution
of the photon energies absorbed in the detector can be generated, creating an
image of the emitted spectrum.

For analytical purposes, element identification, i.e. qualitative analysis, is possi-
ble due to the element dependence of the energies of the characteristic radiation
(see Eq. (2.4)).

The intensity of this characteristic radiation depends on the number of atoms in
the analyzed material, i.e. on their contents w. In a first approximation, therefore,
the mass fraction w = 𝜀⋅I, where 𝜀 is the element-dependent sensitivity, and I is
the measured fluorescence intensity of the element under consideration. Unfor-
tunately, the conditions are more complex than this, as all other elements in the
sample influence through absorption and secondary excitation the measured flu-
orescence intensities. For a quantitative analysis this matrix influence has to be
considered. It leads to complex corrections of the above linear dependency (see
Section 5.5).

2.3 The Development of X-ray Spectrometry

The period from the beginnings of early X-ray spectrometry to today’s power-
ful instrument technology has been long. The first stage was characterized by
the development of sufficiently powerful instrument components and the devel-
opment of basic mathematical models for matrix interaction. In the next step,
the use of computing technology for data preparation as well as for instrument
control was an important step for the establishment of the method for automated
industrial use. Finally, the application areas of the method have been significantly
expanded in the last 20 years by the availability of various X-ray optic elements
as well as more powerful detectors.

The development of X-ray fluorescence is briefly described by Niese (2007).
The foundations for the use of X-ray spectrometry for element analysis were laid
out by the discoveries of Moseley and Laue, and by using X-ray radiation for the
screening of the human body for medical purposes. Experience was gained in
making components such as X-ray tubes for the emission and X-ray films for
the detection of the radiation. These were the preconditions for the initial use of
X-ray spectrometry for element analysis.

The first attempts for an element analysis with X-rays, still utilizing electron
excitation, were carried out by v.Hevesy for determining the content of tanta-
lum (Hevesy et al. 1930; Hevesy and Böhm 1927). The excitation of the sample
with X-rays was first published by Glocker and Schreiber (1928) but also used by
v.Hevesy. Nevertheless, the transition from simple laboratory designs to the first
serial production of instruments required a few more years. Siemens and Philips
built the first commercial instruments in the early 1950s. Taking advantage of the
experiences gained during the initial designs, these instruments already showed
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Figure 2.9 PW 1540 from Philips.

an acceptable ease of operation and sufficient radiation protection. The successful
and ever-widening use of X-ray fluorescence spectrometry in laboratory analysis
began with these instruments. Significant progress has been made in Europe, in
particular by companies such as Siemens, Philips, and Bausch & Lomb. Through
successive development steps, such as the expansion of the detectable element
range by the use of different crystals, the improvement of analytical accuracy by
the increased performance of the X-ray tubes, the improvement of precision by
more powerful evaluation models or by simplifying the sample management by
means of sample carriers or magazines, improvements in the analytical perfor-
mance and in range the applications were achieved. A typical instrument from
the beginnings of commercial X-ray spectrometry is shown in Figure 2.9, the PW
1540 from Philips.

Significant progress could be made by the introduction of electronic data pro-
cessing, which began in the 1970s. At the beginning, it was mainly used for com-
plex data processing, and later also for the control of instrument functions. As a
result, XRF became much more powerful, not only regarding the analytical per-
formance but also in regard to the ease of use, the sample throughput, and the
ability to automate the analytics. This was of extraordinary importance for the
acceptance of X-ray spectrometry as an analytical method and its wide use in
quality control in industrial production. A further important step was the integra-
tion of automated sample preparation, measurement, and instrument monitoring
for the improvement of analytical quality and the reduction of the subjective
influence of human work.

These developments were mainly carried out by the companies mentioned
above, some of which in the meantime underwent changes in ownership,
but even now with the new name they are the current major players, such as



2.3 The Development of X-ray Spectrometry 23

Bruker (formerly Siemens), Malvern Panalytical (formerly Philips), and Thermo
Fisher (formerly Bausch & Lomb). Parallel developments were also made in
Japan – here mainly Rigaku has to be mentioned.

Another important development step for XRF was the availability of effec-
tive ED solid-state detectors. These Si- or Ge-based detectors, first used for
𝛾-spectrometry, continuously achieved improved energy resolution through the
development of low-noise signal electronics, the cooling of the detectors down
to −200 ∘C, and the refinement of the manufacturing technologies. Owing to the
improvements in energy resolution they were able to be used for lower radiation
energies, and lastly even for the X-ray energy range.

These detectors were first used for X-ray microanalysis in electron beam instru-
ments. Up to this time, the fluorescence intensity generated in an electron micro-
scope was too low for WDSs. Therefore, X-ray micro-analyzers had to be built
with a sufficiently high beam current. The high electron intensity however sat-
urated the electron detectors quickly, increased the volume analyzed, and thus
reduced image resolution. As a result, these instruments did not have good imag-
ing quality and often had to be operated in parallel to electron microscopes with
their good imaging function. For ED detectors, however, the fluorescence inten-
sity in a scanning electron microscope is sufficient. This has made it possible to
combine the good imaging function of electron microscopes with the analytic
function of X-ray spectrometry in one instrument.

The manufacturing of these detectors required special technologies, which
were only developed by a few companies, primarily in the United States by
EDAX and KEVEX, and by Link in the United Kingdom. These companies
also manufactured and sold the first XRF instruments with ED detectors. The
detectors again had to be cooled with liquid nitrogen to −200 ∘C, which was
complicated by the required Dewar vessel and the handling of liquid gas. One
of the first-generation instruments, the KEVEX Analyst 0700, is shown in
Figure 2.10.

EDSs were first mainly used for screening tasks, i.e. for qualitative analyses. In
the course of time, the analytical performance of these ED instruments could be
significantly improved. This was possible not only using special excitation geome-
tries (grazing incidence, use of monochromatic or polarized radiation), but also
by the improvement of the performance of the detectors (energy resolution, pulse
throughput) and the improvement of the data evaluation methods. The precise
determination of the line intensities, for example, by fitting or deconvolution
methods, was of particular importance, since the limited resolution of ED detec-
tors causes line overlaps, which may limit the accuracy of the analysis. On the
other hand, improvements in quantification were possible by the availability of
the entire spectrum including the background.

The availability of silicon drift detectors (SDDs), with their high count rate
capability, gave EDS another boost, since now statistical errors could be achieved
comparable to those of WDS instruments. The development of ED spectrometry
was especially advanced by companies such as Spectro, Oxford, and Thermo.

A special application for X-ray spectrometry is the analysis of layered materials.
Here, we have special analytical conditions, that are reflected in the measurement
equipment as well as in the evaluation routines. The measurements are carried
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Figure 2.10 Analyst 0700 from KEVEX.

out usually on finished products, on which layers have been applied for decorative
or functional purposes. This means that the samples are rarely flat and homoge-
neous over a large area, as it is necessary for conventional XRF. Therefore, the
analysis must be carried out on small sample areas. This requires collimation of
the exciting beam, thereby reducing the excitation intensity. The intensity loss
associated with collimation must be compensated by large solid angles for the
detection of the fluorescence radiation. Therefore, mostly ED instruments are
used for coating thickness measurements. The associated loss of spectroscopic
performance is acceptable, since layer systems usually contain only a few ele-
ments that are even known, since this analysis is usually carried out as quality
control of the coating process.

As a result of the different analytical tasks, but primarily due to the different
equipment requirements for WDS and EDS instruments, the development
of coating thickness analyzers was for a long time independent from that of
conventional X-ray spectrometers. The main companies were UPA, TwinCity,
and CMI in the United States, Helmut Fischer in Germany, and Hitachi and
Seiko in Japan. In the meantime, companies that had previously concentrated
on the development of WDSs have recognized the high demand for coating
thickness analyzers and therefore have also focused on this application. This
development is also supported by the increased use of EDSs for the analysis of
bulk samples at these companies. On the other hand, the companies, which were
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once primarily focused on layer analysis, are increasingly turning to applications
on compact samples, for example, the analysis of precious metal in jewelry,
the determination of toxic elements in consumer products or toys, i.e. samples
which are finished products and therefore are not homogeneous or do not
have flat surfaces. As previously mentioned, these measurements require small
sample areas. Fischer and Bruker in Europe, Hitachi in Japan, and Bowman in
the United States are currently the leading companies for this type of equipment.

A continuous trend in the development of X-ray spectrometers has always been
the reduction of instrument size. The first commercially produced X-ray spec-
trometers were filling a complete room, in particular due to the elaborate elec-
tronics. Today, a table is often sufficient for setting up the instruments. Further,
increase in the integration of the electronics has not only resulted in an increase
in performance but also in a significant reduction of instrument footprint.

A significant step in this direction is the use of instruments that can be held
in one hand. This development began shortly after the turn of the millennium
with the demand in the United States for the determination of lead pigments
in wall paints. This task was important because lead as a toxic element was to
be identified, in order to be replaced in wall paint. The requirement was that the
analysis is done on site in order to avoid the logistical effort necessary for the anal-
ysis of pieces of paint in the laboratory. The first instruments still operated with
radioactive sources for excitation; they were later replaced by low power tubes.
Owing to the very small distances between radiation source, sample, and detec-
tor the tube power can even less than 5 W. This not only assures a higher safety
of the instruments, but also a good analytical performance and higher flexibility.
The integration of powerful computing technology has further also contributed
significantly to the improvement of performance. In the meantime, handheld
instruments have been used for a wide range of analytical tasks. The possibility
of on-site analysis has played a decisive role in the selection of analytical tasks.

Typical applications of handheld instruments are sorting of scrap, the deter-
mination of toxic elements in consumer products, the tracking of ores in mining
explorations, or the investigation of art objects. Equipment is offered by compa-
nies such as Thermo, Bruker, Hitachi, Olympus, or Spectro; these companies usu-
ally also carry ED X-ray spectrometers in their portfolio. They all work with com-
parable components and the performance achieved in the meantime is remark-
able as well as comparable for all companies. The available computing technology
on the instruments is limited by the battery power supply but allows for quan-
tification of predefined material classes by means of standard-based calibrations.
The analytical accuracy however is mainly limited due to the lack of sample prepa-
ration, and due to sample contaminations on site. In special cases, the transfer of
measurement data to an external computer is possible, on which more powerful
evaluation algorithms and procedures for data management are available.

A further important influence on the development of XRF analysis was the
availability of various X-ray optics. First, there were multilayer systems with large
lattice constants for the detection of light elements in WD spectrometry. Increas-
ingly, however, optics was used for beam shaping and influencing the properties
of the primary radiation. The performance and application range of EDSs there-
fore could be continuously improved, for example, by the excitation of very small
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sample areas with high intensity or by reducing the scattering of the exciting radi-
ation to improve the sensitivity.

All these assemblies are now used in modern X-ray spectrometers. A more
detailed description and compilation of the most important instrument classes is
given in Section 4.3.

2.4 Carrying Out an Analysis

2.4.1 Analysis Method

In order to carry out an analysis various steps have to be taken starting with asking
the right analytical questions – this applies not only to X-ray spectrometry.

In the following discussions, unless otherwise stated, it is assumed that the sam-
pling has already taken place and the material to be analyzed is available; this
means that sampling here is not a part of the analysis. The sample material avail-
able in the laboratory is called laboratory sample (see DIN-51418-1 2008, Part 2,
DIN-51418-2 2014).

For carrying out an analysis it is required to determine the analytical strategy
and the analytical method to be used. It is based on the material to be analyzed
as well as the analytical task requested, specifically the definition of the elements
to be analyzed, the estimation of the concentration range to be detected, and
the desired uncertainties. Of course, one must take into account the available
equipment and the required time. Therefore the following steps are necessary:

• Determination of the type of sample preparation, namely, manufacturing of
the measurement specimen from the laboratory sample, taking into account
the analytical task
– the parameters that have to be determined with the analysis
– the time available for the entire analysis, including preparation, measure-

ment, and data evaluation
– the required analytical accuracy

• Definition of analysis conditions (e.g. excitation parameters and measurement
time) and of the quantification model to be used

• Carrying out the measurements on the sample as well as, if necessary, on ref-
erence or monitor samples

• Qualitative and quantitative evaluation of results
• Estimation of measurement uncertainties
• Preparation of a report of the analytical results

In the case of unknown samples and high accuracy requirements this process
can take up a considerable amount of time; in the case of repetitive measurements
on known sample material it is possible to obtain an analysis result in a very short
time even with low measurement uncertainties.

The individual steps can be summarized as follows:

• The actual measurement includes the determination of the test conditions as
well as the measurement of the test sample itself and, if necessary, of the cali-
bration samples with the available analytical technique.
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Figure 2.11 Steps for an analytical procedure.

• The analytical method includes the measurement, sample preparation, and
evaluation of the measured data. The analytical method can be used in an iden-
tical way for comparable analytical questions.

• The analytical procedure includes additionally the sampling procedure and the
data processing, namely, the preparation of the analysis report including a pos-
sible statistical evaluation of the results.

This situation is demonstrated in Figure 2.11.
The individual steps of an analytical method and their influence on the anal-

ysis results are discussed in more detail in the following sections. In addition
to the various possibilities of sample preparation, the influence of the analytical
technique must be discussed as well. In both cases, the analytical problem itself,
as well as the analytical accuracy that is required, has a great influence on their
selection.

When performing the measurement itself, the selection of the optimal measur-
ing conditions as well as the processing and evaluation of the spectra, including
quantification, is important. Finally, the estimation of the analysis errors and the
uncertainties is an important part of an analysis procedure in order to assess the
quality of the results. These considerations essentially depend on the respective
analytical task.

2.4.2 Sequence of an Analysis

The first step in an analysis is to define its goal. Several separate problems have
to be considered.

2.4.2.1 Quality of the Sample Material
The laboratory sample, i.e. the sample material that is available in the laboratory,
can have different forms: it can be compact, it can be small-particle size granule or
powder-like, or it can be a paste or even a liquid. Increasingly, finished products
have to be analyzed for quality assurance or fault identification purposes. As far
as possible, they should not be modified for the analysis. Knowing the sample
material, important information about the sample matrix can be obtained for the
evaluation, such as information about non-measurable light elements.

2.4.2.2 Sample Preparation
For the various material qualities, the possibility of different sample preparation
techniques is required. They also depend on the type of the spectrometer as well
as on the desired analytical accuracy.
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The simplest method of sample preparation is to cut the laboratory sample into
a shape appropriate for the spectrometer. Nonetheless, it may also be necessary
to homogenize, compress, or clean the sample surface so that the analyzed sam-
ple volume represents the material to be characterized. In special cases, it can
be advantageous to change the state of the sample by dissolution, digestion, or
deposition to achieve better analytical results.

These options are discussed in detail in Chapter 3.

2.4.2.3 Analysis Task
Analytical tasks for element analyses can vary broadly. They can be

• a simple determination of the elements present in the laboratory sample (qual-
itative analysis);

• a monitoring of the content of one or more elements with respect to a prede-
termined threshold value (semiquantitative analysis);

• a comparison of the measured intensities of one or several elements with those
of reference samples for identifying a material class (positive material identifi-
cation – PMI);

• the quantitative determination of the mass fractions of some or all elements
in the sample material with a predetermined uncertainty level as an overview
analysis, as well as for an accurate or even highly accurate analysis (quantitative
analysis);

• the characterization of layer systems on the sample with respect to layer thick-
ness and layer composition, again with different accuracy requirements;

• the determination of element distributions in inhomogeneous samples.

Starting from these very different objectives, the individual steps for the ana-
lytical method are to be defined, such as the selection of

• the equipment to be used for the measurement
• the reference samples to be used to calibrate the method
• the selection of appropriate measuring conditions as well as
• the procedures for data processing and evaluation.

2.4.2.4 Measurement and Evaluation of the Measurement Data
In accordance with these definitions, the measurements shall be carried out both
on the unknown sample and, if necessary, on reference samples with the selected
measuring conditions.

Thereafter, a processing of the raw data is required, i.e. the measured intensities
must be corrected for overlap with other lines, for detector artifacts as well as for
the spectral background. The resulting net intensities can then be converted into
mass fractions or layer thicknesses using appropriate quantification models. By
comparison with reference samples, the analytical result can be improved, or the
measurement uncertainty can be reduced.

Finally, before using the test method it can be essential to validate the entire
analytical process. According to ISO EN DIN 17025 (DIN-EN-ISO-17025
2005) the validation is defined as “the confirmation by examining and providing
proof that the special requirements for a specific intended use are met.” For that
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purpose, the required statistical parameters can be determined with the help
of suitable reference samples or by comparing the analyses results of different
samples with those of other independent analytical methods. These include the
validity range of the method, and parameters such as trueness, repeatability and
comparability, specificity and selectivity, as well as in the case of the detection
of low mass fractions, the detection and determination limits. Validation is
necessary to demonstrate the quality of an analytical method and to determine
the achievable uncertainty of the analytical results.

2.4.2.5 Creation of an Analysis Report
Often, in addition to the analysis, a report must be prepared about all procedures
and results of the analysis. It should include

• the analytical instrument and measuring conditions used
• the results of the individual measurements
• the description of the evaluation method of the measurement results and a

result summary
• the discussion and estimation of possible errors in order to understand the

contribution of every step of the analysis to the analytical uncertainties.
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3

Sample Preparation

3.1 Objectives of Sample Preparation

It is generally assumed that the effort for sample preparation for X-ray spectrome-
try is very small, in particular since very different sample qualities can be analyzed
and therefore, as with other analytical methods, the transfer of the starting mate-
rial into a specific aggregate state is not necessary. Another common fact is that
the sample is not modified by X-ray fluorescence (XRF). This is only true, how-
ever, insofar as the sample, which is used for measurement in the instrument,
will not be changed and will be consequently available for further analytical pro-
cedures. Yet, significant changes to the sample material may be required during
the preparation procedure itself.

The types of materials that can be analyzed by X-ray spectrometry range from
compact homogeneous solids to small samples and liquids, as well as nonhomo-
geneous samples. Careful preparation of these different materials is the prereq-
uisite for correct analytical results. With the sample preparation, different goals
are pursued:

• At first, the sample must be adapted geometrically to the instrument. For this
purpose, it may be necessary to cut samples to size or prepare them such that
they can be positioned in the measuring instrument, for example, cutting disks
from the material, pressing powder samples into tablets, or filling fluids into
suitable measuring cells.

• On the other hand, the result of the sample preparation must be a laboratory
sample for which the analyzed volume corresponds to the material to be char-
acterized and for which the surface texture does not influence the measure-
ment result. Owing to the limited penetration depth of X-rays, in particular
for light elements, this means that in the case of solid-state samples, the sur-
face must be free of corrosion layers. In addition, the surface roughness should
be less than the information depth of the fluorescence radiation with the low-
est energy emanating from the sample, or in the case of powder samples, the
grain sizes should be of the same order of magnitude as the information depth.

• An important objective of sample preparation can be the production of a
homogeneous sample in order to reduce the influence of mineralogical effects,
and the influence of matrices or surface roughness. In this way, the analytical
accuracy can be influenced by the different preparation methods.

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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• The sample composition should not change during analysis, i.e. both chemical
reactions and influences by the excitation radiation are to be avoided by suit-
able preparation as far as possible. However, it is also possible to make selective
changes to the sample type in order to prepare them for measurement. In this
case, however, a determination of the recovery rates through intensive studies
is recommended.

Different preparation methods are available for the various sample qualities –
they are used depending on the desired analytical accuracy as well as the time
available for the analysis. In this chapter, we will give examples of the commonly
used preparation techniques for different sample qualities including their time
and effort, but also with their effect on the achievable analytical accuracies.
Where applicable, more detailed descriptions of the preparation techniques are
discussed in connection with the presentation of individual analytical tasks.

Problems of sampling are not covered here since they are very much depen-
dent on the respective analytical questions. It is assumed that the material to be
examined is already available and has been processed by the initial preparation
steps, e.g. crushing and, if applicable, multiple milling and separation. It is avail-
able not only in sufficient quantity, but also in quality that adequately represents
the material to be investigated.

The samples produced prior to preparation as well as those produced by the
preparation are named differently according to their state and their intended
purpose according to DIN 51418-2 (DIN-51418-2 2014). The material that is pro-
vided for analysis is called a laboratory sample. This sample can be analyzed either
with or without further preparation.

The measuring sample is the sample measured with the analyzer; the retained
sample is the sample that is archived for necessary traceability. It can be either the
measuring sample itself or a sample prepared in parallel. The measuring samples
are distinguished according to their purpose; there are analyte samples, calibra-
tion samples, recalibration samples, drift correction samples, blank samples, and
others.

3.2 Preparation Techniques

3.2.1 Preparation Techniques for Solid Samples

The variety of solid samples is very large. This results in a corresponding high
number of different preparation techniques. Caused by the large influence of
sample preparation to the analytical result not only the measurement methods
but also the preparation techniques for special sample qualities are standardized.
Table 3.1 summarizes the typical preparation techniques for the most common
sample types.

3.2.2 Information Depth and Analyzed Volume

The information depth is an important parameter for the assessment of sample
preparation. It depends on the energy of the fluorescence radiation of the ele-
ments of interest as well as on the matrix of the sample. In the case of XRF, the
incident radiation penetrates into the material, is absorbed on its way through the



Table 3.1 Preparation technologies for solid samples.

Sample type
Compact and
homogeneous

Compact and
inhomogeneous Powder-like Liquid

Example Metals, glasses Minerals (ores, rocks, etc.),
glasses, metal alloys, metal swarfs

Minerals (ores, slags,
soil, sludge, etc.) powder,
dust

Solutions, melts

Homogenization Usually not necessary,
where appropriate
remelting

Metals, glasses:
remelting ⇒ transfer into
compact homogeneous material
(from here see compact and
homogeneous)

Minerals: crushing,
grinding ⇒ transfer into
powder-like material or direct
analysis ⇒ position-sensitive
analysis (see Chapter 13)

Grinding, digestion,
melting, solution

Stirring, shaking, where
appropriate, filtering of
solid components (as
powder-like material)

Shaping Sawing, cutting, turning,
drilling, milling

Pouring of the powder in
sample cups, pressing of
disks, preparation of
melted disks

Pouring in sample cups

Surface
preparation

Polishing or milling with
a roughness adapted to
the elements to be
analyzed

Realized with shaping Given by covering of
the sample cup
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Information
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Figure 3.1 Information depth of fluorescence
radiation.

sample, and thereby generates fluorescent radiation. The radiation must reach the
sample surface in order to be detected by the spectrometer. On its way, the fluo-
rescence radiation is attenuated, i.e. only the radiation from a well-defined sample
layer reaches the sample surface. This is referred to as the information depth.

Because the energy of the primary radiation must be higher than that of the flu-
orescence radiation, the penetration depth is always greater than the information
depth. These geometric relations are shown in Figure 3.1.

The information depth dinformation of the radiation can be estimated from
Lambert–Beer’s law (2.5), as well as from the measurement geometry shown in
Figure 3.1. If it is assumed that about 95% of the fluorescence radiation comes
from this layer, the information depth is calculated as

dinformation =
0.05

𝜇 ⋅ 𝜌 ⋅ sin𝜓
(3.1)

This relation for a few different matrices and 𝜓 = 90∘ is shown in Figure 3.2.
For the fluorescence energy of a specific element, the information depth is

shown here for different matrices. Since the information depth is only an approx-
imate measure of the layer thicknesses contributing to the measurement signal,
this representation is sufficient for an estimation. For other matrix compositions,
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Figure 3.2 Information depth for different matrices.
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Table 3.2 Information depth for different fluorescence lines in various materials.

Fluorescence
line

Energy
(keV)

Graphite
(𝛍m)

Silicon oxide
(𝛍m)

Steel
(𝛍m)

Lead
(𝛍m)

B-Kα1 0.18 4 0.13 0.01 0.01
F-Kα1,2 0.68 3.7 1.7 0.4 0.3
Mg-Kα1 1.25 20 7 2 1
S-Kα1 2.31 116 15 10 5
Cr-Kα1 5.41 1 600 100 104 7
Ni-Kα1 7.48 4 000 300 30 17
Cd-Kα1 23.17 14 500 8 000 700 77

Table 3.3 Information depth and accumulated intensity in the case of 10 wt% Ni in different
matrices.

Matrix
Mass absorption
coefficient (g/cm2)

Information
depth (𝛍m)

Count rate in case
of 10 wt% (cps)

Steel 333 10.3 6 000
Aluminum 60 170 35 000
Polyethylene 15 1 300 170 000

it is possible to interpolate between these relations. It should also be taken into
account that the information depth in Figure 3.2 is given for a perpendicular inci-
dence. Usually however, there is an incident angle close to 45∘, which reduces the
information depth according to (3.1) by a factor of about 1.4.

Table 3.2 gives an overview of the information depth of different fluorescence
lines in various materials. It shows, the information depth covers 6 orders of mag-
nitude for these materials. This has to be considered for the sample preparation.
The surface layer of the material to be analyzed needs to be homogeneous and
representative of the corresponding fluorescence line in this material.

The influence of a different absorption of fluorescence radiation in the matrix
on the information depth and the measured intensity is demonstrated in Table 3.3
for the element Ni. It shows very strong changes not only in information depth
but also in accumulated intensity depending on the matrix. A factor of almost 30
is observed for the same content of Ni in different matrices. These changes must
be considered in case of quantification.

Considering these information depths, the volume contributing to the mea-
surement signal as well as the corresponding sample mass can be estimated
depending on the excited sample surface, the sample matrix, and the element
under consideration. Table 3.4 summarizes the volume and the analyzed mass in
metallic and mineral matrices for different spot diameters. These volumes and
masses are very small in metallic or mineral matrices, i.e. only a few mm3; or mg
contribute to the measurement signal, but in the case of light matrices such as
aqueous solutions or polymers they can be relatively large.
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Table 3.4 Estimations of the sample volume and mass that contribute to the measured signal.

Excited area (mm) Volume/analyzed mass for

Si in SiO2 Si in steel Fe in SiO2 Fe in steel

Cd in
aqueous
solution

∅ 20 6 mm3 0.6 mm3 72 mm3 23 mm3 7500 mm3

16 mg 5 mg 190 mg 175 mg 7.5 g
∅ 0.3 0.001 mm3 0.0001 mm3 0.005 mm3 0.0015 mm3 1.7 mm3

0.003 mg 0.0016 mg 0.015 mg 0.04 mg 1.7 mg

The sample preparation must therefore guarantee that the material of this sur-
face layer within its information depth sufficiently characterizes the material to
be analyzed. This means

• that in the case of surface contamination it is important to ensure that their
thicknesses are small compared to the information depth and thus cannot
influence the analytical result too much;

• that the surface roughness should be small against the information depth so
that the absorption lengths of the fluorescence radiation are not influenced
by topological effects – this influence can be reduced by rotating the sample
during the measurement; or

• that for light matrices and high fluorescence energies, the information depth
can exceed the sample thickness. Then the measured fluorescence intensity
depends not only on the concentration of the analyte but also on the sample
thickness. This is shown in Figure 3.3 for the intensities of Cd in polymer sam-
ples of different thicknesses. This problem can be solved by using the same
amount of sample material for all analyzed samples, i.e. both measured and
reference samples.

However, this problem is somewhat mitigated because both the incident and
the fluorescence radiation hit the sample at an angle less than 90∘ and, therefore,
the analyzed volume is limited (see Figure 3.4). This means that the sample thick-
ness does not have to be greater than the saturation thickness and in the case of
the detection of heavy elements in light matrices, sample thicknesses that are less
than the information depth can also generate sample-independent fluorescence
intensities in case of an appropriate excitation geometry. Nevertheless, this ana-
lyzed sample volume defined by the excitation geometry must also be considered
during quantification.

3.2.3 Infinite Thickness

The infinite thickness of a sample is another important parameter to consider,
in particular for the analysis of layered samples (see Chapter 14). Like the
information depth it depends on the element in question, other elements in the
matrix, and the respective measuring geometry but it is largely independent of
the spectrometer type. Typical dinfinite is assumed as three times dinformation, since
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Figure 3.3 Cd intensities measured on polymer samples of different thicknesses. Source:
Courtesy of S. Hanning, FH Münster.

Figure 3.4 Analyzed volume
limited by the measurement
geometry. Sample Excited

Analyzed
Volume

Detector
X-ray

source

the usable thickness range cannot be expanded to infinity, because the slope
of the calibration curve for thick layers approaches asymptotically the infinite
value. Infinite thickness does not mean that no other radiation can penetrate
this layer – radiation of higher energy will not completely be absorbed in layers
of this thickness. The infinite thickness, for example, of Si is about 15 μm, but
only approximately 21% of the fluorescence radiation of Cu will be absorbed
in this layer. In the matrix, backscattered Cu radiation can even enhance the
fluorescence intensity of Si.

3.2.4 Contaminations

For all preparation steps, the sample material comes into contact with other mate-
rials as well as with the laboratory environment. This can cause contaminations.
These should, however, be avoided as far as possible in order not to influence
the analytical result. Contaminations by the laboratory environment are usually
in the range of trace amounts, in case of observing good laboratory practice.
Another source of impurities is the contaminations by the sample preparation
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Table 3.5 Contaminations in the range of traces by preparation tools (main contaminations
in bold).

Preparation tool Possible contaminations 

Jaw crusher 

Grinding tools made from carbon

steel 
C, Si, Cr, Mn, Fe, Ni, Mo

Grinding tools made from chromium

steel
C, Si, Cr, Mn, Fe, Ni 

Grinding tools made from agate Si

Grinding tools made from zirconium

oxide 
Mg, Zr, Hf 

Grinding tools made from tungsten

carbide  
C, Co, W 

Sieves made from brass Ni, Cu, Zn 

Pressing tools (steel) C, Si, Cr, Mn, Fe, Ni 

Crucible made from platinum  Pt

Crucible made from carbon  C, Si, Fe

Abrasion by polishing C, Si, Al, Zr

Abrasion by milling C, Si, Cr, Mn, Fe, Ni in case of steel tools

C, Si, Zr, Hf in case of ceramic tools 

Increasing

hardness 

tools (e.g. mills, crushing tools, melting crucibles, etc.). Furthermore, if the prepa-
ration tools are not sufficiently cleaned, cross-contamination can occur as a result
of transfers between the individual samples.

Because contamination cannot be completely avoided, such as by abrasion of
the preparation tools, it is important that these contaminations do not affect the
analyte. This is especially the case when the analytes are present in trace amounts.
Changes in the contents of the main components due to traces can be neglected
as well as any noticeable influence on the matrix.

Table 3.5 summarizes some typical impurity elements that can be introduced
during the different steps of sample preparation.

3.2.5 Homogeneity

The homogeneity of samples for bulk specimens as well as glasses or metals and
also for powder pellets can be determined by measurements at different speci-
men positions with a position-sensitive instrument; some examples are shown in
Section 16.6. It is also possible to determine inhomogeneities by repeated mea-
surements after the removal of sample layers. In this case, inhomogeneities per-
pendicular to the surface of the sample can be identified, in other words, layer
structures. Furthermore, three-dimensionally distributed inhomogeneities can
be detected in this way.

Minor sample inhomogeneities as well as surface roughness can be partially
compensated by a rotation of the sample during the measurement.

One possibility for the determination of the reproducibility of the preparation
procedure is to repeat several times the entire analysis process including sample
preparation, measurement, and evaluation. One can then compare the results
obtained from the repeated measurements.
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Sufficient homogeneity or reproducibility is achieved if the average value and
standard deviation of the results of repeated measurements at the same sam-
ple position or on the same sample differ only insignificantly from the results
obtained from different sample positions or at different samples. The calculation
of the mean value and the standard deviation is shown in Section 6.1.1. Examples
for homogeneity tests are discussed in Section 16.6.

3.3 Preparation of Compact and Homogeneous
Materials

3.3.1 Metals

Metals here mean both pure metals and metal alloys. This may be a wide variety
of iron alloys, nonferrous metal alloys, or hard metals.

The preparation of metals for a measurement depends on the starting material
as well as on the analytical task. Casting from the melt is possible. In the case of
inhomogeneous alloys, remelting is also possible. The resulting specimens first
have to be adapted to the geometry of the respective measuring instrument by
mechanical processing, such as cutting, drilling, or sawing and then a clean and
plane surface must be prepared by milling, grinding, or polishing. For the sam-
pling from liquid melts, probe samplers are available with which, under repro-
ducible conditions, homogeneous samples can be produced whose external form
is directly fitted for the measuring instruments (see Figure 3.5). For castings,
depending on the casting mold, removal of a surface layer is required to elimi-
nate the influence of surface segregation and corrosion. Castings should always
be produced under the same conditions, i.e. temperature and mixing of the melt,
cooling rate, and sample geometry to ensure high reproducibility.

Conversely, the material to be analyzed can also present a compact metal body
that already has been subjected to mechanical deformation, e.g. plates, bars, or

Figure 3.5 Specimen generated by sampling from a melt.
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Figure 3.6 Influence of surface
roughness on the measured
fluorescence intensity. Source:
According to Willis et al. (2014).

tubes; they must be prepared by modifying the shape and by processing the sur-
face to a measurement sample. The aim is always to produce a homogeneous
sample with low surface roughness.

Usually, the surface roughness obtainable by grinding or milling is sufficient for
the analytical task. If a surface treatment is required by polishing, care must be
taken that the polishing agent does not penetrate into the sample and cause con-
tamination. This is especially likely in the case of relatively soft sample matrices,
such as aluminum samples, in conjunction with hard polishing agents. This effect
can be avoided by using other surface processing methods, such as milling. For
hard sample matrices, polishing is often the only way to process the sample sur-
face. Here, the risk of contamination is relatively low and can be largely avoided
by subsequent cleaning procedures, for example, washing in an ultrasonic bath.

The measured intensities can be influenced by the surface roughness of the
samples. It should be taken into consideration that this influence is greater for
small fluorescence energies, in particular for heavy matrices, but smaller for high
fluorescence energies in light matrices. The dependence of the measured fluores-
cence intensities of pure metals on the surface roughness of the sample is shown
in Figure 3.6.

3.3.2 Glasses

Glasses are amorphous substances that can contain very different elements, usu-
ally in the form of oxides; they are dissolved in glass formers and have typically a
good homogeneity and a high surface quality. Glasses are available in very differ-
ent forms for the analysis: commercial flat glasses, molded glass, and glass in art
objects. Glassy beads are also frequently produced with the goal to obtain homo-
geneous samples from minerals or other small-particle materials. In this way, not
only surface effects but also mineralogical influences can be neglected.

To keep contaminations small during the melting process, Pt crucibles are used.
During the melting of the glasses, low melting temperatures are required in order
to avoid or reduce the loss of easily volatile elements in the melting process. LiBO2
(lithium metaborate), Li2B4O7 (lithium tetraborate), or Na2B4O7 (sodium tetrab-
orate or borax) are used as melting agents and glass formers (see Section 3.4).

Flat glasses usually only require shaping to fit the sample to the geometry of the
measuring instrument; they already have a flat surface and are also homogeneous.
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The shaping can be carried out by cutting, breaking, or sawing. Remelting should
be avoided, because a possible loss of easily volatile elements can occur.

For the preparation of glasses, the procedures described for metals can also be
required to remove surface layers or for improving the surface quality, in partic-
ular to avoid the effects of laminations in the glass composition. As a result of the
generally light matrices of glasses, the requirements for the surface quality are
typically comparatively low, in particular when determining elements with high
fluorescence energies due to their large information depths. The specific prepa-
ration techniques are again strongly dependent on the sample type and the ana-
lytical task. More detailed information on the preparation techniques for glasses
can be found in the descriptions of the appropriate applications in Section 9.7.

Shaped glasses or art objects are often irregularly shaped, which means that
sufficiently large areas are not available for a conventional large area analysis. In
the case of valuable objects, sample preparation usually is not possible in order
to avoid any damage to the object. Here, spatially resolved methods are recom-
mended.

3.4 Small Parts Materials

Powder-like materials can be of various nature – minerals such as ores, rocks,
or sands, slags or metal swarfs, but also polymer granules or secondary raw
materials.

The sample preparation starts usually with crushing of the samples, which is
usually combined with a mixture and division of the crushed material, in order
to achieve sufficient representativity. For geological samples it is recommended
to remove metallic components; Fe-containing particles for example can be
removed by a magnetic separator, and other metals for example by flotation.
After further grinding or cutting steps, the final making of the test sample can
be carried out by filling the test particles into a sample cup or vessel, by pressing
a tablet, or by producing a fusion bead. Depending on the starting material, the
processing methods and sample quantities given in Table 3.6 are usually used.

In the following, it is to be assumed that sample particles exist in a size of 2 mm,
which means that they were prepared by breaking or cutting.

Table 3.6 Steps for processing and sampling of small part materials.

Primary material Processing step Sample amount Grain size
Rocks, ores, slags Coarse crushing, 

dividing
10 kg 
c. 1:10

150 mm => 20 mm

Waste and pre -
crushed rocks, ores, 
or slags

Fine crushing 
cutting
dividing

1 kg 

c. 1:20

20 mm => 2 mm

Soils and fine 
crushed materials
Finished material

Grinding 
dividing
Pouring in cuvettes
pressing
fusion beads

50 g 2 mm => 40 μm

10 – 20 g 
10 – 20 g 

1 g
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3.4.1 Grinding of Small Parts Material

The pre-crushed materials for further processing should have a grain size of
approximately 1–2 mm for hard materials; for soft materials the grain sizes
can be up to 10–20 mm. Further processing is then carried out by cutting or
grinding. Depending on the material quality, various mills are available for this
purpose. Table 3.7 summarizes the available mills for the different materials to
be ground.

The selection of an appropriate mill depends essentially on the type of material
to be ground. Hard and brittle materials are most effectively crushed by friction

Table 3.7 Mills for fine grinding of powder-like material.

Type of material Type of mills Functional principle

Milling materials Size of the starting material
Milling speed/
revolution speed Final grain size

Soft to medium hard,
brittle as well as fibrous
material

Rotating mill Comminution by cutting
Steel Up to 10–20 mm
200–3000 min−1 100–200 μm

Soft material, fibers,
cloth, textile

Cutting mill Comminution by cutting
Steel Up to 10–20 mm
2000–20 000 min−1 0.25–10 mm

Medium hard, hard,
brittle or fibrous
materials (dry or in
suspension)

Disk mills Comminution and
homogenization by thrusting and
milling between rotating disks

Steel, agate Up to 15 mm
400–1500 min−1 10–20 μm

Dry samples or solids in
suspension

Ball mill Comminution and
homogenization by thrusting and
milling by beating balls

Steel, agate,
tungsten carbide

Up to 5 mm

Frequency: 3–25 Hz 10 μm
Hard to soft materials
(dry or in suspension)

Planet mill Finest comminution and
homogenization by thrusting and
milling in rotating milling molds

Steel, agate,
tungsten carbide

Up to 5 mm

100–1000 min−1 1 μm
Medium hard to
soft-brittle materials
(dry or in suspension)

Mortar grinder Finest comminution and
homogenization by thrusting and
milling between mortar and mold

Steel, agate,
tungsten carbide

Up to 8 mm

up to 80 min−1 1 μm
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Figure 3.7 Dependence of
fluorescence intensity on
grinding time.
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or thrusting, and soft and fibrous materials rather by cutting. Cooling of soft
and fibrous materials to low temperature, e.g. by liquid nitrogen (LN2), can tem-
porarily convert these materials into a hard and brittle state. When selecting
the grinding vessels for very hard samples to be ground one should look for a
high-density material (for example tungsten-carbide). For medium-hard speci-
mens good milling results can also be achieved with lighter material grinding
tools (steel, agate).

The milling times required must be determined by tests. They depend on the
sample type, the type of mill, the material of the grinding vessels, and the grind-
ing medium. For preparation as loose material or as a pressed tablet the required
fineness of the grinding material and thus the duration of the grinding process
should be determined from the measurement of the fluorescence intensity of the
analyte as a function of the grinding time. Such a determination is illustrated
exemplarily in Figure 3.7. The grinding time can range from a few tens of sec-
onds to a few minutes. It should be noted that samples containing a percentage
of oxidizable material (e.g. metals) can absorb oxygen due to the heating during
grinding, whereby the composition of the sample material changes.

3.4.2 Preparation by Pouring Loose Powder into a Sample Cup

Powder-like material can be filled directly into sample cups and analyzed there.
In the case of excitation from below, the measurement sample rests on a thin
polymer film (see Figure 3.17). Since the sample material can only slightly be
compacted by pressure, the sample density can vary for the same sample mate-
rial. The surface roughness of such samples depends essentially on the grain size.
This preparation technique is simple and allows for very fast analyses, but usually
does not allow for high precision.

The following factors influence the analysis accuracy most:

• The film of the sample cup absorbs both the incident and the analyte radiation.
This means that low-energy radiation of lighter elements in particular cannot
or can only badly be detected. This can lead to significant analytical errors if
the analyzed materials have a high content of light elements. In addition, it is
possible that contaminations in the film of the sample cup counterfeit elements
or their content in the sample.
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Figure 3.8 Dependence of fluorescence intensity on the morphology of the sample. Source:
Courtesy of S. Hanning, FH Münster.

• The measurement often takes place in air, on the one hand, in order to save
the time pumping down the sample chamber, but on the other hand also to
avoid contamination of the spectrometer by swirling sample particles. Air in
the beam path acts as an absorber. The contamination of the spectrometer dur-
ing evacuation with sample particles can be avoided by covering the sample cup
with a lid, see Figure 3.17.

• The relatively large surface roughness of loose samples influences the analytical
accuracy for light elements. Different information depths of the fluorescence
radiation result in their varying absorption.

• Owing to the filling process the sample density is not uniform. This signifi-
cantly influences the reproducibility of the analytical result. This is illustrated
in Figure 3.8, which shows the measured intensities of Pb in a loose powder of
synthetic granules and correspondingly in a pressed pellet of the same material.

This type of sample preparation is usually used for waste or secondary raw
materials. High analytical accuracy is not expected here in the first place due
to the low reproducibility and representativeness of the sampling. Variations of
the analytical results caused by this simple preparation technique are still small
compared to the variations generated by the actual sampling and are therefore
negligible. Typical uncertainties for the measurement of loose powder samples
are in the range of 3–5% relative to the main components; accordingly, for traces
they are larger and depend on the element, the matrix, and the grain size.

It needs to be considered that in case of wavelength-dispersive spectrometry
(WDS) instruments the film is thermally stressed by the high excitation intensity,
i.e. long measurement times should be avoided.

3.4.3 Preparation of the Measurement Sample by Pressing into a Pellet

Higher analytical accuracies are possible by the manufacturing of pressed pellets,
since these can produce relatively smooth sample surfaces and uniform sam-
ple densities. For this purpose, the ground material is filled into a press mold
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Figure 3.9 Press die for to produce pellets from
small-sized materials. Source: Courtesy of Specac
Ltd.

having a diameter that corresponds to the respective size of the sample holder
of the spectrometer. Pressures of 100–200 kN for pellet diameters of 32 mm and
of 200–300 kN for pellet diameters of 40 mm have to be typically applied for up
to one minute to compress the material. As a result, pellets with a relatively high
density are prepared, which are stable and can be stored over a longer period.
In order to avoid contamination by the mold, the pressing surfaces can be cov-
ered with a thin plastic film, which is removed after pressing the pellet. Figure 3.9
shows a press die. This die allows evacuation of the sample material during the
pressing operation. As a result, gas inclusions are avoided, which can destroy the
pressed pellets during the pressure changes in the course of vacuum measure-
ments.

Various possibilities exist for the manufacturing of a pressed pellet, which are
distinguished, in particular, by the stability of the pressed pellet, but also by the
effort for its production; it depends on the starting material as well. Pressed pel-
lets can be made by

• direct pressing of the ground raw material without any additives;
• mixing the sample with a binder and pressing the mixture into a pellet. The

binder increases the strength and thus, if necessary, allows multiple use of the
pellet. At the same time, a dilution of the matrix is achieved. The binders used
are cellulose, wax, or other soft materials;

• pressing the sample material with a binder into solid sample holders such as
rings or aluminum molds. The rings are made of steel or plastic. The material
of the Al molds must have high purity in order to avoid superpositions of the
sample spectrum with that of high-energy fluorescence radiation of impurities.
This support of the sample material with molds is particularly useful for often
used samples, where particles can flake off and contaminate the spectrome-
ter. The pressing of small-particle material produces stable pellets with very
smooth surfaces, as shown in Figure 3.10a;

• simultaneous pressing of the sample material into a substrate made of binder
or boric acid utilized as a sample vessel. In this case, a test sample can also
be produced with a small amount of sample material. Samples with a binder
carrier pellet are shown in Figure 3.10b. Calibration samples can also be pro-
duced by this preparation method in order to ensure a high analytical accuracy
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Ring Sample with binder

Binder substrate
(a) (b)

Figure 3.10 Pressed pellet (a) and cross section of a pressed pellet in binder (b).

even in the case of small sample quantities. However, an increased spectral
background has to be expected for samples prepared in this way because the
high-energy incident radiation is scattered on the light matrix of the sample
mold;

• pressing the sample material at elevated temperatures. Particularly in the case
of organic materials, this can lead to a gluing of the individual sample particles
and thus to stable pellets; see for example in Section 10.13.2.

In order to avoid the sample thickness influencing the analytical results, always
the same sample quantities as well as the same mixing ratios with binders should
be used for the production of pressed pellets. Depending on the size of the press
die, the usual sample amount is 3–5 g. The binders are added in constant mixing
ratios with proportions between 10% and 15%. As a result of the same sample
masses, the sample thickness is either greater than the information depth of the
analytes or the two parameters are always in the same relation to one another.
The addition of binders must be considered for the quantification, both for the
matrix interaction and for a possible normalization to 100%.

The durability of pressed pellets depends on the hardness of the sample parti-
cles as well as on their grain size distribution. Ultimately, the size of the surfaces
of the individual particles contacting each other is important. If this area is large,
then the van der Waals forces between the individual sample particles are suffi-
cient and the pellet is mechanically stable. The various possibilities for producing
stable pellets are demonstrated in Figure 3.11.

• In the case of hard particles with a narrow grain size distribution (for example,
spheres of the same size as in Figure 3.11a), the closest sphere packing is
obtained by pressing, but it has only relatively few and small points of contact
between the individual sample particles. No stability of the pellet can thereby
be expected.

• If the sample particles have a broader particle size distribution, smaller parti-
cles can be incorporated between the gaps of the larger particles. This increases
the number of points of contact and thus the stability of the pellets. This case
is illustrated in Figure 3.11b by the inclusion of small spheres in the interstices
of the distribution of Figure 3.11a.
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(a) (b)

(c) (d)

Figure 3.11 Influence of grain size distribution and different hardness of sample particles on
the durability of pressed pellets, (a) spheres of same size, (b) spheres of different sizes, (c)
particles of differing hardness, and (d) incorporation of binders.

• If the hardness of the sample particles is different, the pressing can deform the
softer sample parts. They then adhere to the harder parts so that the contact
surfaces are significantly enlarged and thus improve the stability of the pellet
(Figure 3.11c). If no soft components are present in the sample itself, a binder
can be added to the sample. This has the same effect.
On the other hand, these soft components tend to segregate to the edges during
pressing, i.e. also on the sample surface (see Figure 3.11d). These soft compo-
nents, in particular the binder then forms an additional absorption layer, which
especially influences the low-energy fluorescence radiation of the sample com-
ponents and thus the analytical result.

Various binders are available. It is important that the binder does not contain
any analyte elements. Binders usually are mixed into the sample during the last
grinding process; they are ground with the sample material and thus homog-
enized. These additives often also support the grinding process by preventing
particle aggregation. The binders are available as pellets with a defined weight;
therefore, no additional weighing is necessary during portioning binder and
sample. This is particularly important for an automation of workflows. Liquid
binders are also used; they are often the only way to produce a stable pellet. In
this case, it is necessary to check whether these binders dissolve elements from
the sample; then the evaporation of the solvent can lead to a depletion of these
elements.

The selection of an optimum binder as well as the mixing ratio with the sample
for a given analytical problem usually requires tests, since there is a dependence
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Table 3.8 Binders and additives for pressed pellets.

Binder Function Properties/application

Boron acid
Borax

Additive and binder
Also advantageous for sample
stabilization as sample mold

No longer allowed, slightly
toxic

Paraffin wax Mostly binder Slightly toxic, no influence
by moisture

Cellulose Mostly binder Absorption of moisture
Methylmetaacrylate in
a solution of acetone

Binder for materials that enlarge
their volume due to water
absorption

Mixing with the sample and
wait for evaporation of the
acetone, then pressing

Polyvinyl alcohol
solution

Additive and binder, avoids
aggregation of the grounded
material and cools down the mill

between sample material, grain size distribution, and the available preparation
technique. Table 3.8 shows a summary of the most commonly used binders.

The quality of sample preparation influences the analytical accuracy and the
reproducibility of the analyses. The manufacturing of pressed pellets produces a
much higher quality measurement sample compared to the simple loose powder
samples of small size materials; it improves the analytical accuracy. For miner-
alogical material it is in the order of 0.5% for main components and <1% for
secondary components.

3.4.4 Preparation of the Sample by Fusion Beads

3.4.4.1 Improving the Quality of the Analysis
The manufacturing of pressed pellets is fast and relatively easy; however, there
still can be effects that influence the analytical accuracy, for example,

• grain size effects
• mineralogical effects
• preferential orientations
• surface roughness and
• segregations of the material.

The elimination of these effects is possible by the manufacturing of fusion
beads. This type of sample preparation also results in a standardization of the
matrix, since a considerable dilution of the sample material by the melting agent
takes place. As a result, calibrations can be used for a wider range of sample qual-
ities, which also means less reference samples are required for a standard-based
calibration. Further, calibration samples can be produced synthetically from
pure substances in the form of fusion beads, so that their traceability is possible.
The influence that the preparation of the material has on the analytical accuracy
is demonstrated in Figure 3.12, which shows the calibration curve for pressed
pellets and fusion beads.
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Figure 3.12 Calibration curves
for the same powder material
prepared as pressed pellet (a)
and fusion bead (b).
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The following materials are required for the manufacturing of fusion beads:

• Crucible (platinum/gold 95/5)
• Chill molds (platinum/gold 95/5), nickel discs
• Cover for the molds (platinum/gold 95/5)
• Stirring bar (e.g. platinum/gold 95/5)
• Muffle furnace
• Fully or partially automated fusion machine heated inductively or with burners

The disadvantages of manufacturing fusion beads are the relatively long pro-
cessing times, the higher costs, and the dilution of the sample materials, since
this often leads to a reduction in the detection limits.

3.4.4.2 Steps for the Production of Fusion Beads
The production of a fusion bead takes place in several steps. There are different
detailed descriptions of the advantages and procedures for the manufacturing of
fusion beads (Willis 2010; Claisse 1957):

• First, the sample material should be ground. Here the grain sizes are not
required to be as small as for pressed pellets. Grain sizes <63 μm are usually
sufficient.

• As pre-treatment the material is often dried by annealing. This takes place usu-
ally at temperatures of approximately 950 ∘C, in the case of refractory materials
in accordance with ISO 12677 at 1025 ∘C, and should be carried out until the
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material mass is constant. For this purpose, the samples are placed in an Al2O3
dish and heated in a muffle furnace. In this case, the loss of ignition (LOI) must
be taken into account from the evaporation of moisture or volatile materials;
see Section 3.4.4.3.

• Pre-oxidation of the sample material may be necessary if the sample contains
pure metals that can attack or alloy with the crucible material, which can lead
to a reduction in its melting point and thus damage the crucible material. The
following oxidizing agents are used:
– NH4NO3 for low concentrations of reducing materials (oxidation at tem-

peratures of approximately 300 ∘C for 1–2 minutes)
– LiNO3 for slags from steel production (oxidation at temperatures of approx-

imately 815 ∘C for 5 minutes)
– NaNO3 for metal sulfides (oxidation at temperatures of 700 ∘C for

15 minutes). In this case, the nonvolatile Na has to be taken into account in
the subsequent analyses or

– SrNO3, which not only oxidizes the material but also increases the mass
absorption of the fusion bead.

Further protection of the crucible material is possible by a layering of the oxi-
dizing agent and the sample material, so that the crucible material only comes
into contact with the melting agent, as shown in Figure 3.13.

• As melting agent, usually borates are used because they cannot be detected
analytically by XRF and they reduce the melting point of the samples. Most
commonly, lithium metaborate and lithium tetraborate are used depending on
the sample composition. Samples with high contents of Al, Si, S, or Fe react
better with metaborate, and samples with high contents of Na, Mg, K, and
Ca better with tetraborate. Mixtures of these two melting agents are also fre-
quently used. Further melting agents such as sodium tetraborate are available
for special applications, in order to further reduce the melting point. It must
be ensured that analyte elements are not also contained in these materials. The
usual fluxes as well as their melting temperature can be found in Table 3.9.

Melting agent

Sample with
melting agent

Figure 3.13 Arrangement of layers of melting agent and
sample in the fusion mold.

Table 3.9 Flux agents for different applications.

Flux Chemical notation Melting temperature (∘C)

Lithium metaborate LiBO2 850
Lithium tetraborate Li2B4O7 925
Mixtures LiBO2 +Li2B4O7 825 for a 50 : 50 mix
Sodium tetraborate Na2B4O7 741
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Table 3.10 Sample–flux ratios for typical materials in grams (valid for diameter of the fused
bead of 32 mm).

Material
Ratio of sample
to Li2B4O7

Ratio of sample
to Li2B4O7 + LiBO2
(mixture of 1 : 1)

Ratio of oxidizer
(LiNO3) to the
sample flux mix

Alumina 0.6 : 6
Bauxite 0.5–1 : 6
Cement 2–3 : 6
Chromium oxide 0.1 : 10
Coal ash 0.6 : 6 1 : 1
Ferric oxide 0.4 : 6
Ferrous oxide 0.4 : 6 1 : 1
Magnesia 0.6 : 6
Rocks 0.5–1 : 6
Silica 1 : 6
Slags 0.5–1 : 6
Sulfate 1 : 6
Sulfide concentrates 0.3–0.6 : 6 2–3 : 1
Sulfide ores 0.4–0.8 : 6 2 : 1
Titania 0.4–0.6 : 6
Zirconia 0.4–0.6 : 6

The fluxes are used in varying ratios to the sample and sometimes also with an
additional oxidizer depending on the different sample qualities. Table 3.10 gives
an overview of the different types of powder materials, the ratio of the amount
of the flux to the amount of the sample to be used, and if an additional oxi-
dizer is recommended. The weighing should be carried out with an uncertainty of
approximately 1 mg. In any case, it is recommended to make tests in the prepara-
tion of the different sample qualities to ensure the manufacturing of high-quality
fusion beads.

It has to be taken into account that due to the flux the sample is diluted, which
means both the slope of the calibration curve and the sensitivity of the analysis
will be reduced with increasing flux content.

Fluxes are hygroscopic, in particular lithium tetraborate. Therefore, the melting
agents should be dried before use, and preheating at 105 ∘C over a longer period
(overnight) is recommended.

• Other additives are sometimes also used in the melting process. These may
be oxidizing agents and glass-forming agents, but also substances that aim to
improve the quality of the fusion bead or have an influence on the analytical
process.
By strong absorbers, such as BaO or La2O3, the matrix interaction is increased
and fusion beads can then be treated as infinitely thick samples, in which the
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intensity of the fluorescence signal does not depend on the sample thickness,
i.e. their information depth is smaller.

• Sometimes, also lithium bromide (LiBr), lithium iodide (LiI), or ammonium
iodide (NH4I) is added to the molten sample in small amounts (one or two
drops) to increase the surface tension of the melt (especially when using
lithium metaborate as flux). This allows for a loss-free pouring of the melt
into the cooling mold and a subsequent simple separation of the sample from
the mold. For these additives, care must be taken again that no interferences
with analyte elements occur. Examples are overlaps of the Br-Lα line with the
Al-Kα line or the Mg-Kα line, and the I-L𝛽 lines with the Ti-Kα line. However,
the contents of Br and I in the fused bead are very small, also caused by their
high volatility. At the melting point of lithium metaborate half of the initial
amount of Br or I is evaporated within approximately eight or two minutes,
respectively.

• A good mixture of the sample material, additives, and the melting agent is very
important. It should be carried out in ball mills in order to prevent segrega-
tion of the different components. Mixing in the melting vessel does not lead
to a sufficient result and can also disturb the surface of the crucible, which can
prevent the complete pouring of the sample or lead to its early destruction.

• The oxidation and melting process usually take place above a gas flame, but
electrically heated muffle furnaces are also used. In order to increase the pro-
ductivity of the sample preparation, usually several samples can be processed
simultaneously.
A mound in the bottom of the Pt mold improves the mixing effect during the
pivoting of the crucible.

• In order to increase the quality of the fusion beads and to standardize them, the
temperature profiles of the ovens are mostly controllable. The temperatures for
the melt process should be about 150–200 ∘C above the melting point of the
melt. However, in order to reduce the loss of volatile elements such as alkali
metals or sulfur, the melting temperatures should not be too high. This can be
achieved using Na2B4O7 (see Table 3.9).

Equipment for fusion melting is offered by companies such as Claisse Inc.,
Fluxana GmbH, or XRF Scientific Ltd. (Table B.1). All of them are temperature
controlled, mix the melt automatically by pivoting or rotating the crucible dur-
ing the melting process, and pour the melt into a preheated casting mold, which
is then cooled by a predetermined temperature profile. The casting mold then
already has the required size of the X-ray spectrometer being used. The compa-
nies also offer prepared recipes for the preparation of a wide variety of sample
materials.

Figure 3.14a shows the Pt crucible over a burner during the melting process,
and Figure 3.14b a typical temperature profile for the complete melting process.

The cooling process strongly influences the quality of the glass beads as well.
The aim is to prepare stress-free and homogeneous glass-like beads. The influ-
ence of the cooling rate on the quality of the glass beads is shown in the graph
of Figure 3.15. In order to avoid crystallization of the sample material, sufficient
rapid cooling is required. On the other hand, too rapid cooling can lead to high
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Figure 3.14 (a) Pt crucibles over a gas burner. (b) Temperature profile of the melting process.

Figure 3.15 Cooling curve to produce glass
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stresses in the bead, which can result in the breakage of the bead; at a minimum it
leads to micro-cracks or milky beads. Therefore, the casting molds are preheated
before casting, and cooled by an air flow to appropriately control the cooling pro-
cess. This procedure also depends on the respective melting agent, additives, and
the sample material, and must be optimized by testing. In selecting the flux, a
shift in the separation between amorphous and crystalline condensation along
the time axis according to Figure 3.15 is possible, i.e. the cooling rate can be influ-
enced. However, one has to take into account that the various melting agents have
different dissolving properties.

The manufacturing of fusion beads requires not only a relatively long time, but
also a high manual effort. Various efforts have been made to automate this process
(see for example Flock and Ohls 1987).

3.4.4.3 Loss of Ignition
During the melting process, the weight of the sample can be changed due to the
loss of volatile elements or compounds, especially by the evaporation of moisture
or gas inclusions in the sample material. This loss – LOI – must be taken into
account in the later quantification. The following relationship is used:

Ccorr = Ccalc ⋅ (100 − % LOI)∕100 (3.2)

3.4.4.4 Quality Criteria for Fusion Beads
Fusion beads of high quality are characterized by good transparency, a flat and
smooth surface, and high homogeneity. Depending on the glass former, the fusion
beads can be hygroscopic, i.e. their storage in desiccators is recommended if the
samples should be available for follow-up measurements.
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(a) (b)

Figure 3.16 Glassy (a) and milky, too quickly cooled fusion bead (b).

The following defects can occur in fusion beads:

• Crystallization can occur when a non-suitable flux for the analyzed material is
used or when the cooling rate of the beads is too slow.

• Cracking occurs if the internal stress in the bead is too high. These can be
caused by unsuitable annealing procedures or due to small inclusions, for
example, after crystallization in the glassy sample.

• Bubbles can be generated if the material contains compounds that are volatile,
if the material was not sufficiently dried, if the melt is too viscous, or if the melt
captures air inclusions during the pouring process.

• Distortion, in cases where the mold has deviations from the correct shape these
deviations are then transferred to the fusion bead and can lead, for example,
to uneven surfaces.

All these influences must be tested and optimized for the various sample mate-
rials as well as for the available equipment.

Examples of a homogeneous (a) as well as a milky and cracked (b) fusion bead
that was cooled too quickly can be seen in Figure 3.16.

Fusion beads can increase the analytical accuracy by reducing the matrix inter-
action as well as the avoidance of mineralogical effects in the sample. For main
and secondary components analyses errors down to <0.2% are possible, and for
traces <1%. However, it also has to be noted that the manufacturing of a fusion
bead requires a relatively high effort in time and money and that the detection
limits are decreased by the dilution of the sample with the melting agent.

To take advantage of a higher accuracy, any contamination by touching of the
measurement surface of the sample must be avoided. Otherwise, traces of Na, K,
Cl, and others will be transferred to the sample, contaminate it, and consequently
influence the analytical result. The same care has to be used for pressed pellets.

3.4.4.5 Preparation of Special Materials
The previously described procedures can be used for several material classes.
However, for several materials special conditions must be fulfilled to produce
fusion beads of high quality (Sear 1997). We will mention a few of them here:
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• Carbonates: In the case of melting carbonates, the gas produced from the
decomposition of the carbonate can have difficulties escaping from the melt
because the flux has a lower melting temperature than the carbonate. This
means that the gas is blocked by the viscous liquid and consequently produces
foam that can completely fill the crucible. Calcium carbonate has a melting
point of 900 ∘C. In this case, tetraborate has to be used since it has a higher
melting point. If the flux is a coarse powder the gas can escape through the
porous flux (Giles et al. 1995).

• Carbon: Pure carbon can be present in small amounts in the various sample
qualities. It has to be removed before the fusion process. This is achieved by
adding small amounts of ammonium nitrate. This will oxidize the carbon. The
unused ammonium nitrate evaporates during the melting process. Its melting
temperature is only 170 ∘C.

• Metallic compounds: The metallic particles should be milled to a very fine grain
size. They then can be mixed with an oxidizer. Lithium carbonate has been
proved to be very efficient. For the fusion procedure 5 g of tetraborate should
be melted while the mold is rotated to coat the surface of the mold. Then the
melt should be cooled down during rotation until the surface has solidified.
Now 0.5 g of the metallic powder together with 1.25 g of LiCO3 can be added
on the top of a layer of 1.8 g boron oxide (B2O3). For oxidation and melting
of the boron oxide it should be heated to an intermediate temperature, which
prevents an outgassing of CO2. After the complete oxidation of the material a
standard fusion procedure can follow.

• Sulfide minerals: Sulfides are difficult because they can corrode and destroy
the mold. This can be overcome by complete oxidation of the sample material
to sulfate. The loss of sulfur due to evaporation is problematic, and therefore
oxidants have to be used. Depending on the analyte elements potassium pyro-
sulfate or nitrates of lithium or sodium can be used.
Ammonium iodide cannot be used for the improvement of the casting because
sulfur evaporates with ammonium.
Norrish and Thompson (1990) describe a procedure for the analysis of sulfides.
They used 0.26–0.66 g of the sample, mixed that with 6.8 g of a 12 : 22 mixture
of tetraborate to metaborate and 1.0 g of sodium nitrate, which was heated to
700 ∘C in a muffle furnace for 10 minutes with subsequent fusion at 1050 ∘C.

3.5 Liquid Samples

Liquid samples can be prepared in several ways. For instance, direct measure-
ment of liquids is possible. Liquids can also be prepared by drying through evap-
oration of the solvents, by absorption, e.g. in cellulose or wax, by precipitation
through a chemical reaction, or by filtration.

3.5.1 Direct Measurement of Liquids

For the direct measurement, the liquids are filled into special sample cups (see
Figure 3.17). The sample cups are available in several styles, each one designed to
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Figure 3.17 Sample cup for the analysis of
liquids. Source: Courtesy of Chemplex
Industries, Inc.

fit the different types of instruments; they can have different sizes and can be used
with or without a cover. They are made of polymers (PE, Teflon), which inherently
are very clean, in order to avoid introducing any foreign measurement signal.

The cups are covered with polymer films, which must be pulled tightly onto the
cup without any wrinkles; this is important in order to clearly define the distance
between sample and spectrometer. On the one hand, the films should absorb
the radiation as little as possible, i.e. they must be very thin and consist of ele-
ments with low atomic number. On the other hand, they must be stable against
the liquids used. For the mostly organic solvents, this requires careful selection
and testing before a measurement. It is therefore recommended to test the resis-
tance of the window film of unknown samples, by filling the liquid into the sample
cup and placing it on blotting paper for at least twice the measuring time. Thus,
it can be verified whether the liquid reacts with the films or not. This is impor-
tant in particular for wavelength-dispersive (WD) instruments; due to their high
excitation intensity the thin films of the sample cup are thermally stressed. It is
therefore essential to carry out these tests for WD spectrometers for a sufficiently
long period.

This high excitation intensity of WDS instruments can also alter the sample,
for example, by decomposition, which can then lead to generating bubbles in the
liquid.

The samples should always be filled into the sample cups just before the mea-
surement. For particularly aggressive solvents, it is also advisable to use a double
film for covering the cup.

In the case of a defective foil, there is a high risk that the liquid enters the
spectrometer, which then can lead to considerable damage, both by potential
temperature shock to the X-ray tube and by contamination or reaction of the
solvent with the spectrometer components.

Available window materials and their properties are summarized in Table 3.11.
The transmission of low-energy radiation is shown in Figure 3.18 for different
commonly used window materials. For light elements such as Na, Mg, or Al the
transmission is fairly small, but for slightly higher energies, such as S, the trans-
mission is already increased. However, this is not a real disadvantage because
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Table 3.11 Window materials for sample cups for liquid samples.

Material Elements

Minimal
thickness
(𝛍m) Properties

Mylar (PET) Hydrogen,
carbon,
oxygen

2.5 • Very thin = > small absorption
• Low to no contaminations
• Suitable for: aqueous solutions
• Not suitable for aliphatic alcohols, alkaline

solutions, ester, aromatic hydrocarbons, and
ketones

• Impurities of the film can have the following
concentrations:

Phosphorus – approx. 180 μg/g;
calcium – approx. 45 μg/g

Polypropylene
(PE)

Hydrogen,
carbon

4 • Small absorption due to light elements
• Suitable: all organic solvents
• Not suitable: aromatic and halogenated

hydrocarbons, ketones, ether
• Often contaminations from silicon, sulfur, or

calcium
Kapton Hydrogen,

carbon,
nitrogen,
oxygen

6 • Stronger absorption due to heavier elements
• High temperature resistance, high radiation

resistance for continuous measurement
• Suitable: aqueous solutions
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Figure 3.18 Transmission of low-energy radiation of sample cup films.

liquids cannot be measured in vacuum, which means the radiation is absorbed
also in air. In any case, the absorption in the different layers always has to be
considered during analysis.
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For highly volatile solutions, sample cups with a cover are offered to reduce the
evaporation process (see right cup in Figure 3.17).

The preparation steps for liquids are generally determined by their state. In the
case of a homogeneous liquid, the preparation is simple – the liquid can readily
be filled into the sample cup and measured.

On the other hand, a multiphase liquid, having different densities, for example,
can be homogenized by stirring or shaking. The measurement should then be
carried out shortly after the homogenization in order to avoid a new segregation.
Another possibility is the separation of the individual phases and their separate
analysis.

If particulate material is suspended in liquid, homogenization by shaking and
stirring is also required, in an ultrasonic bath, for example. The measurement
should also be done quickly, in order to avoid new sedimentation. Another pos-
sibility is to filter the suspended particles in order to analyze the filtered particles
and the liquid separately.

3.5.2 Special Processing Procedures for Liquid Samples

Various other preparation techniques are also being used for liquids. An increase
in the detection sensitivity is obtained by drying up the solvent of a liquid dropped
onto a sample carrier (see Sections 11.3.2 and 12.4.1). This method enriches the
analytes, and at the same time reduces the spectral background, thereby increas-
ing the analytical sensitivity.

Other possibilities are the transfer of a liquid directly into a quasi-solid body,
for instance, by gel formation or by the absorption of the liquid in a porous mate-
rial such as alumina or coal. The precipitation of solutes by a targeted chemical
reaction and its recovery by filtering or the absorption of solutes and the analy-
sis of the adsorbent is also possible. In all cases, depending on the composition
of the primary material, the most favorable option and chemical reaction must
be selected. To ensure sufficient analytical accuracy, test measurements on ref-
erence samples of known composition should be made, in order to determine
parameters such as recovery rate and reproducibility before the actual analysis.

Some of the preparation procedures are described in connection with the cor-
responding applications in Chapter 11.

3.6 Biological Materials

Biological materials are generally inhomogeneous. For an analysis, it is therefore
first necessary to decide whether these inhomogeneities are to be determined by
the analysis or whether the mean composition of the sample is of interest and it
therefore must be homogenized before the analysis.

If the inhomogeneities of the sample are to be recorded, the use of spatially
resolved analyses techniques is required (see Section 4.3.3 for instrumentation,
Chapter 13 for the measurement algorithms, and Chapter 16 for examples). The
sample preparation for position-sensitive measurements depends on the texture
of the primary materials. Solid materials, such as plant parts or bones, can directly
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be analyzed in certain circumstances; alternatively, the samples are to be cut or
ground in order to obtain flat surfaces for the analysis. In the case of tissues, it is
possible to convert these into a solid sample by freeze drying, for example, or by
preparing microsections for the analysis.

If, on the other hand, the primary material should be homogenized for the anal-
ysis, various preparation procedures are available, again depending on the sample
state.

• For solid materials, such as wood or bone, direct analysis is possible if the sam-
ples are sufficiently large and not strongly structured. They can be polished and
then directly analyzed.

• In the case of inhomogeneous solid samples, it is also possible to prepare
pressed pellets. For this purpose, the material must be dried for several hours
at 65–85 ∘C. Higher temperatures should be avoided to reduce the loss of
easily volatile elements. After the material is crushed or cut (see Section
3.4.4), it can be pressed without binder, since it has low hardness and therefore
produces stable pellets, where applicable also at elevated temperatures.

• Soft materials, such as human or animal tissues, should be first dried by heat-
ing or by freeze-drying. In this way, the prepared material can then be further
processed by cutting or grinding and eventually pressed into pellets. If only a
small amount of material is available, it is possible to press the sample into a
binder tray (see Figure 3.10).

• Another possibility is the ashing of biological materials. For this purpose, the
material is heated to temperatures above 900 ∘C under oxygen supply. Thus, all
hydrocarbons escape from the sample, but also highly volatile elements such
as P, S, and even important analytes such as As or Hg. The ashes can then
be further processed like small-particle material, i.e. as pressed pellet or as a
fusion bead.

• Another possibility to prepare tissue materials is to freeze them and then pro-
duce microsections. These can then be put on a sample carrier and analyzed.
Glass slides as well as thin plastic films are suitable as sample carriers. Espe-
cially in the case of glass, care must be taken to ensure that the carrier material
does not contain any analyte elements.

• Finally, biological fluids can be prepared for the analysis like other liquids.
Examples of this are described in Section 12.4.3.

From this compilation, it becomes clear that a wide variety of preparation tech-
niques for biological materials are available. Depending on the sample type as
well as on the analytical targets, the most favorable option of sample prepara-
tion has to be selected. Like always, it is useful to carry out test preparations on
comparable reference samples prior to the actual analysis in order to determine
sensitivities and recovery rates.

3.7 Small Particles, Dust, and Aerosols

Dusts and aerosols are solid and liquid particles in the air, which occur in very
different quantities depending on the location and the respective environmental
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conditions. Usually they are only present in very small amounts in the range of
50–500 ng/m3. In order to achieve enough signal intensity an enrichment of the
air components must be made by accumulation. This can be achieved by deposit-
ing the material from an air stream on filters or impactors. The filters can be
analyzed directly. This means the preparation of dusts and aerosols already starts
with the collection of the sample material and depends on the available amount,
i.e. the collected material as well as the filters used. The amount of the collected
material is determined by the amount of air throughput, i.e. the airflow and col-
lection time.

Plastic films made of Teflon or polycarbonate (Nucleopore or Millipore) are
often used as filters. The dust particles are deposited on these films. The filters
do not contribute to the fluorescence signal but can increase the scattering back-
ground of the spectra if they are too thick. It is also important to ensure that the
coverage is not too high in order to reduce the matrix interaction in the sample
material and to allow a simple quantification. One should also keep in mind that
larger particles do not adhere well to the filters.

Occasionally, cellulose or glass fiber filters are used. The collected particles and
aerosols penetrate into these filters. They have a higher absorption capacity, but
the elements contained in the glassy filters can interfere with the measurement
signal and influence the analytical result. Further, these filters are not suitable for
quantification, since the penetration of the dust into the filter increases the effects
of matrix interaction and cannot be sufficiently modeled. They can be used for
qualitative analyses.

A further possibility for the deposition of aerosol particles is the use of
impactors. In this case, the air stream is directed onto impact plates on which
the particles stick. It is also possible to separate different particle sizes by the
stepwise change in the airflow. The particles collected on the impact plates can
be analyzed directly or transferred to other sample carriers.

The optimal collection techniques and filter materials depend very much on the
respective analytical problem and must be selected by appropriate tests. Some
examples for the collection and preparation of dusts at different loads and with
various analytical objectives are discussed in Section 10.10.1.

Small single particles can be positioned on a sample holder and fixed with a
material that does not contain any of the analyte elements – selected hair sprays
have produced good result – the small particle can also be embedded in suitable
backing material. The final preparation strongly depends on the sample material,
its size, and the analytical task. A few applications are described in Chapter 15.
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4

XRF Instrument Types

4.1 General Design of an X-ray Spectrometer

Independent of the particular task, X-ray spectrometers always consist of the fol-
lowing components:
• The excitation source
• The sample to be analyzed, if necessary, with a sample positioning system
• A dispersing element, the actual spectrometer

The design of the individual components can vary greatly depending on the
targeted application of the instrument. Usually, other assemblies are also required
for the operation of the instrument, such as the following:
• Components to produce high voltages for the X-ray tube and the detector as

well as for supplying the electronics
• Optic components for beam guidance and/or for influencing the spectral

energy distribution of the incident radiation (primary optics) as well as the
fluorescence radiation (secondary optics)

• Assemblies for shielding the X-ray radiation or for protecting the components
against external interference and for the creation of a specific measurement
environment (e.g. vacuum, helium purge, air)

• Modules for controlling the instrument as well as for recording and evaluating
the measurement data
The geometry between the main components of an X-ray spectrometer, i.e.

between excitation source, sample, and spectrometer, influences the analytical
performance.

The essential differentiation of the instruments takes place by the type of
dispersion of the fluorescence spectrum – this is the distinction between
wavelength-dispersive spectrometers (WDSs) and energy-dispersive spectrom-
eters (EDSs).

In the case of WDS instruments, the dispersion of the fluorescence radiation is
carried out by Bragg diffraction on a periodic structure – usually a crystal lattice
or for larger wavelengths (lower energies) also synthetically generated multilayer
structures.

According to Bragg’s equation
n ⋅ 𝜆 = 2 ⋅ d ⋅ sin Θ (4.1)

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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with

𝜆 the wavelength of the diffracted radiation
n order of diffraction
d lattice spacing of the structure
Θ angle of diffraction

The radiation of wavelength 𝜆 (or of the energy E (keV) = 1.24/𝜆 (nm)) is only
diffracted at the angle Θ. A diffraction of the radiation is possible at different
diffraction orders n. With every higher diffraction order the diffracted intensities
are reduced by a factor of about 3. Therefore, first order of diffraction is usually
used for analysis; higher orders of diffraction however can lead to interfering peak
overlaps.

The discoveries of Laue and coworkers that X-ray radiation is diffracted at
periodic grids (Friedrich et al. 1912) and by father and son Bragg that this prop-
erty can be used for determining the energy composition of the radiation (Bragg
and Bragg 1913) formed the basis for wavelength-dispersive (WD) spectrom-
etry. They served as the fundamentals of wavelength-dispersive spectrometry,
which was the only routinely used method of X-ray spectrometry for many
years.

In WDS instruments, usually a parallel beam of the emitted fluorescence radi-
ation, selected by means of collimators, is directed to the analyzer crystal at the
incidence angle Θ. If a radiation detector is brought to a position that corre-
sponds to the diffraction angle, the Bragg-reflected radiation can be detected,
and its intensity can be determined. By simultaneous variation of the angle of
incidence and the angle of diffraction, a certain spectral region can be scanned
sequentially. For this purpose, when the angle of incidence changes by ΔΘ, the
diffraction angle must change by 2⋅ΔΘ, i.e. the angular changes must take place at
different speeds. If the diffracted intensity increases for energies corresponding
to the fluorescence radiation of a specific element, the presence of this element
in the examined sample is indicated.

The wavelength range (or energy range) that can be covered depends on the lat-
tice constant d of the analyzer crystal. The largest wavelength (smallest energy) is
reached for Θ = 90∘. Crystals with larger lattice constants are required for larger
wavelengths (smaller energies). If no natural crystals with such lattice constants
are available, synthetic structures such as multilayer structures or synthetic crys-
tals can also be used.

The diffraction angle must be smaller for smaller wavelengths (i.e. higher ener-
gies) of the examined radiation. No physical limits are set thereby for use, but the
resolution decreases with decreasing diffraction angles, thus limiting the usability
of a crystal.

For the detection of the radiation, simple counters are used, e.g. proportional
counters or scintillation counters. These detectors can manage high count rates,
i.e. they can detect high intensities. As a result, very small statistical measurement
errors are achievable, which is ultimately the precondition for the achievable high
accuracies attainable by X-ray spectrometry. The detection efficiency of these
detectors is discussed in more detail in Section 4.2.3.
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In EDS instruments, the radiation is dispersed in the detector. Here, the
polychromatic beam coming from the sample directly interacts with the detector
material. Each absorbed X-ray quantum is converted into a signal propor-
tional to its energy, which can then be subjected to pulse-height analysis after
appropriate amplification and filtering. This means that the measurement is
quasi-simultaneous for a wide spectral range. The distribution of the heights
of the collected pulses is an image of the energy distribution of the measured
radiation, i.e. it corresponds to the spectrum emitted by the sample. How-
ever, by this detection process, the resolution, i.e. the ability for separation
of neighboring element lines, is less than in the WDS method. This is mainly
attributable to the very small primary signal generated by the absorption of
only a single X-ray photon. By means of high amplification, these signals must
be converted into a measurable range; however, the noise is also amplified and
superimposes the signal. For the suppression of noise, filter techniques that
require the availability of very low noise electronics are used. For this reason,
(ED) X-ray spectrometrywas not developed until the 1960s.

By developing better detectors and the use of special measuring geometries, the
application range that can be covered by EDS instruments has constantly been
expanded. This was accompanied by a continuous increase in the importance of
ED X-ray spectrometry.

4.2 Comparison of Wavelength- and Energy-Dispersive
X-Ray Spectrometers

A comparison of the most important properties of WDS and EDS X-ray spec-
trometers is given in Table 4.1.

The properties of the two methods will be discussed in more detail in the fol-
lowing sections.

4.2.1 Data Acquisition

For WDS instruments, the sampling of the spectrum must be carried out
sequentially, i.e. the individual spectral regions must be adjusted by changing
the Bragg angle. This means that a complete spectrum can only be acquired by a
time-consuming scan. Time saving is possible by the so-called peak hopping; in
this case, only the fluorescence intensities of the different elements are measured
in the peak maximum. The determination of the spectral background requires
separate measuring points. This method is suitable only for samples with known
compositions; otherwise, unexpected elements could be overlooked in the case
of peak hopping for unknown samples. The measuring times for the individual
measuring points in WDS can be adapted for comparable statistics. They add
up and result in relatively long overall measuring times. Therefore, multichannel
instruments have been developed for very fast analyses, in which a separate
spectrometer with a fixed Bragg angle is available for each element of interest and
if necessary, also for individual background positions. However, this is associated
with a considerable amount of mechanical effort in the instrument design.
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Table 4.1 Comparison of wavelength- and energy-dispersive X-ray spectrometer properties.

WDS EDS

Complete spectrum requires scan, i.e.
sequential measurement
Simultaneous measurements only by use
of several spectrometers on the same
sample (multichannel instruments)

Complete spectrum by simultaneous
measurement

Spectral resolution in the range of 10 eV,
can be adapted by the selection of crystal
and collimator

Spectral resolution in the range of 130 eV,
depends on the detector, counting rate, and
energy

High count capability up to 1000 kcps Counting rate depends on the detector
2 to >400 kcps

Low radiation flux by collection radiation
from a small solid angle (collimation) of
the sample radiation⇒ high excitation
intensity required

High radiation flux by large solid angle (short
distances) between sample and detector and
large sensitive area of the detector⇒ low
excitation intensity sufficient (≈ reduced by a
factor of approx. 100 in comparison to WDS)

Reflections of higher order can provoke
peak overlaps

Detector artifacts (escape peak, sum peak)
superpose the sample spectrum

Extensive mechanics due to synchronous
and precise movement of analyzer crystal
and detector

Low mechanical effort, only for sample
positioning

Preferentially used for quantitative
analyses

Used for both qualitative and quantitative
analyses

Relative high effort in setting up
measurement methods

Easy handling due to little setting parameters

EDSs acquire a large spectral range simultaneously, i.e. both the characteristic
lines of present elements and the spectral background. This improves the
determination of peak intensities and reduces the measuring times. For certain
instruments, it is possible to select different measuring conditions for the
optimal excitation of different element groups in certain energy ranges.

4.2.2 Resolution

4.2.2.1 Comparison of Wavelength- and Energy-Dispersive Spectrometry
The energy resolutions of the two spectrometer types, each with different crys-
tals or detectors, are compared in Figure 4.1. WDSs show a significantly better
resolution at low energies (large wavelengths). At higher energies, this differ-
ence becomes smaller and reverses at energies of approximately 15–20 keV. This
means that, especially for light elements with long-wavelength fluorescence radi-
ation, WDS instruments have a better peak-to-background ratio and, therefore,
are much more sensitive in this range. Another reason for this higher sensitivity
in the low-energy range are much thinner windows of the respective detectors.
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Figure 4.1 Energy resolution of different ED spectrometer (blue) and WD spectrometer (red)
arrangements (LiF, lithium fluoride; TlAP, thallium acid phthalate; SML, synthetic multilayer).

WDS instruments use detectors with extremely thin entry windows for the detec-
tion of radiation in the low-energy range. As a result, this radiation is only slightly
attenuated by window absorption. These windows, however, are not gas-tight and
therefore a continuous gas supply to the detectors is required.

For energy-dispersive detectors, the windows are usually thicker to maintain a
certain atmosphere in the detector. For the usually used detectors, windows are
made from beryllium. This limits of the detection probability in the low-energy
range, which goes not lower than to Sodium even in evacuated sample chambers.
Nowadays new window materials like carbon (polymer-foils or Graphen), that
can be prepared as thinner films, allow also the detection of even lower energies.

The effects that the different resolutions have on a spectrum are clearly
demonstrated in Figure 4.2. It shows parts of the spectrum of stainless steel,
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Figure 4.2 Spectrum of stainless steel, measured by WDS and EDS: (a) low-energy range and
(b) medium energy range.
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each measured with a WDS and an EDS instrument. The comparison clearly
shows that the peaks are narrower in the wavelength-dispersive spectrum and
peak superpositions are much less pronounced, especially in the lower energy
range (Figure 4.2a). In the middle-energy range (Figure 4.2b), these differences
are less. As a result of the better resolution, the peaks are better separated and
the peak-to-background ratio and thus the sensitivity are improved.

However, this also demonstrates that in the case of wavelength-dispersive mea-
sured spectra, the determination of the intensity in the peak maximum only is suf-
ficient. Owing to the better resolution, most of the peak intensity is concentrated
here. On the other hand, in the case of the broader energy-dispersive measured
spectra, considering the entire peak area is appropriate since the statistical errors
can then be reduced due to the larger pulse numbers.

The determination of peak intensities for both spectrometer types will be dis-
cussed in more in detail in Section 5.4.

4.2.2.2 Resolution of WDS Instruments
The resolution in WDS instruments depends on the properties of the crystal used
(i.e. its rocking curve) but also on the Bragg angle, i.e. from the crystal used. The
dispersion can be derived from (4.1) as follows:

ΔΘ∕Δ𝜆 = n∕(2d ⋅ cos Θ) (4.2)

This means that the resolution of the spectrometer can be improved

• with the reflection order n (however, the intensity decreases by a factor of 3
with each reflection order);

• by increasing the Bragg angles Θ; or
• by a reduction of the lattice constants d.

Thus, the resolution can be influenced by the selection of the crystal or of the
used lattice planes of a crystal. For identical crystals but different lattice planes,
the lattice distance decreases with the sum of the Miller indices and the resolu-
tion increases for the same wavelength of the radiation; i.e. the crystal plane LiF
220 has a better resolution than the crystal plane LiF 200. On the other hand,
the reflectivity decreases, since in higher indexed lattice planes there are fewer
atoms and thus the number of scattering centers is decreased. This is shown in
Figure 4.3a, which shows Fe-K𝛼 spectra measured with different crystal planes of
a LiF crystal. The resolution is usually determined by the full width at half max-
imum (FWHM) of a peak, i.e. the width of the peak at half peak intensity. The
FWHMs of the two lines shown in Figure 4.3a differ. For the LiF 200 it is 36 eV,
while for the LiF 220 it is 29 eV, but also the intensities differ, here by a factor
of approximately 2. As mentioned before, this means that a higher resolution is
combined with a loss of intensity.

The improvement in resolution by a smaller lattice distance d is accompanied
with a reduction of the wavelength range that can be acquired within a given
Bragg angle range for same measuring conditions.

The longest wavelength detectable with a crystal is obtained for Θ = 90∘
according to (4.1). Larger wavelengths require crystals with a larger lattice spac-
ing. The lattice spacings of natural crystals are no longer sufficient, especially
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Figure 4.3 Influence of the selected lattice plane (a) and the collimator size (b) on resolution.

for the long-wavelength (low-energy) lines. Consequently, organic crystals are
often used. But they are not very stable, in particular their temperature stability
is not good. Synthetic multilayer systems (SML), i.e. layer systems made from
materials with different absorption properties, are another possibility; they
were developed in the last 15–20 years. These can be optimized both by the
elements used for the layers and by the layer thicknesses for a special analytic
task.

Analyzer crystals can also be excited to fluorescence by the sample radiation.
This isotropically emitted fluorescence superimposes with the measured spec-
trum and contributes to the spectral background. However, this contribution can
be reduced by an electronic discrimination of the detector signals. Some typical
crystals for WD spectrometry are listed in Table 4.2 with the elemental areas for
their analysis.

Table 4.2 Often used crystals for wavelength-dispersive spectrometry.

Crystal 2d (nm) Reflectivity Elements Crystal fluorescence

LiF 420 0.1802 Medium Ni–U No
LiF 220 0.2848 High V–U No
LiF 200 0.4028 Very high K–U No
Ge 111 0.6532 High P, S, Cl Ge-L and Ge-K
Graphite 0.6715 Very high P, S, Cl No
InSb 111 0.7480 Very high Si In-L and Sb-L
PET 002 0.8742 High Al, Si, Cl No
ADP 101 1.064 Low Mg P-K
TIAP 1010 2.575 Medium O–Mg Tl-M
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Selecting an appropriate collimator size gives a further possibility to influence
the resolution results in WDS instruments. With a smaller collimator the resolu-
tion can be improved since the divergence of the radiation striking the analyzer
crystal is reduced. Nevertheless, here, again, the improvement of the resolution
is associated with a decrease in intensity as seen on the right of Figure 4.3b.

4.2.2.3 Resolution of EDS Instruments
The resolution of ED detectors is mainly determined by the type of detector used,
but also by the energy of the detected radiation, as can be seen in Figure 4.1.
Various types of detectors are available for EDS instruments. Proportional
counters have the lowest resolution. Here, the FWHMs are about 1000 eV for
Mn-K𝛼 radiation. For semiconductor detectors (PIN diodes, Si(Li) detectors
or silicon drift detectors – SDDs) FWHMs from 200 eV down to 125 eV are
achieved for the Mn-K𝛼 radiation. The resulting spectroscopic difference is
evident from the two spectra of a gold alloy shown in Figure 4.4, measured with
a proportional counter and an SDD.

With the proportional counter, the individual lines are not completely
separated. This affects the correct identification of all elements but also the
sensitivity. In most cases such detectors are only suited for quality monitoring in
systems with a known qualitative composition. The spectrum measured with the
SDD allows a clear identification of the individual peaks and guarantees higher
sensitivity.

The resolution of EDS detectors consists of an energy-independent electronic
noise contribution (ENC), which is largely determined by the electronics, as well
as an energy-dependent component (4.3).

ΔE =
√

ENC2 + 2.352 ⋅ E ⋅ F ⋅ 𝜀 (4.3)
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with

ΔE FWHM of the peak
ENC electronic noise contribution
E energy of the detected radiation
F Fano factor of the detector
𝜀 energy for generating a primary event

The energy 𝜀 for the generation of a primary event has an essential influence
on the energy resolution. For proportional counters, this is the ionization energy
of the counting gas. It depends on the counting gas and has the following values:
Ne: 22 eV; Ar: 18 eV; Kr: 15 eV. In the case of semiconductor detectors, it is the
energy required for the generation of an electron–hole pair by exciting a valence
electron into the conduction band. It is about 2.7 eV for Si. Owing to this lower
energy for the primary event, its number n = E/𝜀 for semiconductor detectors is
approximately 10 times higher than for proportional counters. This increases the
number of registered events and, consequently, reduces the statistical error and
improves the energy resolution.

The number of primary events is stochastically distributed; the variance 𝜎n
2 of

these events is described by the Fano factor F with 𝜎n
2 = F⋅n. This factor describes

the effectiveness of the generation of a primary event in the detector and depends
on the material properties of the detector. For Si, the Fano factors are about 0.11.

The relationship given in (4.3) is shown in Figure 4.5. It can be seen that the
ENC has an essential influence mainly on the resolution at low energies, whereas
the influence is decreasing at higher energies. Particularly for the detection of low
energies small ENCs are desirable. The ENC can be suppressed to below 40 eV for
silicon-based detectors as Si(Li) and SDD.

In the case of electron beam-excited X-ray spectra this becomes important,
since in this case the excitation of light elements is more effective. For the
low-energy range the reduction of the ENC and the associated improvement
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in the resolution are equivalent to a reduction of the still detectable radiation
energies since their signals must differ from the noise of the measuring channel.

4.2.3 Detection Efficiency

The detection efficiency, i.e. the probability to detect the photons depending on
their energy, is determined by the absorption properties of the detector material
but also influenced by the detector window.

In WDSs, prop-counters and scintillation counters are typically used to cover
the complete energy range. Prop-counters are used for low energies. They can
use different counting gases – Ar for the detection of lower energies and Xe for
higher energies. In particular, Ar-filled detectors have typically very thin entrance
windows to reduce the absorption of low energies. Because these windows are
not completely vacuum-tight the counting gas has to be continuously refreshed
by a special gas supply. Scintillation counters are used for the higher energies (see
Figure 4.6).

In the past, both detectors were used in conjunction. In the former time
prop-counter had windows both at the entrance and at the exit. High energetic
radiation passing through the prop-counter could then be absorbed in the
scintillation counter in a tandem arrangement. Nowadays, the detectors can be
moved independently into the beam path.

As previously mentioned, both prop-counters and scintillation counters have a
limited energy resolution, which is for prop-counters in the range of 1000 eV; for
scintillation counters even worse. Nevertheless, this limited resolution is suffi-
cient for the discrimination of lines of higher order. For that purpose, a discrimi-
nation of the pulse heights can be used in dependence of the energy of the analyte
lines.

ED detectors have a higher detection efficiency than gas-filled detectors and
scintillation counters in the medium energy range. Here, the efficiency is mainly
determined by the absorption in the detector window. For higher energies the
low absorption of the detector material – for ED-detectors it is mostly Si – is
the limiting factor. Thicknesses of <500 μm for SDD allow only a small sensitive
volume. For the former usually used Si(Li) detectors the sensitive thickness was
3–5 mm (see Figure 4.7).

The low-energy behavior of the detectors is determined by the entrance win-
dows. A light-element (LE) window has the best efficiency in the low-energy
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Figure 4.7 Detection efficiency
of ED-detectors.
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range, but does not reach 100% because the thin polymer film is supported by
an Si grid of the same thickness as the SDD with 80% transmission. The Be win-
dows of ED-detectors typically have a thickness of 8–12 μm and have a higher
absorption for low energies (see Figure 4.7). The thicker Si(Li) detectors have a
better detection efficiency for high energies.

4.2.4 Count Rate Capability

Since the measuring channels of WDS instruments have only the function of
counting events, and no additional determination of the pulse height as in the
case of ED systems is required, their count rate capability is significantly higher.
This leads to higher number of acquired pulses and thus the statistical counting
error can be reduced. However, this advantage is limited because the individual
spectral ranges have to be recorded sequentially, as discussed in Section 4.2.1.
The measurement times for every energy range therefore need to be added up.
But they can be defined separately for the various measuring positions, i.e. for
element and background positions to get comparable statistical errors.

The improvements in energy-dispersive detectors, in particular the signal elec-
tronics, continuously increased their count rate capability. The typical count rates
of some 103 pulses for proportional counters and some 104 pulses for Si(Li) detec-
tors are far exceeded by SDDs. Nowadays they can count up to 106 pulses which
comes close to the capability of WDS instruments. EDS instruments are therefore
increasingly an alternative to WDS with respect to the count-rate capability.

4.2.4.1 Optimum Throughput in ED Spectrometers
The shaping time of the signal electronics influences the ENC and thus the energy
resolution of the spectrometer, but also influences the pulse throughput of the
detectors. This relationship is shown in Figure 4.8. It demonstrates that at low
count rates, a widely complete registration of the incoming pulses occurs, but at
higher count rates, the measurement channel is increasingly saturated. Pulses
that are detected during the processing time of a previous pulse in the signal
electronics are excluded from further processing; the measurement channel is
“dead” during the shaping time. At a 63% dead time percentage the maximum
throughput is reached. This maximum depends on the respective shaping time
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Figure 4.8 Throughput of ED-detectors and their influence on the detector resolution.

of the detection electronics. As the length of the shaping time increases, the
pulse throughput decreases, but at the same time the signal filtering and there-
fore the resolution (characterized by the displayed FWHM for Mn-K𝛼 radiation
in Figure 4.8) are improved.

The influence of the dead times on the measured intensities has to be corrected,
as shown in Eq. (5.3) (see Section 5.3.4). In order to keep the corresponding con-
tribution to the measurement uncertainty small, it is recommended to work with
up to 30% dead time for quantitative measurements; for qualitative measure-
ments it can be up to 50%.

4.2.4.2 Saturation Effects in WDSs
The counting rate capability of WDSs is generally much higher – counting rates
over 2 × 106 cps are possible. These high pulse rates are possible because in these
instruments the dispersion is already occurring at the crystal and the absorbed
photons only must be counted. Nevertheless, limits result from the collecting
efficiency of the detectors. If the counting rates are too high, saturation effects
can occur, which leads to distortions of the peak shape, as shown in Figure 4.9
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Figure 4.9 Peak shape changes for very high count rates of WD spectrometers. Source:
Courtesy of S. Hanning, FH Münster.
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for a Cu sample. These measurements were carried out at 50 kV with different
tube currents. It can be seen that only the spectrum measured at 10 mA (dotted
line) is undisturbed. At higher tube powers, saturation effects occur, which can
give highly false intensity values if the peak shape is not determined by a scan but
determining only the peak maximum. It is therefore recommended to monitor
the counting rates and, if necessary, to reduce the tube current in order to adjust
the counting rates to the processing capacity of the electronics. In the case of
multichannel instruments, the intensity needs to be adjusted to the highest inten-
sity due to the simultaneous measurement of all elements; filters or collimators
with different solid angles can be used to adjust the intensity for the individual
elements.

4.2.4.3 Optimal Sensitivity of ED Spectrometers
For the selection of optimal measuring conditions with EDS detectors, it is
interesting whether an increase in the peak-to-background ratios required for
an increase of sensitivity can be achieved either by an improvement in the
resolution or by higher counting rates for a given measuring time. It should be
noted that the improvements in the resolution due to different shaping times,
which can be seen in the throughput curves in Figure 4.8, do not significantly
improve the peak-to-background ratios. Higher pulse rates, on the other hand,
which lead to higher pulse numbers at the same measurement times, have a
much stronger influence on the peak-to-background ratio, as is demonstrated in
Figure 4.10. These normalized spectra were calculated for counting rates of 1 and
100 kcps and one second measuring time for a Mn content of 5 wt% (Haschke
et al. 2012).

It can be seen that the higher pulse throughput (red spectra) significantly
reduces the statistical fluctuations and thus improves the peak-to-background
ratios. A comparable result is not achieved by just improving the resolution,
for example, by increasing the peak shaping time, which in addition limits the
throughput. Selecting a detector with a smaller sensitive area and therefore a
better resolution will also not have the desired effect because then the collection
solid angle of the detected fluorescence radiation is reduced.
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Figure 4.10 Effect of the count rate on the peak-to-background ratios.
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4.2.4.4 Effect of the Pulse Throughput on the Measuring Time
When carrying out an analysis, often not only the achievable accuracy of the anal-
ysis is important, but also the time at which it can be achieved. The significantly
improved count rate capability of SDDs has fundamentally changed this situation
for ED-instruments because they not only allow for better instrument sensitiv-
ities, but one can also expect lower uncertainties in quantitative measurements
due to the smaller statistical errors associated with higher count rates.

In the case of sequential WDS instruments, measuring times per measurement
point (element or background position) are in the range of 5–10 s. In addition, the
time necessary to adjust the correct angle and the electronic settings is a few sec-
onds. The advantage of the sequential procedure is that the measurement times
can be set individually for each element and background point; thus, the statis-
tical errors can be matched as a function of the available count rate. In EDS the
high pulse rate (up to 400 kcps) is distributed over the entire spectrum; how-
ever, usually only one or two different test conditions have to be set. Therefore,
setup times are lower, and the entire analysis time can be used for the acquisition
of a wide spectral range. Consequently, when measuring more than four to five
elements modern EDS technology already has an advantage over the sequential
acquisition.

Comparison to multichannel instruments results in the following situation. The
maximum count rate capability for a WDS measuring channel is about twice as
high as for an EDS instrument with SDD; however, the total count rate is col-
lected on one element only, whereas in EDS instruments, the total count rate is
dispersed over the entire acquired spectrum. Therefore, the count rate difference
for each element at the same measuring time is about 30–50, but with the EDS
instrument all elements are detected. This count rate difference can be partially
compensated using multiple detectors whose spectra are added. The costs asso-
ciated are still significantly lower than supplying several fixed WDS channels in
one instrument.

Ultimately, it is also important to know what statistical uncertainties are still
acceptable, especially since, in addition to errors from just counting, statistical
influences of peak overlaps must also be considered in the calculation of peak
intensities. Investigations were carried out on a multichannel spectrometer and
an EDS instrument with two SDDs measuring the same stainless steel samples
(Haschke et al. 2016), using standard deviations from repeated measurements
(see Section 6.1.1). They show the following:

• The full tube power of multichannel instruments is often not usable in order to
avoid saturation effects for elements with high concentrations and high excita-
tion efficiency (in this case Fe). As a result of the simultaneous measurement,
this affects all other elements to be measured.

• The number of counts collected in the same measuring time differs only by a
factor of 3–5.

• For both analytical methods the relative standard deviations for the main com-
ponents at 20 s acquisition times are about 0.1% – for the WDS measurements
they are slightly smaller because of the higher count rates. Nevertheless, these
statistical errors for both methods are sufficient for highly accurate analyses.
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Figure 4.11 Comparison of the ratios of the relative standard deviation (rel. stand. dev.) to the
statistical error (stat. stand. dev.) in the peak area determination from gross and net intensities
and from a peak fit.

• The method of peak area determination (gross intensities, net intensities due
to background subtraction, and fitting of theoretical peaks) has an impact on
the measurement uncertainties. Figure 4.11 shows the ratios of the relative
standard deviation from the repeated measurements to the statistical standard
deviations. These ratios show the increase in total uncertainty related to the
unavoidable statistical error. At low peak overlaps (here, for example, Si, Cr,
Ni, Mo), the values are comparable and are all close to or even less than 1. For
elements with peak overlays (Mn and Cr, Fe and Mn, Co and Fe, W and Ni), an
additional error contribution from the peak fitting has to be taken into account.
It remains to be investigated to what extent gross intensities from EDS spec-
tra can be used despite the stronger peak superposition in order to avoid this
additional error contribution.

4.2.5 Radiation Flux

A significant difference, which also affects the entire setup of the X-ray spec-
trometer, is the different radiation flux of the instruments. In a WDS instrument,
only a small solid angle of the fluorescence radiation can be utilized, in order to
guarantee high-resolution of the instruments through the reflection of a paral-
lel beam. In addition, the acceptance angle of the primary collimator is limited.
Furthermore, the reflectivity of the analyzer crystals or SML is in the order of
<0.3, which limits the detected intensity further. To produce a sufficient fluores-
cence intensity the excitation intensities in a WDS instrument must therefore be
relatively high. Tubes with outputs in the range of 1–4 kW are typically used for
WDS instruments. These X-ray tubes require intensive cooling – in X-ray tubes
only approximately 1% of the energy is converted into X-rays, and the rest has
to be dissipated as heat – but also a complex radiation shielding to protect the
operators. Further, this intensive irradiation can affect the sample.

The setup of EDS instruments, on the other hand, allows the detector to
be positioned closely in front of the sample and a very large solid angle of
the radiation can be detected. The difference between the acceptance angles
of the two instrument types is typically 2 orders of magnitude. In addition,
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the radiation emanating from the samples is almost completely absorbed in an
energy-dispersive detector. Therefore, ED systems require much lower excitation
intensities. Mostly they range within 50 W or even less and are therefore about
2 orders of magnitude smaller than in WDS, which the solid angles being
larger. Air cooling for these tubes is sufficient, which considerably reduces the
instrument design effort.

4.2.6 Spectra Artifacts

Analytical lines can be superimposed by line-like artifacts. In the case of WDS
instrument, these are mainly reflections of higher order. The Bragg equation (4.1)
is then fulfilled for n> 1. Since the product n⋅𝜆 must remain the same, for n = 2
the wavelength of the reflected radiation either has to be halved or its energy has
to be doubled. The intensity of the reflected radiation decreases by a factor of
approximately 3 with each order of reflection. Higher order lines can be recog-
nized and eliminated by a pulse height discriminator that monitors and selects
the correct pulse heights only. This is possible even with the low resolution of the
detectors used in WDSs.

In the case of EDSs, other line artifacts occur, which must be taken into account
in the evaluation of the spectrum. The following artifacts are discussed in detail.

4.2.6.1 Escape Peaks
Escape peaks are produced by absorption of an incident X-ray photon by the
detector material, generating fluorescence of the detector material itself. If this
fluorescence photon “escapes” the detector its energy cannot be converted into
charge carriers. The actual energy absorbed in the detector is then reduced by the
energy of the fluorescence radiation of the detector material, resulting in a peak
shifted by the energy of the fluorescence line of the detector material to the lower
energy side of the originating peak. The probability of such an event depends
on the energy of the absorbed radiation (van Espen et al. 1980). If the energy is
high, the probable location for the absorption is deeper in the detector and the
fluorescence radiation of the detector is reabsorbed within the detector. In the
case of Si detectors, the escape peak probability for P-radiation is approximately
1.5% and decreases to negligible values for Zn. This escape process is shown in
Figure 4.13 and is well understood. The instrument software at least can display
the position of the escape peak or even better, directly correct these artifacts.

A similar escape effect generates a continuous background by the escape of
Auger-electrons. Auger electrons are emitted when an excited atom goes into
the ground state and the energy is transferred to an outer electron. However,
the probability for this effect is very low due to the strong absorption of the
low-energy electrons in the detector material. Therefore this effect only occurs
close to the entrance window of the detector where parts of the generated
electron–hole pairs are directly recombined at the entrance window itself.

The escape of a scattered Compton electron also reduces the absorbed energy in
the detector. But in this case, a continuous artifact is produced in the low-energy
range of the spectra because the energy loss depends on the scatter angle and can
have different values. The probability for this effect is greater for higher energies
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Figure 4.12 Low-energy spectral background due to a Compton-induced escape effect (y-axis
in square root scale).

of the incident radiation due to the increased Compton probability and is shown
in Figure 4.12. It is described by Scholze and Procop (2009). The effect reduces
the peak-to-background ratio for low-energy fluorescence radiation. Conse-
quently, for the trace analysis of light elements lower excitation voltages are
preferred.

4.2.6.2 Pile-Up Peak
Pulses registered with very short time differences are recognized by the signal
electronics and are rejected in order to prevent a pile-up of the second pulse on
top of the first. The corresponding “closing” of the measuring channel is the rea-
son for the dead time of the measuring channel. However, if the time interval
between two X-ray photons is too short to be recognized as two separate pulses,
the photons that are being absorbed almost simultaneously are added together.
This then simulates a photon with the summed energy of the two individual pho-
tons. The probability of such an event increases with the excitation intensity. It
will only be noticeable for the various combinations of the most intense lines
of a spectrum. Pile-up lines can be identified by a lower tube current and the
representation as current-normalized counting rates (see Section 5.4.1). Their
positions are often identified by the instrument software, and corrected by most
of them.

An example of escape and sum peaks is shown in Figure 4.13 for a Ti-spectrum.
The Escape peak is superimposed onto the scattered Rh-L radiation of the X-ray
tube and the Ti-K sum peaks occur with the line energy doubled. They would
superimpose with the L-radiation of Hf or Os.

4.2.6.3 Diffraction Peaks
Crystalline samples can diffract selected energies of the polychromatic incident
spectrum in the direction of the detector according to the Bragg equation.
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Depending on the diffraction plane of the crystal, different energies are
diffracted, which leads to varying peak positions in the spectrum but also
different peak shapes. For polycrystalline material this effect can be neglected in
case of the examination of large sample areas (>10 mm) because every crystallite
reflects another energy, however, for position sensitive analysis Bragg reflections
are important because the complete excitation intensity is concentrated to a
small sample area. Identification of the diffraction peaks can be made from their
peak position (non-table positions or incomplete line series), by a mismatch of
the FWHM of the peak or their non-Gaussian peak shape.

By changing the sample position, it is also possible to influence the position
or shape of the diffraction peak in some lattice symmetries. However, these
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Figure 4.14 Pt spectrum measured without and with Al filter (y-axis in square root scale).
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techniques do not help in the case of their superposition with analyte lines.
In this case, elimination of parts of the primary spectrum with a filter can be
helpful simply because any eliminated part of the polychromatic excitation radi-
ation cannot be Bragg-reflected. This is demonstrated in Figure 4.14, showing
the spectra of pure Pt, measured without a filter and with a 600 μm Al filter.
Nevertheless, with the filter the fluorescence intensity of light element will be
reduced because of the lower excitation intensity in this energy range.

4.2.6.4 Shelf and Tail
Incomplete charge carrier collection in semiconductor detectors caused by a con-
tinuous escape effect (shelf) or by incomplete formation of the charge carrier
cloud by absorption of the detected radiation near the detector window (tail)
produces nonlinear, but describable and hence also correctable spectral contri-
butions occurring in front of each measured peak. For Cu, these artifacts are
shown in Figure 4.15. They are also described by Scholze and Procop (2009) and
Wolff et al. (2018).

4.2.7 Mechanical Design and Operating Costs

Finally, the mechanical effort for a precise adjustment of the angular position
of the crystal and the detector in WDS instruments cannot be underestimated.
Even if there are sufficiently precise and reliable mechanical solutions, the costs
of precision mechanics and the service requirements for these are significantly
higher than for just electronic systems. For EDS instruments, only the sample
positioning needs a mechanical solution; in most cases, relatively low accuracies
are sufficient.

Additionally, operating costs vary for the two types of instruments; they result
from the previously described separate energy requirements and the additional
water cooling required for the WDS units. The supply of counting gas in WD
systems is an additional cost factor.

In summary, the instrumental effort, and thus the costs as well as the space
requirement for a WDS, are usually significantly higher than for an EDS.
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Table 4.3 Instrument setup parameters.

Instrument
component ED spectrometers Sequential WD spectrometers

Excitation Tube parameters (high voltage
(HV), current, power)

Tube parameters (HV, current,
power)

Target material given by the
instrument

Target material given by the
instrument

If applicable: primary beam filter,
secondary targets

Primary beam filter

X-ray optics Cylindrical collimator
In case of position-sensitive
instruments: limiting collimators
of focusing optics

Slit collimators of different width
in front of and behind the crystal,
crystals, or SML

Detector PIN, Si(Li), SDD (given by the
instrument)

Flow counter, scintillation
counter

Medium Air, vacuum, He-flush (optional) Vacuum, He-flush (optional)

However, higher analytical accuracy can be achieved with WDSs because of
the higher count rate capability and better resolution at low energies. However,
the accuracies cannot always be fully utilized, as the uncertainties associated
with sampling and preparation are often significantly greater. Furthermore, the
analytical advantages of WDS spectrometry are more and more overcome and
compensated by improved ED system modules, special excitation geometries,
and data processing methods. In particular, the high flexibility of EDSs is the
main reason for their constantly increasing field of application.

4.2.8 Setting Parameters

The number of parameters that must be set up for a measurement vary between
WDS and EDS spectrometers. Consequently, the effort for preparing of a mea-
surement and the required operator skills vary greatly. The following parameters
have to be selected for the two methods (Table 4.3).

4.3 Type of Instruments

The final design of X-ray spectrometers and their main and subcomponents
essential for the operation of an X-ray spectrometer depend strongly on the
analytical goal. The following questions are important:
• Which materials are to be analyzed
• Can the sample be transferred to the instrument or is it necessary to carry out

the analyses on site
• Which elements and concentration range need to be covered
• Which analytical accuracy is required and how much time is available for the

analysis
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Figure 4.16 Principle layout of EDS
instruments (MCA, multichannel analyzer).
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The answers to these questions lead to the selection of the most suitable
instrument.

In general, the following instrument types are available. The separating lines
between the instrument types are not strictly drawn – some instruments can
easily overlap in their use.

4.3.1 ED Instruments

The principle layout of ED instruments is illustrated in Figure 4.16:
The general properties of EDSs can be characterized as follows:

• The sample is irradiated with the tube radiation. Sometimes, primary optics
(collimators, filters or optical elements) are used for an optimization of the
beam.

• The complete sample radiation (characteristic lines and scattered tube radia-
tion) is detected by an energy-dispersive detector and transferred into a spec-
trum by pulse height analysis in the multichannel analyzer.

• The fluorescence spectrum is captured by energy-dispersive detectors, which
means the resolution is limited and depends on the detector used.
– Proportional counters have a resolution of approximately 1000 eV. Conse-

quently, no qualitative analysis of samples of unknown composition is pos-
sible (see Figure 4.4). However, accurate analyses are possible when the ele-
ments in the samples are known, for example, for quality control in produc-
tion. In this case, the fluorescence intensities of overlapping peaks can easily
be determined by well-established fitting procedures.
The reduced signal-to-noise ratio due to the lower resolution of the detec-
tors and thus a reduced sensitivity for trace analysis is another limitation.
Further, proportional counters also have a limited count rate capability.

– If, on the other hand, semiconductor detectors are used, the energy reso-
lution is generally improved to less than 140 eV; as a result, the capability
to separate individual lines is significantly enhanced. This also allows the
analysis of samples of unknown composition. The improved signal-to-noise
ratios compared to proportional counters also increases the sensitivity for
the trace elemental analyses.
Various semiconductor detectors are available for X-ray spectrometry – in
the beginning, Si(Li)s cooled with liquid nitrogen to reduce electronic noise
were used. Then PIN diodes and nowadays SDDs are being used; they only
require cooling with Peltier elements and are therefore easier to operate.
Especially the count rate tolerances of SDDs are very high, reaching up to
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a few hundred kcps. On the other hand, these detectors are relatively thin
and therefore have limited detection efficiency for higher energy radiation.

• EDSs do not require high excitation intensities due to their large captured solid
angle. Therefore tube power can be below 50 W and air-cooling is sufficient,
and if necessary, it can be supported by a fan.

• The low tube power and small detectors allow for a compact design with a small
footprint.

• The instruments are usually controlled by powerful computers, which are
either integrated into the instrument design or externally connected.

In addition, the computer is used to acquire the measurement data as well as
for performing their evaluation. Nowadays, the performance of the computers is
more than sufficient for extensive spectra processing and sophisticated spectra
displays.

Now, the instruments are highly flexible and can be used for the analysis of
unknown materials. For quantification standard-based models as well as funda-
mental parameter models that do not require standards are used.

ED-instruments are available at different levels, which will be described more
in detail in the following sections.

4.3.1.1 Handheld Instruments
These instruments can be characterized as follows:

• Mobile operation, i.e. they can be used on-site to perform fast analyses without
sampling and elaborate sample preparation.

• Special attention must be given to radiation shielding and operator protec-
tion because of the open beam design of these instruments. Typically they are
equipped with sensors that check the contact placement of the instrument on
the sample, controlling locking mechanisms as well as require two hand opera-
tion. These safety measures prevent the unintentional use of the spectrometer
and are usually standard to comply with safety regulations.

• Handheld instruments are always energy-dispersive and have very short oper-
ating distances, usually less than 5 mm. Consequently, the excitation powers
can be very small – 1–5 W is already sufficient. This allows operation for a
full day with a rechargeable battery at a still reasonable instrument weight that
allows for easy handling.

• The on-site measurement capability makes it difficult to evacuate the measur-
ing volume. This restricts the light element sensitivity. On the other hand, the
working distances are so small that the absorption of low-energy radiation in
air is very low and therefore analyses even down to Al are possible.

• The analyzed area of the sample is a few millimeters in diameter; the exact
positioning is often supported by a video camera. The relatively small area
analyzed also allows for the examination of nonhomogeneous materials; how-
ever, an averaging of the composition in somewhat nonhomogeneous samples
is limited due to the small analyzed volume.

• The small excited area also allows the analysis of irregularly shaped samples,
since plane surfaces with diameters of a few millimeters can usually be found
on most sample surfaces.
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• The instruments are usually controlled by integrated minicomputers that do
not allow extensive calculations for quantification. Further, the implemented
screen is too small for a reasonable spectral interpretation, in particular for a
detailed qualitative analysis. For this reason, these instruments are often used
for the analysis of known material classes with standard-based quantification
models, or the material class must be first determined by a so-called positive
material identification (PMI) in order to carry out a standard-based quantifi-
cation in the second step. When the measured spectrum is classified by means
of library spectra the corresponding stored standard-based quantification for
this material class can be used for the quantification.

• Handheld instruments are usually used for specific tasks. For a long time, the
determination of lead in wall paints was such a task. In the meantime, the iden-
tification of alloys, both for scrap metals and material stored in inventories is
common. Other common tasks are the determination of the composition of
ores in minings, the determination of toxic elements in consumer goods as well
as the analysis of valuable artifacts that cannot be removed from their location.
In the latter case, often only data acquisition with the handheld unit is carried
out on site; the data can then be evaluated on a computer after transferring
the measurement data. As a result, more complex evaluation methods can be
applied utilizing the higher computing performance.

• With the instrument weight usually of less than 3 kg they can be easily handled.

In general, it can be stated that in recent years the performance capabilities of
handheld instruments have made significant progress, both due to the improve-
ments in individual components, in particular excitation sources and detectors,
and due to more powerful computing technology. This offers the possibility to
use handheld instruments for more and more applications. An important advan-
tage is the analysis on-site, which allows quick decisions and avoids the logistics
of sampling, transporting to, and preparing the material to be analyzed at the
laboratory.

On the other hand, on-site analysis also has serious disadvantages. The achiev-
able accuracy is often reduced because the possibilities for sample preparation
are limited, contamination cannot be avoided, and the sample positioning does
not guarantee sufficient reproducibility.

Handheld instruments are offered by various manufacturers (see Section 4.4),
partly customized to the specific analysis tasks. Some of them are shown in
Figure 4.17 (for information on the manufacturers, see Table B.1).

4.3.1.2 Portable Instruments
In order to avoid any problems associated with inaccurate sample positioning as
well as the risk of radiation exposure by means of the open beam path, and nev-
ertheless to enable on-site use, portable instruments were developed. The instru-
ments utilize similar components as handheld instruments, however the beam
path is protected by an enclosure. The sample can now be placed on a table and
as a result longer measuring times are possible. At first, this was realized through
a holder for a handheld instrument (see Figure 4.18c, FlexStand from Olympus),
but then more and more instruments were developed with a fixed housing, still
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(a) (b) (c)

Figure 4.17 Handheld instruments from various manufacturers: (a) XL5, Thermo Fisher Inc., (b)
S1 Titan, Bruker Nano GmbH, and (c) XSort, Spectro Analytical Instruments GmbH. Source:
Courtesy of Thermo Fisher Inc., Bruker Nano GmbH and Spectro Analytical Instruments GmbH.

(a) (b) (c)

Figure 4.18 Portable instruments of different manufacturers: (a) FXL, Thermo Fisher Inc., (b)
SpectroScout, Spectro Analytical Instruments GmbH, and (c) FlexStand, Olympus. Source:
Courtesy of Analyticon Instruments GmbH, Spectro Analytical Instruments GmbH und
Olympus.

portable with weights of up to 15 kg, allowing on-site operation with just a battery
supply. The same statements regarding their applications and analytical capabil-
ities apply as for handheld instruments. Examples are shown in Figure 4.18 (for
information on the manufacturers, see Table B.1).

4.3.1.3 Tabletop Instruments
These instruments can be characterized as follows:

• Excitation of a relatively large sample surface, usually with 20–30 mm diameter.
For an accurate analysis, this requires a homogeneous and flat sample, which
must be ensured by a corresponding sample preparation.

• The instruments always enclose the sample, and therefore radiation protec-
tion is guaranteed. Depending on the instrument, the sample chamber can be
evacuated or equipped with a helium flush. As a result, the analysis of light
elements, usually down to Mg or even Na, is possible. However, this demands
the use of a semiconductor detector.
If the sample chamber is not equipped for the measurement of light elements,
the lightest element that can be analyzed depends on the length of the air path
of the fluorescence radiation. Usually, this limits the range to S and Ca.
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(a) (b) (c)

Figure 4.19 Various energy-dispersive spectrometers: (a) Epsilon 3, Panalytical BV, (b) S2
Puma, Bruker AXS GmbH, and (c) QuantX, Thermo Fisher Inc. Source: Courtesy of Panalytical
BV, Bruker AXS GmbH and Thermo Fisher Inc.

• The control of the instruments, the monitoring of compliance with the condi-
tions for radiation protection, as well as sample management are carried out
all at once; this also opens up the possibility to automate the measurement
procedures.

Flexible and fast analyses with good accuracy, now offered by EDS instruments,
have constantly extended their application areas and grown their market shares
over the past two decades. Not to forget the much lower instrument design effort
compared to WDS instruments.

Today EDS are commonly used for applications in environmental protection,
waste analytics, jewelry analysis, the determination of toxic elements in consumer
goods, and many other tasks.

There is a wide variety of EDS instruments that are tailored to specific appli-
cations. Some of the bench top instruments for the analysis of solid and liquid
samples are shown in Figure 4.19 (for information on the manufacturers, see
Table B.1).

4.3.2 Wavelength-Dispersive Instruments

4.3.2.1 Sequential Spectrometers
The principle layout of wavelength-dispersive instruments is illustrated in
Figure 4.20.
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Figure 4.20 Principle layout of WDS instruments.
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Sequential WDS instruments can be characterized as follows:

• Similar to EDS instruments excitation takes place on a relatively large sample
area, usually 20–40 mm in diameter. For an accurate analysis this requires the
analyzed area to be flat and homogeneous, which can be achieved by suitable
sample preparation.

• The dispersion of the fluorescence spectrum takes place on an analyzer crystal,
which diffracted only the radiation of the energy fulfilling the Bragg equation
(4.1). In order to cover different spectral regions, input and take-off angles on
the crystal must be changed in an exact 1 : 2 ratio.
In these spectrometers sequential sampling of the spectral range of interest is
required. In order to achieve adequate energy resolution when covering a wide
range of elements, it is necessary to change the analyzer crystal as well as the
collimators.

• Owing to the low radiation flux of these instruments, which is a consequence
of the small solid angle of the acquired sample radiation, high excitation power
is required. It ranges between 1 and 4 kW. This results in higher expenses with
respect to generating the tube power and its dissipation by cooling, commonly
done by external water cooling. Radiation shielding as well as the additional
space requirement add to the cost as well.

• The instrument is controlled by integrated or external computers; they per-
form the instrument control and safety monitoring, sample management, data
acquisition, and data processing. Automation of the measurement procedures
with WDS instruments is of course possible.

• The high precision of the analysis achievable with WDSs is a direct result of
the high counting rates. To achieve comparable statistical errors for elements
of different concentration the excitation conditions as well as measurement
times can be accordingly adjusted.

This property as well as the good sensitivity of WDS instruments for the detec-
tion of light elements make these instruments especially interesting for their use
in industry, where similar samples with short measuring times and high accura-
cies must be analyzed. The analyses accompanying production, for example, in
metallurgy, in the cement industry, but also for the evaluation of minerals in the
basic materials industry are typical applications for WDS.

The instrument performance of the most important suppliers differs only
marginally. The key differences are in the software. Spectrometers of some
manufacturers can be seen in Figure 4.21 (for information on the manufacturers,
see Table B.1).

WDS instruments are equipped with a goniometer, i.e. with the ability to adjust
the Bragg angle, which then enables a sequential sampling of certain spectral
regions.

In most WDS as well as in EDS instruments the sample is irradiated from the
bottom. In this case, the sample rests on a support and correct positioning is
trusted by gravitation, independent of the sample thickness. However, this con-
figuration has a disadvantage because parts from the sample can fall into the
instrument and they can damage the tube window or the spectrometer.
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(a) (b) (c)

Figure 4.21 A selection of wavelength-dispersive X-ray spectrometers: (a) Zetium, Panalytical
B.V., (b) S8 Tiger, Bruker AXS GmbH, and (c) Primus, Rigaku Corp. Source: Courtesy of
Panalytical B.V., Bruker AXS GmbH and Rigaku Corp.

4.3.2.2 Multichannel Spectrometers
Multichannel spectrometers have the same principle layout as sequential instru-
ments, but they have a separate spectrometer for every element to be analyzed.
They can be characterized as follows:

• Simultaneous analysis of several elements, with every element to be analyzed
in a separate spectrometer channel. Consequently, samples with only these
elements can be analyzed. Background points would also require a separate
spectrometer channel.

• Some multichannel instruments have an additional channel with an
energy-dispersive detector to detect all other elements, at least to check
that no unexpected elements are present.

• With such a spectrometer, very fast analyses are possible, however, only for a
previously determined element spectrum and requiring a comparatively huge
effort in instrument design.

• The simultaneous measurement of all analyte elements allows very short anal-
ysis times, but it is the same for all elements. Comparable statistical errors are
possible by appropriate crystal–collimator combinations and by an adjustment
of the measurement time.

• The instrumental effort for multichannel instruments is high; however, their
flexibility for the analysis of various sample classes is very small.

Spectrometers of some manufacturers can be seen in Figure 4.22 (for informa-
tion on the manufacturers, see Table B.1).

4.3.3 Special Type X-Ray Spectrometers

In order to improve the analytical performance or to better match the instru-
ments to specific analytical task, various special designs of the measurement
geometry are used. The main goal usually is the improvement of sensitivity by
increasing the signal-to-noise ratio.
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(a) (b) (c)

Figure 4.22 A selection of multichannel X-ray spectrometers: (a) S8 Lion, Bruker AXS GmbH,
(b) Axios, Panalytical B.V., and (c) Simultix 15, Rigaku Corp. Source: Courtesy of Bruker AXS
GmbH, Panalytical B.V. and Rigaku Corp.

The most commonly used measurement geometry uses a 90∘ angle between the
incident radiation to the sample and the take-off radiation to the detector. In this
geometry, the scattering of the incident radiation on the sample is at its lowest
(see Section 2.2.4) and thus leads to a good signal-to-noise ratio. The spectral
background is essentially the result of the scattering of the tube radiation from
the sample. This geometry is used in most of the instruments described so far.

Certain applications require the perpendicular incidence of the primary
radiation to the sample surface. This is necessary for multichannel instruments
(Section 4.3.2.2), in which several spectrometers are positioned at the same
angle to the sample and, in the case of layer thickness measuring instruments in
which sample positioning independent of the sample height is desirable.

It is also possible to influence the analytical performance using X-ray optics,
which influences the primary radiation and thus can increase the sensitivity or
enable a position-sensitive analysis.

Some of these options are discussed below.

4.3.3.1 Total Reflection Instruments
The principle of total reflection X-ray fluorescence (TXRF) instruments is
illustrated in Figure 4.23. Their essential principles are described in detail in
DIN-51003, 2004-05 as well as by Klockenkämper and von Bohlen (2015).

In these instruments, the excitation results from a grazing incidence of the radi-
ation. A very small sample amount is located on a very flat, usually polished,
sample holder. Owing to the grazing incidence of the primary radiation with
angles below 0.5∘, the incident beam is totally reflected by the sample carrier and

Detector

Tube Specimenn

FluorescenceExcitation

X-ray optics

MCA

Figure 4.23 Principle setup of a TXRF instrument (MCA, multichannel analyzer).
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only the material on the sample holder is excited to fluorescence. The emitted
radiation is recorded by an ED detector positioned close above the sample. As a
result of the suppressed spectral background, this method results in a significant
increase of sensitivity, which can be further improved when the primary radia-
tion is monochromatized by primary beam optics. Detection limits in the lower
microgram per kilogram range are readily achievable.

The analyzed sample amount however must be very low. It must be in the range
of only a few micrograms. This can be considered as an advantage if only small
sample quantities are available, but it requires special preparation procedures for
assuring that the specimen is representative of a larger sample quantity. Possible
methods are the digestion of solid materials and the evaporation of liquid drops
on the flat sample carriers.

A further advantage of TXRF is the simple quantification. As a result of
the very low sample masses, the matrix interaction is negligible so that the
measured intensities are directly proportional to the mass fractions of the
elements. In the case of liquid primary samples, the quantification can even be
made independently of the analyzed sample amount by incorporating internal
standards. This will be described in more detail in the section about the various
quantification methods (see Section 5.5.2). Three commercially available TXRF
instruments are shown in Figure 4.24 (for information on the manufacturers,
see Table B.1).

TXRF is used for chemical analyses in the ultra-trace range and for the exami-
nation of the smallest sample amounts. Another area of application is the analysis
of semiconductor wafers. In this case, the high sensitivity is suitable to detect the
smallest amounts of surface contamination. By varying the incidence angle of the
primary radiation even implantation profiles of semiconductor materials can be
determined. These capabilities are also offered by the smaller laboratory instru-
ments of the latest instrument generation. As a result, surface analysis on thin
layer structures is possible (see also Section 4.3.3.8), where the radiation only
penetrates into thin the surface layers of the material to be investigated.

(a) (b) (c)

Figure 4.24 Total reflection X-ray spectrometers: (a) TXRF-310, Rigaku Corp., (b) S4 TStar,
Bruker Nano GmbH, and (c) Nanohunter II, Rigaku Corp. Source: Courtesy of Rigaku Corp. and
Bruker Nano GmbH.
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The high sensitivity of TXRF requires an extremely clean working environment
to avoid erroneous measurements potentially caused by contamination. There-
fore, in this case the capability to automate the measurements is important. Some
application examples of TXRF instruments are presented in Chapter 12.

4.3.3.2 Excitation by Monoenergetic Radiation
If the excitation of X-ray fluorescence (XRF) results from monoenergetic radia-
tion, only those elements whose absorption edges have lower energies than the
monoenergetic radiation, and whose energy difference with respect to the exci-
tation energy is not too large, are excited to fluoresce. Since there is only one
excitation energy present, only this energy can be scattered by the sample, i.e. it
cannot overlap with the fluorescence radiation of lower energies. In this way, sim-
ilar to TXRF, an almost background-free spectrum is generated, thus enabling a
high analytical sensitivity.

Monoenergetic incident radiation can be generated in various ways: first by
excitation of an ultrapure material whose fluorescence radiation is then used for
the excitation of the sample or secondly by the use of a monochromator between
radiation source and sample, which allows only a small energy band of the poly-
chromatic primary radiation to pass. However, in both cases significant losses
in intensity are to be expected. Very narrow geometries, i.e. short working dis-
tances as well as the use of ED detectors, are necessary to compensate for this
intensity loss.

The principle layout of an instrument with monochromatic excitation is illus-
trated in Figure 4.25.

An example of a sample excited with monoenergetic radiation is given in
Figure 4.26; it shows the spectrum of an oil reference sample with about equal
amounts of impurities of various elements. Despite the light matrix of the oil
sample, the spectral background is very low due to the monoenergetic excitation.
However, it can be easily seen that the fluorescence intensities decrease with
increasing distance from the incident radiation even though the contents of the
admixtures were about equal (500 mg/kg, each).

Both methods for generating monochromatic radiation, secondary targets as
well as monochromators are utilized, for example, in the trace analysis of mineral
oils, in the detection of toxic elements in toys, or in the investigation of traces
in geological material. Monoenergetic excitation is helpful, if very low detection
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Figure 4.25 Layout of an X-ray
spectrometer with
monoenergetic excitation.
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Figure 4.26 Spectrum of an oil sample excited with Mo radiation. Source: Courtesy of Spectro
Analytical Instruments GmbH.

limits of only a single element are required, specifically S in fuel oil, or if several
elements have to be analyzed, such as different element groups in the analysis of
geological materials.

4.3.3.3 Excitation with Polarized Radiation
A further possibility to reduce the spectral background is utilizing polarized
radiation for the excitation of the fluorescence. Polarized radiation will be
scattered only in the polarization plane but not perpendicular to it. This means if
the fluorescence radiation is measured perpendicular to the polarization plane,
an improvement in the peak-to-background ratio can be expected. A reduction
of the background intensity by a factor of 5–6 is possible. This reduction allows
an improvement in the detection limits by a factor of 2. When detectors are used
that are count-rate limited, as for example Si(Li) detectors, the effect is even
larger, because, by reducing the spectral background, the percentage of relevant
analytical radiation is increased in comparison to the scattered radiation.

Polarized radiation is generated in synchrotrons, but these are obviously not
available as radiation sources for laboratory instruments. Another possibility is
the scattering of non-polarized radiation at an angle of 90∘. The scattered radia-
tion is polarized in the scatter plane and can then be used for the excitation of the
sample. The fluorescence radiation is then collected perpendicular to the polar-
ization plane. This results in an orthogonal arrangement of the incident radiation,
scattered radiation, and fluorescence radiation, as shown in Figure 4.27.

Light materials, such as boron carbide (B4C), Al2O3, or carbon in the form of
highly oriented pyrolytic graphite (HOPG) are used as scattering targets, since
their scattering efficiency is high. However, the loss of intensity is considerable;
it is more than 2 orders of magnitude (Brumme ; Heckel et al. 1992; Heckel and
Ryon 2002).

In the case of using HOPG, the Bragg-reflected L-radiation of a Pd or Rh
tube can also be used for the excitation. Their Bragg angle is close to 45∘, which
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means that the radiation is also polarized and can be used for an effective and
background-free excitation of light elements, i.e. Na to S, and thus improve their
detectivity.

Again, the high loss of intensity during the generation of polarized radiation
requires the use of ED detectors to compensate for this loss by collecting a large
solid angle of the fluorescence radiation. However, very short distances between
tube, scatter target, sample, and detector are necessary additionally. In this geom-
etry, the use of X-ray tubes with powers in the range of 50–200 W is sufficient.
They can be cooled by air (up to 50 W) or by an internal cooling system (up to
200 W). In the case of a more open geometry with larger distances, tubes with
higher power with up to 4 kW are required; these inevitably have to be cooled by
external systems.

Instruments using polarized or monoenergetic radiation for excitation are
offered by three companies (see Table B.1). They are shown in Figure 4.28.

The sensitivity of XRF analysis can be significantly improved by using different
excitation conditions, with each one exciting a specific group of elements
with high efficiency and thereby achieving a very good peak-to-background
ratio. The XEPOS from SPECTRO has an X-ray tube, which emits both Co-

(a) (b) (c)

Figure 4.28 Energy-dispersive instruments using polarized radiation: (a) XEPOS, Spectro
Analytical Instruments GmbH, (b) Epsilon 5, Panalytical B.V., and (c) NEX CG, Rigaku Corp.
Source: Courtesy of Spectro Analytical Instruments GmbH, Panalytical B.V., and Rigaku Corp.
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and Pd radiation. The polarized Pd-L radiation can be used for the excitation
of the light elements; with the Co radiation the elements up to Mn can be
excited with high efficiency and the heavier elements can be excited with the
Pd-K radiation. The availability of monoenergetic tube radiation increases the
excitation intensity. By means of bandpass filters for the characteristic lines of
the tube, their bremsstrahlung is suppressed and a further improvement in the
peak-to-background ratio is achieved. This is reflected in a sensitivity gain that
allows detection limits in the sub-parts per million range.

Similarly, in the HD Prime from XOS Inc. curved crystals are used for
monochromatizing of the tube radiation via a Bragg diffraction. The diffracted
radiation is then used for a highly efficient excitation of selected elements.
Detection limits in the lower parts per million range are then possible even for
light matrices.

4.3.3.4 Instruments for Position-Sensitive Analysis
The demand to measure the elemental composition of finished goods is increas-
ing; they often are nonhomogeneous or irregularly shaped, and therefore the
analysis of a small homogeneous area of the sample surface is necessary. This can
be achieved by limiting the primary radiation beam to a small area of the sample.

Using collimators, limiting the radiation to a spot of 0.2–2 mm diameter is pos-
sible. Using X-ray optics, e.g. polycapillary optics spot sizes of even <10 μm can
be achieved. The use of collimators is limited by the intensity, which decreases
quadratically with the diameter of the collimator. X-ray optics collect the tube
radiation from a large solid angle and then focus the radiation into a small area.
As a result, sufficient high fluorescence intensities can be collected even from
very small sample surfaces. The designation μ-XRF has been established for this
type of X-ray analysis.

The principle layout of these instruments is shown for an instrument with a
collimator (a) and an instrument with a focusing optics (b) in Figure 4.29. This
comparison demonstrates that the larger solid angle of source radiation, which
can be achieved with focusing optics, leads to higher excitation intensity.
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Figure 4.29 Basic layouts of position-sensitive X-ray spectrometers with a collimator (a) and
focusing optics (b).



94 4 XRF Instrument Types

(a) (b) (c)

Figure 4.30 Coating thickness instruments with collimators: (a) XDAL, Helmut Fischer GmbH,
(b) AE1000, Hitachi High-Tech Science Corp., and (c) Bowman P-series. Source: Courtesy of
Helmut Fischer GmbH, Hitachi High-Tech Science Corp., and Bowman.

In these instruments the sample is usually excited from the top. This is neces-
sary because only then a correct sample positioning is possible and also irregular
samples can be analyzed at different positions. On the other hand, this excita-
tion direction requires an additional sample movement for an adjustment of the
sample height.

These instruments are primarily used for the investigation of finished goods
that cannot be destroyed for the analysis, either to determine their element com-
position or to characterize a layered material system.

Current instruments for the determination of layer thickness and layer compo-
sition, which are equipped with collimators with spot sizes down to 0.2 mm, are
shown in Figure 4.30.

In addition to determining the mass fractions or layer thicknesses of selected
sample areas, the elemental distribution can also be of interest. In this case, the
sample is scanned under the incident beam and the data are displayed as linear
or areal distributions.

For the analytical performance and its dependence on excitation intensity,
detector type, or measuring medium (air, vacuum), the same statements hold
true as for conventional EDSs. Using X-ray optics, excitation intensities are
achieved that correspond to those of conventional EDS instruments.

Furthermore, these instruments require very precise sample positioning stages
in order to position the very small spot accurately. This can only be achieved
if the sample is positioned by a motorized stage and if the sample position can
be controlled with the help of a microscope image. These capabilities are also
required in order to correlate the measurement position with the corresponding
spectrum and their calculated distribution images.

Some position-sensitive X-ray spectrometers with capillary optics for beam
conditioning are shown in Figure 4.31.

4.3.3.5 Macro X-Ray Fluorescence Spectrometer
A special type of small-spot instruments is offered for the investigation of art
objects, especially when they are larger and cannot be moved. These instruments
are called macro-X-ray fluorescence (MXRF) spectrometers. In these instru-
ments the measuring head contains the excitation source with beam-shaping



4.3 Type of Instruments 95

(a) (b) (c)

Figure 4.31 Instruments utilizing X-ray optics for beam focusing: (a) M4 Tornado Plus, Bruker
Nano GmbH, (b) Orbis, EDAX Inc., and (c) XDV-μ, Helmut Fischer GmbH. Source: Courtesy of
Bruker Nano GmbH, EDAX Inc. and Helmut Fischer GmbH.

(a) (b)

Figure 4.32 Macro-X-ray fluorescence spectrometer for the investigation of large-area
objects: (a) Artax and (b) M6 JetStream. Source: Courtesy of Bruker Nano GmbH.

optics, the detector, and usually an optical microscope; it is mounted on a
motor-driven carriage that can be moved in front of the sample.

This enables both point measurements and distribution analyses of large
samples; however, the measurement must be carried out in air, which limits
the detectable element range. Special precautions are required for radiation
protection purposes since the X-ray beam-guiding components are not covered.
Data acquisition and processing is carried out similarly to μ-XRF spectrometers.
Examples of such commercially available instruments are shown in Figure 4.32.

In addition to the previously described commercially used spectrometer types,
in R&D many other special excitation geometries are used in order to perform
very specific analytic tasks utilizing XRF.

Only some of these solutions are discussed here.

4.3.3.6 Micro X-Ray Fluorescence with Confocal Geometry
A special form for position-sensitive analysis is a confocal geometry. In this case,
not only is the incident beam focused by an X-ray optic, but also the fluorescence
radiation of the sample is detected only from a narrow beam that is defined by
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an optical system in front of the detector. If these two beams intersect, an ana-
lytical volume (voxel) is defined that contributes to the fluorescence signal (see
Figure 4.33).

If the sample is moved through this analytical volume, three-dimensional ele-
mental distributions or depth profiles can be determined. However, the appli-
cations for such an arrangement are limited since the spot sizes of the available
capillary optics are in the range of 10–15 μm, i.e. the volume sizes contributing
to the signal are at least 20 μm. Since the penetration depth of the radiation in
the case of metallic, mineral, or glass-like samples is of the order of magnitude of
this voxel size, the application of this method is limited to light matrices. How-
ever, this method can yield interesting results when analyzing paint or lacquer
coatings (see also Section 14.4.6).

4.3.3.7 High-Resolution X-Ray Spectrometers
High-resolution X-ray spectrometers allow the very precise determination of the
line shapes of X-ray lines. From this information the electron distribution in
the outer shells or the surrounding electron state of the emitting atom can be
obtained, i.e. information about the chemical bond of the emitting atom. This is
especially possible when these lines are generated by transitions from the outer-
most energetic levels, which are influenced by the surrounding electron state of
the atom. Thus, the determination of the chemical speciation of the atoms under
analysis is possible; the determination of the line shape also allows the determi-
nation of the electron density of the electron levels (see also Section 17.3).

For this purpose, energy resolutions of less than 1 eV are required. This can
be achieved largely with commercial WDS instruments. However, in addition to
high-quality mechanics, suitable combinations of crystal and collimator as well
as relatively long measuring times per measurement angle are necessary.

Shortened measurement times for high-resolution instruments can be
achieved by special optimized measurement geometries. Examples of this are
presented in Section 17.3.

4.3.3.8 Angle Resolved Spectroscopy – Grazing Incidence and Grazing Exit
If the incidence of the primary radiation is similar to that of TXRF, but with angles
slightly greater than the total reflection angle, the incident radiation penetrates
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and generates fluorescence in thin surface layers of the sample (grazing incidence
X-ray emission – GIXE). By changing the incidence angle, the penetration depth
of the incident radiation and thus the sample volume contributing to the signal
can be varied (see Figure 4.34).

By comparing spectra from different incident angles, the investigation of layer
sequences of unknown layer systems or of composition gradients within the layer
is possible (see also Section 14.4.6).

Using small incident angles for the primary radiation, very thin layers can be
analyzed with high sensitivity since the path of the primary radiation in the top
sample layers is very long and thus high fluorescence intensity can be achieved.
The detection of the radiation is similar to TXRF, perpendicular above the sample.

This geometry is also used in the reverse. In this case, the excitation is more
or less perpendicular to the sample and the fluorescence radiation will be
picked up at low exit angles (Grazing Exit X-Ray Emission – GEXE). This
is possible with strongly collimated beams at different angles or also simul-
taneously over a larger angle range with a position-sensitive detector (see
Figure 4.35). Also with this measurement geometry a strong surface sensitivity
can be achieved, since the depth of information is very small and varies by
changing the angle of acceptance. Similarly to GIXE, this geometry allows the
investigation of unknown layer systems and also of concentration gradients in
layers.

Figure 4.34 Grazing incident
measurement geometry. Detector

Absorption length
Penetration
depth

Figure 4.35 Grazing exit measurement
geometry.
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4.4 Commercially Available Instrument Types

The most important manufacturers of X-ray spectrometers and the instrument
types currently offered by them are listed in Table 4.4. More detailed information
about the manufacturers is given in Table B.1.

Table 4.4 Products offered by instrument manufacturers for different instrument types.

WDS EDS 𝛍-XRF

Manufacturer Multichannel Sequential Handheld Tabletop Poly-cap Collimator TXRF

Bruker AXS
GmbH

X X X

Bruker Nano
GmbH

X X X X

EDAX Inc.
(Ametek)

X X

Helmut Fischer
GmbH

X X X X

Hitachi former
Oxford
Instruments

X X X

Panalytical B.V. X X X
Rigaku Corp. X X X X
Hitachi Corp. X X X
Shimadzu Corp. X X x
Sciaps X
SkyRay Instr. Co
Ltd.

X X X X

Spectro
Analytical
Instruments
GmbH (Ametek)

X X X

Thermo Fisher
Niton

X

Thermo Fisher
ARL

X X

Bowman X X
XOS Inc. X X

‘X’ for available from this manufacturer.
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5

Measurement and Evaluation of X-ray Spectra

5.1 Information Content of the Spectra

According to Moseley’s law (see Eq. (2.4)), and based on the origination of charac-
teristic X-rays, their energies are proportional to the square of the atomic number.
By separating the individual lines, the identification of the emitting elements, i.e.
a qualitative analysis, is possible.

The intensities of the lines, on the other hand, depend on the excitation and
measurement conditions, but above all on the number of atoms of the emitting
element in the analyzed sample volume. This allows the quantitative analysis of
a sample. The measurement of the line intensity is a process based on count-
ing statistics, i.e. it is associated with a statistical error, which can be reduced by
increasing intensity. Therefore, for a precise analysis, it is desirable to obtain the
highest possible number of measured pulses.

However, there is no linear relationship between the mass fraction of an ele-
ment and its line intensity. Significant deviations from the linearity result from
the secondary interactions of the X-ray radiation within the sample. These inter-
actions are well understood and can be mathematically modeled very precisely
and accounted for with high accuracy.

This interaction will be discussed using a well-known material system, the
Cr–Fe–Ni alloy typical of stainless steels.

The situation for the binary material system Cr–Fe is shown in Figure 5.1. Panel
(b) describes the dependence of the Fe intensity as a function of the Fe content.
The curve shows a reduction in Fe intensity in relation to a linear dependency. The
number of directly generated Fe photons is proportional to the Fe concentration,
but some of them do not reach the spectrometer because they are absorbed by
the Cr atoms on the path to the sample surface, i.e. Cr atoms are ionized and
emit their characteristic radiation. The Cr intensity, on the other hand, exhibits
behavior complementary to that of Fe, i.e. it increases above linearity due to this
secondary excitation. Cr absorbs Fe-K-radiation with high efficiency because the
energy of its absorption edge is only slightly smaller than that of the radiation.

Now, looking at the binary material system Fe–Ni, the Fe photons are also
absorbed, but the absorption is less than that for the Cr–Fe system, since the
mass-absorption coefficient of Fe radiation in Ni is smaller than that in Cr.
In a second process the directly excited Ni radiation can be absorbed by the

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Figure 5.1 Characteristics of the Fe intensity for the Cr–Fe binary material system.
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Figure 5.2 Characteristics of the Fe intensity for the Fe–Ni binary material system.

Fe atoms, generating additional Fe radiation. This means that this secondary
excitation of Fe atoms increases the Fe intensity disproportionately, as shown in
Figure 5.2. The Ni radiation, on the other hand, is disproportionately reduced by
its increased absorption.

Finally, consider the entire material system Cr–Fe–Ni. The Fe intensity depends
primarily on the Fe content but also on both the secondary excitation by the
Ni radiation and the absorption by the Cr atoms. This results in deviations of
the Fe intensity from the linear behavior as a function of the concentrations of
the two alloying elements, both to larger and smaller intensities, as shown in
Figure 5.3b. For an accurate quantification this strong scattering of fluorescence
intensity requires a correction of the Fe intensity based on the interaction of the
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Figure 5.3 Characteristics of the Fe intensity for the Cr–Fe–Ni material system.
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Table 5.1 Contributions to the Cr intensity by primary, secondary, and
tertiary excitation in dependence of the alloy composition in Cr–Fe–Ni
alloys.

Content (wt%) Cr-K𝜶-intensity, excited by... (%)

Ni Fe Cr Primary Secondary Tertiary

10 70 20 76 23 0.6
20 75 5 70 28 1.6
50 40 10 75 22 2.6
80 10 10 76 23 1.5

radiation with the matrix as shown for few measurements in Figure 5.3b by the
arrows. As a result, the intensities then can be plotted as a linear calibration curve,
as indicated in Figure 5.3.

The extent of the secondary effects depends on the concentrations of the ele-
ments involved but also on the interdependent attenuation and secondary excita-
tion of the fluorescence radiation. In adverse cases as for the discussed Cr–Fe–Ni
system, they can account for up to a quarter of the total intensity. With such
strong influences, even tertiary effects have to be expected and considered, i.e.
the secondary photons are subjected to a further interaction, which influences
their intensity.

The percentages of the Cr intensity generated by primary, secondary, and also
tertiary excitation are compiled in Table 5.1, as a function of a selected element
composition of the Cr–Fe–Ni system. The proportions of the tertiary interaction
are relatively small compared to the secondary effects but must be taken into
account if the desired analysis error should be <0.5%.

It should be pointed out that the Cr–Fe–Ni system evaluated here is charac-
terized by unusually strong interactions that even have a significant influence in
the third order. On the other hand, this system consists of only three elements. In
most common samples, the matrix influences are smaller so that tertiary effects
are often negligible, but the number of elements involved in the matrix interac-
tion is often higher. Consequently, the overall situation becomes more complex.
For the evaluation of the matrix effects, different methods have been developed
in order to ensure as accurate an analysis as possible. These are described in more
detail in Section 5.5.

5.2 Procedural Steps to Execute a Measurement

High pulse rates ensure a small statistical measurement error. Therefore, deter-
mining the highest possible intensities of the fluorescence lines of an analyte is
the goal of X-ray fluorescence (XRF) analysis. The following steps are required to
prepare these measurements:
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• Defining optimal measurement conditions in order to ensure the most
favorable excitation of the analyte elements, i.e. guaranteeing a high sensitivity
for the detection of trace elements or good statistics in the quantification of
major and minor elements. The required good peak-to-background ratios
and/or high counting rates can be achieved by optimizing the excitation and
test conditions (tube parameters, crystal and collimator selection, filters, etc.).

• Selection of a suitable characteristic X-ray line, which has a high line intensity
as well as little overlaps with other elements lines in the sample or the reference
samples.
For wavelength-dispersive spectrometry (WDS) instruments, the selection of
the analysis line also requires specifying the combination of analyzer-crystal
and collimator as well as the determination of the background positions.

• Determination of the peak intensity. Here different methods are available,
depending on the resolution of the spectrometer, i.e. the degree of peak
overlap with other element lines.

• Calculation of the weight fractions of the individual elements in the sample
using a suitable model, taking into account the matrix interaction.

• If necessary, measurement of reference samples for calibration and, if neces-
sary, of monitor samples for compensating instrument instabilities.

• Estimation of the uncertainties of the analysis and, where required, an assess-
ment of the quality of the analysis.

These individual steps are discussed in more detail in the following sections
with their impact on the analytical result.

5.3 Selecting the Measurement Conditions

5.3.1 Optimization Criteria for the Measurement

The measurement of X-ray spectra is a counting statistics process, i.e. the count
rate distribution of the detected photons over time obeys the Poisson statistics.
This can be approximated very well by Gauss statistics for high pulse rates. It
follows that the statistical distribution of the counts from repeated measurements
can be described by their standard deviation. This is given for counts N by

√
N ,

i.e. the relative error is determined as follows:

ΔN∕N = 1∕(
√

N) or 100∕
√

N (%) (5.1)

This statistical error occurs for every measurement, i.e. it cannot be avoided
and thus, the complete analytical error cannot fall below this value. The depen-
dence on the measured pulse number is shown in Table 5.2.

Table 5.2 Relative statistical error as a function of the number of counts.

N 100 1 000 10 000 100 000 1 000 000

ΔN/N (%) 10 3.1 1 0.3 0.1
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From these values, it can be concluded that the measured counts should be
higher than 50 000 in order to keep the statistical error below 0.5%.

The measurement geometry influences the background of the measured
spectrum. The intensity of the scattered primary radiation from the sample is
angle dependent. It is determined by the incident angle of the primary radiation,
the detector acceptance angle of the fluorescence radiation, as well as the solid
angles of these radiation beams. If the scatter angle of the radiation, i.e. the angle
between incidence and acceptance beam is close to 90∘, the scatter intensity has
a minimum. Usually, however, these parameters cannot be influenced since they
are set by the available analytical instrument. The various types of instruments,
with their measuring geometries, were discussed in Section 4.3.

5.3.2 Tube Parameters

5.3.2.1 Target Material
X-ray tubes emit a continuous spectrum – the bremsstrahlung spectrum – as
well as the characteristic fluorescence lines of the target material with a relatively
high intensity.

The atoms in the sample to be examined are excited by both beam compo-
nents. The excitation efficiency depends on the mass attenuation coefficient 𝜇 of
the excited atom and the intensity of the excitation spectrum. Components of
the incident radiation with energies close to the absorption edge contribute most
strongly to the excitation of the fluorescence, since the mass attenuation coeffi-
cient decreases strongly with the energy, according to 𝜇∼E−3. This was already
illustrated in Figure 4.26, where the monoenergetic excitation of an oil sample led
to very different fluorescence intensities for the different additives, even though
their concentrations were essentially the same. An X-ray spectrometer, with a
wide spectral band excitation, is useful for general, multipurpose use. In this case,
reasonably good excitation conditions for all elements are available.

Consequently, the target material of the tube influences the intensity of the flu-
orescence lines of a sample. The following criteria are important for the selection
of the target material:

• The target should provide an intensive bremsstrahlung intensity to ensure
effective excitation of a wide range of elements. Since, according to (2.2),
the bremsstrahlung intensity is proportional to the atomic number Z of the
target material, a material with a high atomic number should be used. For this
reason, tungsten, for example, would be a good choice.

• Only about 1–2% of the tube power is converted into X-ray radiation, and
the remainder generates heat. This results in a high thermal load on the tar-
get, which either requires a high temperature melting point or a high thermal
conductivity of the target material. Tungsten or molybdenum, with their high
melting temperatures, would be a good choice or copper or silver for their high
thermal conductivities.

• However, the most decisive criterion for the selection of a target material is the
overlap of the fluorescence lines of the target material with the fluorescence
lines of the sample. In this case, rhodium or palladium is suitable, since Rh
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only influences Cl, and Pd only influences Rh. Both have an acceptable atomic
number as well as a relatively high melting point.

For the laboratory user the option to select a tube is usually limited, since it
is set by the available instrument. As a note, X-ray spectrometers are frequently
equipped with Rh tubes.

5.3.2.2 Excitation Conditions
The tube parameters voltage and current influence the count rate, i.e. the number
of counts per unit time. The count rate for an element on its own depends mainly
on the intensity distribution of the incident radiation above the absorption edge
of that element. For the most part, the range up to approximately 3–5 keV above
the absorption edge has the highest impact. Spectral components with higher
energies do not contribute very strongly to the excitation. This is the result of
the already mentioned rapid decrease of the mass attenuation coefficients with
energy. This means that most elements in a complex material are excited by the
bremsstrahlung spectrum. The radiation of the fluorescence line of the target pro-
vides an essential contribution to the excitation for only a few elements whose
absorption edges are just below the fluorescence energy of the target material,
because here the fluorescence line has a higher intensity than the bremsstrahlung.

When selecting the excitation conditions, one can vary tube current and
voltage. The target material of the tube is given by the instrument. The intensity
of the entire tube spectrum varies proportionally with the current (see also
Eq. (2.2)). A change in voltage also influences the energy distribution of the
tube spectrum. This is illustrated in Figure 5.4 by showing various scatter
spectra of a Rh tube. It has to be mentioned that these scatter spectra are not
equivalent to the excitation spectrum, because the scattering of the radiation
changes the energy distribution. Therefore, the spectra in Figure 5.4 show not
only the elastically (Rayleigh) but also the inelastically scattered (Compton) Rh
fluorescence of the tube. The continuous part is an overlap of both elastic and
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Figure 5.4 Excitation spectra for different tube parameters (y-axis in square root scale).
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inelastic scattered bremsstrahlung. In general, however, the energy distribution
is similar to the excitation spectrum. The small Zr peak (at 15.7 keV) is generated
by a detector collimator.

Two of the displayed spectra (displayed in blue) are measured with the same
tube current (400 μA) but with different tube voltages (30 and 50 kV). The
high-energy part of the spectrum shifts accordingly toward the high excitation
voltage; the maximum of the bremsstrahlung as well as its intensity increases
with increased tube voltage. It is interesting to note that energy range from 3 to
10 keV, which is of interest for the excitation of most elements, is not significantly
influenced by this change in tube voltage.

The third spectrum (displayed in red) was measured at a tube voltage of 30 kV
and changing the tube current to 666 μA. The result is an increase in the inten-
sity of the complete primary spectrum that is proportional to the tube current.
The excitation efficiency can thus be increased at a slightly lower high voltage by
increasing the tube current but maintaining the same tube power. One should
consider the operating conditions of the X-ray tube when making any changes to
the excitation conditions. The X-ray tube only operates within a working enve-
lope that includes maximum power, maximum filament current, and minimum
and maximum high voltage.

When choosing the excitation conditions, the spectrometer’s count rate
capability must also be considered. For WDS instruments, it is very high since
the detectors count the incoming pulses only. In the case of energy-dispersive
detectors, the signal filtering requires additional time for the determination
of the energy of the absorbed photon. Therefore, there are limitations to the
count rate capability, which strongly depend on the instrument detector and its
associated detector electronics. For a certain count rate, these are characterized
by the so-called dead time, during which incoming pulses cannot be processed
by the electronics. The dead time is significantly higher for energy-dispersive
(ED) systems than for wavelength-dispersive (WD) systems.

The scatter spectra in Figure 5.4 show another feature, which is the increase
in the low-energy background (below 2 keV) with increasing tube voltage; this is
an effect due to the use of ED detectors. However, this low-energy background
can adversely affect the traceability of elements in this energy range due to a
decreased peak-to-background ratio. Low tube excitation voltages can be useful
for certain analytical tasks, but one must be aware that potentially not all ele-
ments of interest are excited and therefore cannot be measured. For this reason,
ED systems occasionally make use of multiple measurements with different
excitation conditions to optimize excitation conditions for particular elements
or element groups. Since WD systems already utilize the sequential detection of
individual element lines, an optimization of the excitation conditions for each
element is common.

5.3.2.3 Influencing the Energy Distribution of the Primary Spectrum
The use of secondary targets or monochromators to generate a monoenergetic
excitation spectrum has already been described in Section 4.3.3.2. In the absence
of the bremsstrahlung spectrum the spectral background is significantly reduced,
resulting in an improved peak-to-background ratio for the elements that are
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Figure 5.5 Influencing the measured spectrum with an Al filter.

within the more selective narrow excitation range. Filters between tube and
sample can also be used for the optimization of the excitation conditions. The
selection of filters again influences the peak-to-background ratio of the primary
radiation and therefore the sensitivity. Figure 5.5 shows spectra from a glass
sample measured at 50 kV with and without a filter. The spectrum measured
with an Al filter shows reduced background at low energies but also the peak
intensities are reduced, progressively with lower energy. In sum, an improvement
in the peak-to-background ratio and thus an improved detection sensitivity at
the lower energy can be observed. By using filters in the incident beam path, the
excitation spectrum is “hardened,” i.e. the mean energy of the spectrum shifts
to higher energies. This allows for a better excitation of heavier elements and
increases the sensitivity of their detection.

The use of filters also allows eliminating the characteristic tube radiation. This
effect is often used in coating thickness measuring instruments. They employ
W-tubes with a relatively thick glass window, which absorbs the W-L and the
low-energy range of the primary beam spectrum. This is of little significance,
because these instruments usually can only measure elements heavier than tita-
nium due to the absorption of the fluorescence radiation in air in the complete
beam path.

Another example of the use of filters is shown in Figure 5.6. The superposition
of the scattered Rh-L radiation of the tube target with the Cl-K line of the sample
prevents accurate peak area determination. Using a thin 12.5 μm Al filter helps
absorb the Rh-L radiation and the Cl line is unobstructed and can be evaluated
easily.

Figure 5.6 illustrates also another effect of this filter. If the sample has a crys-
talline structure the primary radiation can be Bragg diffracted on these crystals,
in particular if the exciting beam has a small diameter as in micro-X-Ray fluo-
rescence (μ-XRF) instruments. In this case, the crystal selects the energy of the
complete primary spectrum that can be diffracted into the detector direction.
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Figure 5.6 Reduction of diffraction peaks and the scattered Rh-L radiation with direct
excitation (blue) with a 12.5 μm Al filter (red).

This generates small peaks in the measured spectrum, for example, in Figure 5.6
on the position of Sn-L. This complicates the correct peak identification and can
influence the peak area determination when overlapping an element line (see
Section 4.2.6.3). As already described, a filter eliminates the low-energy range of
the bremsstrahlung. If no radiation is present in the excitation spectrum it cannot
be diffracted, i.e. the diffraction peaks will be eliminated.

Most commercial instruments have the option to introduce different filters
into the primary beam path. Often the instrument software suggests their opti-
mum use.

5.3.3 Measurement Medium

The atmosphere in the X-ray path influences the intensity of the measured fluo-
rescence lines, in particular the low-energy radiation. The measurement environ-
ment is therefore important for the measurement results. The absorption can be
reduced by using helium or vacuum atmosphere. Of course, the absorption also
depends on the distance between the sample and the spectrometer. Generally,
it is necessary that measurement samples and reference samples are measured
under the same conditions.

For a WD spectrometer the transmission probability is illustrated in Figure 5.7.
Typically, the spectrometer itself is evacuated and only the atmosphere in the
sample chamber must be considered.

In EDSs the distance between the sample and the detector is much smaller.
Therefore, the spectrometers are often not evacuated. If the measurement
chamber is evacuated or He-flushed the detector window influences mainly the
absorption of low-energy radiation and thereby, the sensitivity for light elements
(see also Figure 4.7).
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Figure 5.7 Transmission of
X-rays in different
measurement atmospheres.

Of note, liquids cannot be measured in vacuum. They would evaporate and
consequently can damage the instrument.

For WDS instruments it is recommended to measure volatile elements at the
beginning of the measurement cycle. Then the analytical result will not be influ-
enced by missing the evaporated mass fractions of these elements.

5.3.4 Measurement Time

5.3.4.1 Measurement Time and Statistical Error
The measurement time directly influences the accumulated number of counts.
Measurement time and count number are proportional to each other, i.e. by
increasing the measurement time, both the precision and the sensitivity of the
measurement can be improved.

As already mentioned in (5.1), the statistical error of a measurement depends
on the detected number of counts N and is ΔN =

√
N , i.e. the statistical

error can be reduced to half by quadrupling the measured number of counts
or the measurement time. A similar statement also applies for the detection
limit – quadrupling the number of counts improves the detection limit by a
factor of 2. Therefore, counting statistics sets limits to the ability to improve the
analytical accuracy and sensitivity of the measurement.

In general, the statistical uncertainty should be matched to all other uncer-
tainties, i.e. if possible, it should not be the dominant error contribution. On the
other hand, it also does not need to be significantly below the other uncertainty
contributions. A statistical uncertainty contribution, which is about a factor of
2–3 below the desired analysis error, is sensible. This requirement can usually
be achieved for major and minor components, while it can become difficult for
traces, since the number of counts depends on the mass fraction of the analyte.
For sequential WDS instruments the measurement time can be adjusted for every
element or background position, while for energy-dispersive spectrometry (EDS)
instruments the measurement time is the same for the complete spectrum. There-
fore, the measurement time needs to be set to meet the required error of the
element with the lowest intensity.

5.3.4.2 Measurement Strategies
An analysis can be carried out as a single measurement for all required elements
or alternatively as repeated measurements. For repeated measurements mean
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Figure 5.8 Standard deviation and error of repeated measurements.

values and the standard deviation of the analytical results can be determined (see
Section 6.1.1). If the standard deviation of a series of measurements is 𝜎 the error
of the mean value 𝜎M for n repeated measurements is given by

𝜎M = 𝜎
√

n
(5.2)

This result is demonstrated in Figure 5.8. It shows the analytical results of 10
repeated measurements, the corresponding mean value, the standard deviation
of all measurements, the successive average of the measurements, and the error
according to (5.2). It can be seen that the error is reduced with every measure-
ment and the variations of the successive average are reduced.

From these results it can be concluded that repeated measurements give better
results; however, they also require more measurement time. This is in particular
true for WDS instruments where the test conditions (goniometer position, filter,
tube parameters) have to be changed for every measurement position. Most often
the extra time is not available, especially in the case of process control. Finally, the
statistical error for a single measurement at time t or the error according to (5.2)
for n repeated measurements at time t/n is the same.

Considering all the above, it is important to develop a measurement strategy to
achieve the desired results before starting the measurements. In addition to the
statistical error contributions there are also other contributions that can be bet-
ter identified and reduced by multiple measurements. Further, outliers cannot be
identified with a single measurement. Therefore, repeated measurements are rec-
ommended for analyses that demand high precision, for example, the preparation
of reference material (RM).

5.3.4.3 Real and Live Time
The measurement time can be displayed in real time or in live time. Detectors
have a finite processing time 𝜏 for an X-ray pulse. During this time the detector
is busy and cannot process new X-ray photons. The sum of all processing times
during the measurement is called dead time; it depends on the counting rate and
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the characteristics of the measuring channel. It means that the measuring channel
is not open during the complete measuring time (real time). The live time of the
channel is shorter. In order to evaluate the acquired intensities correctly, after the
measurement a dead time correction is required according to

tlive = treal ⋅ (1 − treal ⋅ 𝜏) (5.3)

In newer instruments the dead time is determined by comparing the incident
and processed count rate directly during the measurement; it is often displayed
during the measurement. A measurement in live time is also possible, where the
counting losses are taken into account by the dead time. A direct comparison of
the intensities from different spectra is then possible independent of the contents
of the elements to be analyzed including the matrix elements.

The dead time of WDS instruments is usually very small. For EDS instruments
it is greater. It should not exceed 30% for a quantitative measurement; it can be
greater for screening measurements, but should not exceed 50%.

5.3.5 X-ray Lines

The individual X-ray lines of an element have different intensities and are there-
fore associated with a different statistical error. The 𝛼-lines are the most intense
within a particular series and should preferable be used for the evaluation. In the
K series, the intensities of the 𝛽-lines are about 20% of the 𝛼-lines, and in the
L-series they are about 50% (see Table 2.1).

Nevertheless, in certain cases, the use of less intense lines of a series may be
advantageous to avoid overlaps with other element lines, and accordingly to
reduce the error caused by the correction of the overlapping peaks by peak fitting
or deconvolution procedures. Another reason can be to avoid saturation effects
in WDS instruments in case of high mass fractions and high excitation efficiency.

The energies of the individual X-ray lines are given by Moseley’s law. The
energies for the 𝛼-lines of every series have already been shown in Figure 2.2.
Figure 5.9 now shows the energies for most lines of each series.

The figure illustrated that there is a concentration of X-ray lines in the
low-energy region (<3 keV), since K-, L-, and M-lines occur in parallel. In the
energy range from 3 to 20 keV there are only superpositions of K- and L-lines;
above 20 kV there are only K lines. The resulting frequency distribution of only
the main lines is shown in Figure 5.10. This illustrates that at energies less than
20 keV line interferences are most likely to be expected, most of them in the
range <5 keV. In this range, the resolution of WD spectrometers is especially
good (see Figure 4.1), i.e. the separation of the individual lines is also good. On
the other hand, the separation of lines in this energy range is limited for EDSs.

The most important line overlaps of the main lines typical for energy-dispersive
spectrometers are shown in Figure 5.11. As a result of the limited peak-to-
background ratios secondary lines can often be neglected when their intensities
are low.

On the one hand, the higher resolution of WDS instruments reduces the
number of peak overlaps, but on the other hand, lines with lower intensity
now have to be taken into account since the higher resolution improves the
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peak-to-background ratio. As a result, significantly more line overlaps must
be considered; this is particularly important when defining the support points
for the background fit. The most important line overlaps are summarized in
Table A.10.

5.4 Determination of Peak Intensity

5.4.1 Intensity Data

After the measurement, the determination of the peak intensity for the elements
to be analyzed is necessary.

There are several possibilities for specifying the intensity data:

• Absolute intensities as count numbers N .
• Time-normalized intensities, as counting rate N/t with t being the measur-

ing time. Counting rates allow the comparison of intensities, even if different
measuring times were used.

• Intensities normalized to the measurement time t and the tube current i, as
counting rate per current unit N/(t⋅i). Since the intensity of the tube spectrum
is proportional to the tube current, these values allow the comparison of inten-
sities even when measured with different tube currents.

The data are all equivalent, they can easily be converted from one to the other
when the test conditions are known, and the dead time effects are included. The
first two are the most frequently used.

When specifying intensities, a distinction is made between gross and net inten-
sities.

Gross intensities comprise the total measured intensity of a line, which is com-
posed of the actual peak intensity, the background intensity, as well as additional
components.

Net intensity is the fraction that originates only from the element being ana-
lyzed.

To obtain the net intensity the following effects need to be corrected for:

• The tube spectrum scattered by the sample
• Peak overlaps, especially in the case of EDS due to its lower energy resolution
• Detector artifacts (mainly for energy-dispersive detectors)
• Higher order lines (in the case of wavelength-dispersive spectrometers)
• Artifacts generated by the sample, e.g. diffraction peaks

5.4.2 Treatment of Peak Overlaps

There are various methods to calculate peak intensities; they depend on the type
of the spectrometer, in particular on its resolution.

In the case of WD spectrometers with good energy resolution, usually only
the intensity in the peak maximum is determined (see Figure 5.12a). Owing to
the small width of the peaks, the maximum contains most of the intensity. The
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peak intensity is usually directly measured by moving the spectrometer to the
position of the peak maximum. This method is called peak-hopping. Sometimes,
the peak maximum is first determined by a scan and then the peak intensity can
be determined at this position.

The good resolution of WD spectrometers results in only relatively small peak
overlaps. These can be corrected by the use of overlapping factors 𝜅 according to

IA,corr = IA,meas − 𝜅AB ⋅ IB,overlap (5.4)

These overlap factors depend on the crystal–collimator combination – they
must be determined only once, either by measurement or by calculation; they
are usually stored in the instrument software. The better the resolution of the
measuring setup, the smaller the correction factors are.

Owing to the EDS instrument’s lower resolution, the peak maximum only
represents a relatively small fraction of the total peak intensity. In order to still
achieve small statistical uncertainties, the intensities in these spectrometers are
usually determined as peak areas. For this purpose, the peak area is integrated
within a defined energy range around the peak maximum. Most often the
energy covers the range of the full width at half maximum (FWHM) of the peak,
sometimes also a somewhat wider range.

As a result of the lesser energy resolution of these spectrometers, peak interfer-
ences are relatively frequent, and the corrections are more complex. Peak over-
laps for energy-dispersive spectra can be corrected by the following:

• Peak fitting: In this case, either Gaussian peaks are fitted to the measured spec-
trum profile or the fitting process is carried out with measured pure element
spectra. In the case of the fit with theoretical Gauss peaks, line-like spectral
artifacts (escape, sum, and diffraction peaks; see Section 4.2.6) must be cor-
rected beforehand. When using pure element spectra, the entire line series as
well as detector artifacts are included and, therefore, automatically corrected.
This, however, requires a high stability of the spectrometer.

• Spectra deconvolution: Since the measured spectrum results from a con-
volution of the radiation emitted from the sample with the spectrometer
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Figure 5.13 Spectrum of a tool steel sample fitted with pure element peaks (every pure
element spectrum in a separate color) (y-axis in square root scale).

response function it can be corrected by deconvolution. This makes it possible
to separate the individual intensity contributions of both the line spectrum
and the peak overlap area. For deconvolution the exact knowledge of the
energy-dependent response function of the spectrometer is required.
The peak intensities are then determined by integration over the defined
energy range of the peak fitted to the measured spectrum, as illustrated in
Figure 5.12b. When pure element spectra are used the intensity ratio of the
fitted spectrum to the pure element spectrum can also be used.
A spectrum fitted with Gauss peaks is shown in Figure 5.13. The measured
spectrum is shown as an (red) envelope. This is compared with the sum of the
fitted colored single element spectra. A comparison of the measured and the
fitted (black) spectrum permits a simple assessment of the quality of fit and
assists in the identification of the elements included in the sample.

5.4.3 Spectral Background

The spectral background of a measured spectrum is defined by different contri-
butions. There can be the spectrometer contribution such as higher order reflec-
tions or detector artifacts. A significant contribution results from the scattering
of the primary radiation by the sample. The scattering depends on the measure-
ment geometry, but mainly on the sample composition. As already discussed in
Section 2.2.4.2 scattering from samples containing light elements is stronger than
from heavy element samples (see also Figures 2.7 and 2.8).
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Figure 5.14 Calibration curves
based on net intensities
(continuous line) and with gross
intensities (broken line).
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The spectral background reduces the signal-to-background ratio and thus the
sensitivity, but above all, the analyte signal, is distorted by the background.

Occasionally, only the uncorrected gross intensities are used for quantification,
for example, in the case of multichannel spectrometers, which have no back-
ground measuring positions due to the fixed measurement geometry, or in the
case of heavy metal alloys, which only have low scattering intensities. This means
that there is a blank intensity I0 for zero concentration and the calibration curve
does not go through the zero point (see Figure 5.14).

The calculation of the net intensities, i.e. the correction of intensity contribu-
tions that are not attributed to the fluorescence radiation, depends on the spec-
trometer type. First, all line type artifacts must be corrected in order to avoid their
misinterpretation as analyte lines. These artifacts, such as higher order lines or
detector artifacts (escape- or sum peaks), can either be avoided by hardware pro-
visions or be corrected after the measurement by means of appropriate correction
models during the processing of the spectra. The algorithms are implemented
in the instrument software and are often automatically applied to the measured
spectra.

For the correction of the scattering background in WD spectrometers, the
background intensity must be measured at positions close to the analyte peak;
the background can then be calculated by interpolation or extrapolation into
the peak region. In order to achieve a good background fit, these measuring
points must be carefully selected, especially in the case of peak interferences or a
non-constant background. Peak overlaps can be avoided by improving the reso-
lution of the spectrometer, i.e. by an appropriate choice of crystal and collimator.
However, this results in a loss of intensity, which in turn leads to an increase
in the statistical error or longer measurement time (see also Section 4.2.2.1). A
non-constant background can only be properly corrected by the use of several
background points, as shown in Figure 5.15. Consequently, the measurement
time increases with the number of background points. Furthermore, one has to
pay attention that the background intensity is not burdened with a significantly
greater statistical error than the gross intensity; otherwise, the net intensity is
encumbered with an additional error resulting from error propagation.

For EDSs, the background correction is simpler due to the simultaneous detec-
tion of the entire energy range, including the background. The simplest way to



116 5 Measurement and Evaluation of X-ray Spectra

1 Background
point

Extrapolation

Peak intensities

2 Background
points

Interpolation

Peak intensities

(a) (b)

Figure 5.15 Setting of background points.

0

20

40

60

80

100

120
140
160
180

In
te

n
s
it
y
 (

k
c
p

s
)

4 6 8 10 12 14 16 18 20 22

Energy (keV)

Cr Fe Ni Mo
Mn

Background points

Background fit

Figure 5.16 Background fit of an energy-dispersive measured spectrum (y-axis in square root
scale).

fit the background is to set several background points in the measured spec-
trum and interpolate between them with simple linear or quadratic functions
(see Figure 5.16).

Other possibilities are as follows:

• The measurement of a blank sample, i.e. a sample with a comparable matrix but
without the analyte. Fitted to only a few supporting points, it can then easily
be subtracted from the analyte spectrum.

• The modeling of the total scatter spectrum using the scatter properties of the
sample concluded from the elastically and inelastically scattered fluorescence
lines of the tube.

The net intensities thus determined can then be used for the quantification of
the sample.
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5.5 Quantification Models

5.5.1 General Remarks

In X-ray spectrometry the relationship between the mass content of an element
and the fluorescence intensity is not linear. This complicates quantification.
However, the different interactions that contribute to the nonlinearities are well
known. They are described for example in the Sherman equation (Sherman
1955).

For only first-order terms, this equation can be written as follows:

Ii = G ⋅
∫E

wi ⋅ 𝜏i ⋅
S−1

S
⋅ pi ⋅ 𝜔i

A
⋅ I0(E) ⋅ dE (5.5)

with
G geometry and calibration factor
(S − 1)/S jump ratio
𝜔 fluorescence yield
𝜏 photoabsorption coefficient
p transition probability
𝜇 mass attenuation coefficient
𝜓 incidence/take off angle
I0(E) primary spectrum
wi weight fraction of element i, and
A = 𝜇(E)

sinψin
+ 𝜇(i)

sin𝜓takeoff
consideration of absorption of incident and fluorescence radiation

At first sight, this equation looks relatively simple, but one problem is that the
equation determines the opposite of what we are looking for. The intensities are
calculated as a function of the mass fractions of all elements in the sample. For
an analysis, however, the intensities are measured from which the mass fractions
have to be calculated.

To further complicate things, terms of second order have to be additionally con-
sidered and significant computing power is required in order to solve the integral.
When Sherman developed this equation, these calculations had to be carried out
manually. The availability of computers reduces this effort but only with actual
high-performance computers a direct solution of the Sherman equation, includ-
ing several iteration steps, is possible within an acceptable time.

The criteria for an applicable quantification model are the achievable accuracy
and the time that is required to calculate the result.

For calibration the measured intensities of reference samples with known com-
positions are used for the calculation of a calibration curve by regression analysis
(see Figure 5.17). It is not trivial to mention that appropriate reference samples
need to be available. This is often not the case and one will have to resort to
a fundamental parameter-based standard-less analysis (see Section 5.5.3). The
number of reference samples depends on the calibration parameters in the model
as well as on the number of elements to be analyzed. The minimum number M
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of mutually independent samples should be M = 2⋅(k + 1) if k is the number of
free parameters, which is the sum of the number of coefficients of the calibration
model and of the elements to be determined.

This means that a large number of well-characterized calibration samples are
required for the preparation of a standard reference material (SRM)-based cal-
ibration. They must be prepared and measured in exactly the same way as the
unknown sample. It is often an extensive and intricate procedure to prepare and
measure all these samples.

Calibration samples are provided by various governmental organizations,
for example, the National Institute of Standards and Technology (NIST) in the
United States, the Bureau of Analyzed Samples (BAS) in the United Kingdom,
the Federal Institute for Materials Research (BAM) in Germany, as well as by
various companies for specific material classes (see Table B.2). As previously
mentioned, calibration samples are not necessarily available for all analysis tasks.
Therefore, it is often necessary to prepare one’s own reference samples. This can
be achieved by mixing known amounts of high-purity substances or substances
with defined compositions. Reference samples can also be prepared by means
of a complex analysis of samples with similar composition to the unknown
material, for example, by reconstitution analysis (see Section 5.5.5), by round
robin tests, or by cross-reference with results of other analytical methods.

In XRF different models can be used for the calculation of the calibration curve.
They can be differentiated according to the sample matrix and the range of mass
content of the different elements in the sample. These factors determine the cali-
bration effort, i.e. in particular the number of required calibration samples as well
as the time and effort for their measurement.

5.5.2 Conventional Calibration Models

A general description of the evaluation function can be made by

wi = Ki Ii Mij (5.6)
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with
wi mass fraction of the element i
Ki calibration coefficient for element i
Ii intensity of element i
Mij matrix interaction of the element j on the analyte element i

If the matrix correction can be neglected, i.e. if Mij = 1, the simplest form of
empirical models is obtained. They can be equations of first or second order, and
can be written as

wi = ai0 + ai1 ⋅ Ii (5.7)

or

wi = ai0 + ai1 ⋅ Ii + ai2 ⋅ Ii
2 (5.8)

A constant term a0 is used to take into account background contributions from
scattering or peak overlaps. The ai1 terms are called calibration coefficients and
describe the sensitivity for element i. By using second-order models, the error
can be reduced and the range over which the calibration curve is valid can be
somewhat extended; however, outside this range the deviations increase very fast.

The main drawback of empirical models, which do not consider any matrix
interaction, is their limited validity. Sufficient accuracy is achieved only for a
very narrow concentration range and considerable errors can occur outside these
ranges. As a result, several calibrations are required – not only for different sam-
ple classes but also for different concentration ranges; all this is associated with
high cost and effort.

By taking into account the matrix interaction the range over which the calibra-
tion is valid can be extended. The following approach is often used:

Mi = (1 + Σjaj wj) (5.9)

It is assumed that the interaction depends on the concentration wj of the matrix
elements. Thus, (5.6) can be written as

wi = Ki ⋅ Ii (1 + Σj ⋅ aj ⋅ wj) (5.10)

Here again, the aj terms are calibration coefficients, which must be determined by
calibration. This means that the matrix interaction depends on the mass fractions
wj of the other elements. Therefore, these models are referred to as concentration
corrected. Their use is possible via iterative methods since the mass fractions of
the matrix elements in the unknown sample are also not known.

If these mass fractions are approximated by their measured intensities, i.e.

wi = ai ⋅ Ii

equation (5.9) can be written as

wi = Ki ⋅ Ii (1 + Σj aj Ij) (5.11)

In this case, the mass fractions wi of the analyte element i depend only on
the intensities of the element to be analyzed as well on the intensities of
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the interacting elements. Now, the mass fractions can be calculated directly
from the measured intensities without iterative methods. They are called
intensity-corrected models.

The calculation of the calibration coefficients can be carried out purely empir-
ically, i.e. they are determined by regression analysis from the measured cali-
bration sample intensities. These approaches have a broader validity, but high
accuracies can be achieved. In order to extend the validity range of the models
further, various approaches have been developed to base the calibration coeffi-
cients on physical models using fundamental parameters.

The first approach was made by Lachance, which resulted in the Lachance–
Traill model (Lachance and Traill 1966). Equation (5.10) was then written as

wi = Ki ⋅ Ii (1 + Σj ⋅ 𝛼j ⋅ Ij) (5.12)
Here, the calibration coefficients ai were substituted by influence factors, the
so-called 𝛼 values.

Various models have been developed to determine these influence factors. They
have been extensively described and compared in their applicability (see, e.g.
Lachance and Claisse 1994 or Mantler 2006). The motivation to develop these
various models was to extend the range over which the calibration is valid or to
optimize the calibration for specific sample classes and at the same time find cal-
culation procedures with relatively low complexity. It has to be taken into account
that the available computing power at that time was not comparable with that
available nowadays.

In general, the differences between the various models regarding their ana-
lytical accuracy are mainly determined by the quality of the available reference
samples. The main differences between the individual models are their range of
validity and the number of reference samples required. Calibration efforts are
reduced with an increased use of physical models and the associated parameter-
ization of these models.

A specific option to better account for the influence of the sample or to simplify
the models is the use of intensity ratios in the form

wi = ai0 + ai1 ⋅ Ii∕Iref,1 (5.13)
with

aij calibration coefficients
Iref reference intensity

Such an approach is used for the following purposes:
• As an internal standard: In the analysis of liquids, i.e. solutions or melted sam-

ples, the analyte intensities can be normalized to the mass fraction of a known
quantity of an element that has been added. This is a common method for total
reflection X-ray fluorescence (TXRF) spectrometry.

• For the correction of the matrix influence: The intensity of the inelastically scat-
tered incident radiation (Compton scattering) depends on the sample matrix. If
this scattering is sufficiently strong, i.e. in the case of a light matrix, the matrix
influence (for example, by varying matrices, grain size effects, filling density,
and sample structure) can be corrected with help of Eq. (5.13).
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• For the simplification of quantification methods: If the intensities of the ana-
lytes in an unknown sample as well as the intensities of the pure elements are
measured under the same conditions, their intensity ratios Ri = Ianalyst

i ∕Ipure
i are

independent of the measurement geometry. Quantification by FP models then
becomes much simpler.
This method is often used in coating thickness analysis. Usually, the number
of elements in these samples is limited; therefore, the effort for measuring the
pure elements is less. The pure element spectra can also be used during the
peak fit to determine the peak area (see Section 5.4.2).

A special case is the quantification using TXRF. As a result of the very small
analyzed sample volume the matrix influence is negligible. Therefore, a linear
model can be used as shown in (5.6), usually even without the constant term.
Only the linear calibration coefficients ai must be determined; in this case, they
are referred to as sensitivities 𝜀. They have to be determined only once for an
instrument. The mass fractions can then be calculated according to

wi = 𝜀i ⋅ Ii (5.14)

The measured intensity, however, still depends on the total sample mass. The
samples analyzed with TXRF are often in liquid form. They are dried on the sam-
ple carrier. Addition of internal standards, for example, an element solution of
known concentration wstandard, allows for quantification even independent of the
sample mass. In this case, the measured element intensities Ii are related to the
intensity of the internal standard Istandard.

wi = 𝜀i∕𝜀standard ⋅ Istandard∕Ii ⋅ wstandard (5.15)

Thus, quantification using TXRF can be very simple; it requires, however, that any
matrix interaction can be neglected. This requires very small sample amounts, in
particular in the direction normal to the sample surface. It has to be of the order of
magnitude of the absorption lengths of the fluorescence radiation of the analyte
elements (see also Section 12.3.2).

5.5.3 Fundamental Parameter Models

Despite the use of physical models for determining the influence factors, the
validity of these calibrations is still limited to specific sample qualities. It is there-
fore always necessary to have the appropriate calibration samples for the various
sample qualities available. With the availability of sufficient computing power, it
is now possible to solve the Sherman equation directly, i.e. the intensity Ii for the
element i can be calculated for an assumed sample composition. These calculated
intensities Icalc can be compared with the measured intensities Imeas of the sam-
ple. By varying the starting values of the assumed sample composition wi using an
iterative calculation process according to (5.16) quick convergence to a solution
for the unknown weight fractions can be achieved:

wn+1
i = wn

i

Imeas
i

Icalc
i

(5.16)
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A few iterations are usually enough for the calculated intensities to be almost
equal to the measured intensities. It can then be assumed that the calculated com-
position will be almost equal to that of the analyzed material. The method can be
used for a wide range of sample qualities with broad concentration ranges.

However, the achievable accuracy for this quantification method is limited for
the following reasons:

• The measurement geometry is not exactly known and the specified conditions
for the Sherman equation (narrow and parallel beams both for the excitation
and fluorescence radiation) are not fulfilled. However, this can be partly com-
pensated by an initial calibration for the geometry factor G in (5.5).

• The fundamental parameters are not sufficiently well known; there are several
parameter errors, in particular for low energies.

• The exact energy density distribution of the excitation spectrum is not known.
• Not all elements can be measured, in particular light elements with atomic

number with Z ≤ 6 for WDS instruments, and with Z ≤ 11 for EDS instru-
ments.

• In most cases, only first and second order interactions are taken into account;
third order effects are mostly ignored.

• The Sherman equation does not consider all interactions, for example, scatter-
ing effects and interatomic and intra-atomic effects.

In order to improve the analytical accuracy specific calibrations can be applied.
In this case, the calibration method does not require a complete set of reference
samples. For a sample with known composition, i.e. for a reference sample, the
elements intensities can be measured (Imeas

i ) as well as calculated with the help
of the quant-model (Icalc

i ). These intensities can then be used to determine an
element sensitivity Si according to

Si =
Imeas

i

Icalc
i

(5.17)

In the next step, these sensitivities can be used to correct the calculated
intensities. Predicted intensities Ipredict = S⋅Icalc, which can then be used in the
above-described iterative quantification procedures (5.16). For their determi-
nation the reference sample does not need to be equivalent to the unknowns,
because the element sensitivities are largely independent of the sample type. It
is further possible to use this procedure only for selected elements, for example,
to avoid a negative impact on the accuracy of calibration, due to a high statistical
error of certain elements caused by their low intensities.

Use of this quantification method requires operating under some basic condi-
tions:

• The element intensities for all elements present in the sample must be
determined. Otherwise, as a result of the missing elements errors will occur
during the calculation of the matrix interaction. This requirement is difficult
to fulfill, especially for light matrices, for example, for polymers or oils and
for samples with organic ingredients but also for minerals with elements in
different oxidation states or for carbonates, sulfides, etc. Here, however, the
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matrix-dependent Compton scattering can be used for the characterization of
the absorption of the fluorescence radiation for different matrices.

• For an accurate quantification, higher order terms, at least the second order,
must be taken into account in the Sherman equation. This will complicate the
Sherman equation and increase the computing effort. Third order terms are
usually ignored, since their influence is only notable in very special cases.

• Fundamental parameters need to be known as accurately as possible. There are
different data sets available that summarize them (Elam et al. 2002; Schoonjans
et al. 2011). The accuracy of the data depends on the parameter itself and on
the energy; line energies are relatively well known, while absorption or scat-
ter coefficients are not so well known, in particular for lower energies. They
are being continuously improved – the most current version will be shown in
xraylab (see Table B.3.1)

• The Sherman equation does not take scattering effects into account and will
therefore increase the uncertainty of the analysis result. However, scattering
effects are relatively small, in particular for heavy matrices and for low energies.

• Cascade effects that influence the measured intensities of the L- and M-series
lines are not considered and contribute to the measurement uncertainties. If
possible, lines of higher energies should be used for quantification.
Cascade effects can occur within an atom, for instance, when after the genera-
tion of a K𝛼-line the resulting vacancy in the L-shell is filled and an additional
quantum is emitted. Cascade effects can also take place between atoms in a
sample when the released photo- or Auger electron is absorbed in an adjacent
atom and as a result this is ionized.

• The exact measurement geometry is usually not known. In order to determine
the geometry factor the measurement of intensities of several pure elements or
of reference samples is required. For the theoretical calculation of the geometry
factor precise information about the opening angle of the incident beam and
of the incidence and take off angle of the primary and fluorescence radiation
would be required. The solid angle of the detector also needs to be known.

• On the other hand, quantification carried out with the help of the Sherman
equation is not only independent of the sample type, but it can also be carried
out for different excitation conditions when the excitation spectrum I0(E) is
known in (5.5). The excitation spectrum can either be theoretically calculated
or derived from a measured scatter spectrum.

Fundamental parameter-based quantification models are often called as
“standard-less.” However, this is only valid for the instrument user. Depending
on the actual model a few or even a large number of calibration samples were
measured for the calculation of the geometry factor and of individual influencing
factors during the calibration procedure, respectively. However, this has to be
carried out only during the initial installation; the corresponding spectra and
the associated statistical data are stored for later use in libraries. These data can
also be used for recalibration, which is necessary after a longer working period
for the compensation of aging effects or, for example, in the case of exchanging
instrument components, such as the tube. Then only a few setup samples must
be measured, and the influence coefficients can be determined again.
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5.5.4 Monte Carlo Quantifications

Owing to the detailed knowledge of all interactions of photons with matter it
is possible to trace the path of a photon in the sample as well as in the detec-
tor. An exact tracing of an individual photon however is impossible because the
probability for the different interaction processes is not an absolute value. Nev-
ertheless, the paths of a very large number of individual photons will give an
appropriate image about the complex processes when every interaction is con-
sidered as an uncertain response in the frame of the known probabilities by using
random numbers. The number of individual photons paths that need to be cal-
culated must be in the range of at least 105, most often even more.

All interactions in the sample need to be modeled, i.e. the elastic and inelastic
scattering, the absorption by the photoelectric effect and the emission of photo-
electrons, Auger electrons and fluorescence photons and their absorption in the
sample, and finally the recording of the fluorescence and the scattered radiation
in the spectrometer.

For modeling, the composition of the sample also has to be taken into account.
For a large number of individual photons this requires a very high computing
effort, especially if for quantification the sample composition has to be iteratively
changed until convergence between the measured and the calculated spectra is
reached. For this reason, these models are currently used only in very special
cases to quantify a sample. If increased computing power becomes available, it
will be possible to also use Monte Carlo methods for quantification within an
acceptable time. While the Sherman equation usually considers only the intensity
of a single analyte line, Monte Carlo modeling takes into account the complete
series. This also allows for example the analysis of non-infinity thick samples.

Currently, this method is used to model the analytical instrument performance
for varying instrument or excitation parameters. The contributions of different
interaction processes to the result can be modeled and the method can also aid
in the optimal design of a measurement geometry or to model processes in the
tube or the detector. A freeware software package for these methods is available
(Vincze et al. 1993; Schoonjans et al. 2013; Schoonjans 2017).

5.5.5 Highly Precise Quantification by Reconstitution

The matrix interaction becomes negligible if the unknown and the reference sam-
ples are nearly identical. This means that the spectra of the sample and the refer-
ence sample must be compared. The two spectra should be as identical as possi-
ble. That can be achieved by a stepwise adaptation of the reference sample.

Reference samples that are identical to the unknown sample are usually not
available; then they must be specifically prepared, i.e. their reconstitution is nec-
essary. Step-by-step the composition of the unknown sample has to be matched
by the composition of the reference samples. This type of quantification is there-
fore also called bracketing technique (Staats and Noack 1996; Michaelis 2005).
This method can be used for samples such as metallic alloys or oxides. As a result,
the calibration curve increasingly fits the conditions of the analysis sample (see
Figure 5.18). The reference samples can be prepared from high-purity materials
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Figure 5.18 Bracketing method for highly accurate analysis with two different distances
between the calibration sample.

so that the composition can be traced back to basic units. This, however, requires
a large effort in the sample preparation since the reference samples must be in
the same form as the unknown samples. This not only applies to their composi-
tion but also to their homogeneity, the state of the sample surface, the grain size
distribution as well as, if possible, the chemical bonding conditions.

By narrowing down the composition range in such a way, very high analyti-
cal accuracies can be achieved. Measurement uncertainties under 0.2% can be
achieved provided that all other uncertainty contributions are kept correspond-
ingly small, i.e. the statistical errors are very small, the instrument influence is
negligible, etc.

This process does require much effort and it can require a period of several
days or even weeks before the analysis can be completed. Therefore, this is not an
analysis technique that can be used for many samples, but it is quite suitable for
the characterization of reference materials.

Another possibility to precisely characterize a sample was described by
Schramm (2016). He proposes that the well-prepared, i.e. sufficiently milled
and homogenized, samples to be analyzed as well as a reference sample that
is as close as possible in regard to the composition and consistency to the
unknown are measured under the same conditions within short time intervals,
for example, 10 times. The measurements on these samples has to be carried
out in pairs in succession and under the same conditions. Then the mean
deviations of the analyses results are determined from the measurements of
both the unknown sample and the reference sample. For the reference sample,
the deviation from the reference values is also determined. The scattering of
the results from the unknown and the reference sample give information about
the repeatability of the measurements from which the contribution to the total
uncertainty can be obtained. The reason for drift or extreme deviations should
be investigated, and those measurements may be omitted. Deviations of the
results from the nominal values of the reference sample can be used for the
correction of the results determined on the unknown sample. A highly accurate
quantification is also possible in this way; however, the effort for sample prepa-
ration is less than that for the previously described method of reconstituting the
sample.
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5.5.6 Evaluation of an Analytical Method

Both the analytical accuracy of an analysis and its sensitivity are important crite-
ria for assessing its quality. The accuracy can be evaluated by measuring reference
samples of known composition. Comparing the known concentrations, or in the
case of layer analyses, thicknesses with the measured values, the trueness of the
values can be used as a measure of the quality of the calibration. Detection limits
are a criterion of the sensitivity.

5.5.6.1 Degree of Determination
An idea of the quality of an analytical method can be obtained by comparing the
nominal and analyzed mass fractions. This is demonstrated for the same data set
in the diagrams shown in Figure 5.19. In panel (a) the analyzed values are plotted
against the nominal values. The identification of large deviations is possible here,
but overall evaluation is difficult. A better measure is given by the correlation
coefficient R2 , which allows for a good assessment of the results.

This correlation coefficient R2 can be calculated as

R2 =
∑

i(xi − x) ⋅ (yi − y)
2
√∑

i(xi − x)2 ⋅
∑

i(yi − y)2
(5.18)
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with

xi, yi given and analyzed values
x, y mean values of the given and analyzed values

If the value of R2; is close to 1, the correlation between the nominal and ana-
lyzed values is high. If the deviations are large, the correlation coefficient becomes
smaller. The correlation coefficient however is dominated by deviations at higher
concentrations. This means that deviations at higher concentrations affect it more
strongly than those at lower concentrations. Nevertheless, it is frequently used,
and it is a meaningful parameter for the quality of calibration. The correlation
coefficient can easily be calculated, for example in Excel.

Figure 5.19b shows the relative deviations from the nominal values and thus
gives a better overview of the trueness. The deviations are relatively small for
large contents, but increase for small contents, since the smaller intensities with
their larger statistical error result in a greater uncertainty.

5.5.6.2 Working Range, Limits of Detection (LOD) and of Quantification
The working range of an application depends on the element concentrations of
the calibration samples used. For an empirical calibration this is especially impor-
tant since the calibration curves that are determined by mathematical regression
can show considerable deviations outside of this range.

In general, XRF has no upper concentration limit that can be analyzed in con-
trast to other analytical methods (see Table 7.1), and can therefore be used for
the analysis of pure elements too.

Layer thicknesses analysis, however, has an upper limit to the measuring range,
which is determined by the saturation thickness of the layer (see Figure 5.24).

The lower limit of the working range of an analytical method is determined by
the limit of quantification of an analyte. It characterizes its sensitivity. The limit
of quantification is the smallest concentration of an analyte that can be quantified
within a defined statistical confidence. The limit of quantification wLOQ is usually
defined as three times the value of the detection limit wLOD. The detection limit
wLOD is the concentration, which by using a calibration curve and under con-
sideration of a given statistical confidence, is higher than in a blank sample (see
DIN-32645 2008). The confidence level usually is 1% (i.e. 3𝜎).

The limits described above are illustrated in Figure 5.20. Shown is the calibra-
tion function

y = y0 + b ⋅ w (5.19)

as well as an uncertainty interval, which is given by the level of significance. The
calibration function at w= 0 is equal to the blank value y0. The uncertainty interval
intersects the y-axis at the critical value ycrit. If this critical value is exceeded,
based on the established error probability, the concentration of the component
in the analysis sample is assumed to be greater than that in the blank sample.
Using the established calibration function the detection limit wLOD is then the
associated concentration of the critical value ycrit of the measurand (DIN 32645).
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Figure 5.20 Determination of the limit of detection from the calibration function.

Assuming a purely statistical distribution of the measurement value, the critical
value is then ycrit = y0 + 3

√
y0. Equation (5.16) then becomes

wLOD =
3
√

y0

b
(5.20)

where b is the slope of the calibration function near the detection limit. For the
determination of the LOD in this way the calibration curve must be known close
to this limit. Since the required calibration samples are not always available, the
determination of the LOD is often carried out using the so-called blank value
method or the 3𝜎 criterion (DIN 32645). It is assumed that

wLOD =
3 ⋅

√
NBG

Nsample
wsample (5.21)

with

wLOD Limit of detection for a given element
NBG background counts at the location of the count rate for the element
N sample count rate of the element
wsample concentration of the element in the sample

This method provides a useful value for the LOD, but only for small concen-
trations wsample; in addition, the LOD for a specific analyte can also depend on
the other constituents of the sample. For example, peak overlaps or the increase
of the spectral background by a light matrix is associated with a degradation of
the LOD. On the other hand, it is also possible to improve the LOD by optimiz-
ing the measuring conditions, such as the excitation conditions or the measuring
time. When the measured counts N in (5.21) are substituted by the product of
the counting rate (CR) and time t, that is, N = CR⋅t, the standard deviation of
the background increases with the square root of time, but the counts of the ref-
erence sample increase proportionally with time, i.e. the LOD can therefore be
reduced by 1/

√
t.
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5.5.6.3 Figure of Merit
For the best instrument performance, the instrument settings (see Section 4.2.8)
have to be optimized. Often parameters such as the peak-to-background ratios
or the LOD are used to gauge the measurement conditions. But these parameters
do not allow for an optimal selection of the settings – a good peak-to-background
ratio will not give the best LOD. Furthermore, it would be helpful to have only a
single parameter – figure of merit (FOM) – for the assessment of test conditions
or even for the general assessment of any analytical method. Willis et al. (2014)
proposed the following relations for X-ray spectrometry for major and minor
components,

FOM =
√

CRmeas
i −

√
CRbackground

i (5.22)

and the following for traces:

FOM = (CRmeas
i − CRbackground

i )∕
√

CRbackground
i (5.23)

where CR are the count rates for the analyte i and the corresponding background.
The highest FOM values provide the smallest statistical error and the best LOD.

5.5.7 Comparison of the Various Quantification Models

An important condition for an accurate analysis is to obtain a high number of
counts for the analyte, i.e. choosing the most effective excitation conditions for
the analyte. On the other hand, the precise determination of the peak intensities
is important as well. Because of the different resolution of ED and WD instru-
ments this is achieved differently for the two types of instruments (see Section
5.4.2) – for WD instruments by measuring at the peak maximum, and for ED
instruments by determining the peak area. The accuracy then depends on the
resolution of the detector.

This is demonstrated by the measurements of more than 80 reference sam-
ples of precious metal alloys with gold concentrations in the 33–100 wt% range.
They were analyzed using identical measurement geometries and excitation con-
ditions, but with detectors with different resolutions – a proportional counter
and a silicon drift detector (SDD). Owing to the smaller effective detector area
of the SDD the count rates are smaller by a factor of 3. As a result, the statis-
tical error for this detector is approximately 1.5 times higher. In each case an
intensity-corrected matrix correction was used. Figure 5.21 shows the absolute
deviations of the gold concentrations from the nominal values of the reference
samples.

The differences between the two distributions are only marginal; the mean devi-
ation of the measurements with the proportional counter is 0.145 and 0.122 wt%
for the measurements with the SDD. Despite the smaller intensities in the mea-
surements with an SDD and the associated larger statistical error, a smaller error
is made in the peak area determination due to the better resolution of the SDD
and the consequent smaller overlap of peaks. This more or less compensates the
larger statistical error form the count rate by the smaller error associated with
the peak area determination.
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Figure 5.21 Deviations of the gold concentrations measured with SDD and proportional
counter instruments.

The achievable analytical accuracies are also influenced by the quantification
model used. In particular, there is a difference between empirical models and
fundamental parameter-based models.

The highest accuracies are usually achieved by sample-specific calibrations, i.e.
standard-based calibrations prepared for a specific sample type. As previously
described, their useful range is limited. For samples outside the calibrated con-
centration range, the results of the analysis can show strong deviations from the
nominal values and the preparation of a sufficient number of calibration samples
can be problematic.

Fundamental parameter-based models, on the other hand, have a wider range
of validity and can also be used with only very few or even without standards.
Since often a normalization of the concentrations to 100% is used it requires
the measurement of all elements present. Only then the matrix interactions are
considered correctly. For WDS instruments this requires a greater measurement
effort in order to scan the entire wavelength range, while EDS instruments do
not require any additional effort due to the simultaneous measurement of all ele-
ments. Unfortunately, very light elements such as carbon, oxygen, or nitrogen
cannot be analyzed routinely with XRF; however, often they are in considerable
concentrations in the sample and have a strong influence on the result.

In order to demonstrate the influence of the quantification model on the true-
ness of the analysis, the previously measured SDD data set of the precious metal
samples was evaluated using an empirical and a fundamental parameter-based
model. The results are illustrated in Figure 5.22. With standard-based models
the deviations are significantly smaller. Since the range of the standard-based
calibrations is limited, several calibrations had to be used to cover the entire con-
centration range, which typically ranges from about 30 to 100 wt% gold in jewelry.
The different calibrations incorporate the most commonly used gold contents, i.e.
8–10, 14, 18, and 22–24 Karat. The mean deviations for the standard-based anal-
ysis are 0.12 wt%, and for the standard-free analysis 0.8 wt%. Despite the lower
accuracies, in many cases standard-free models deliver satisfactory results for
the analysis of materials.
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Figure 5.22 Comparison of the accuracy of standard-based and standard-free models for the
quantification of gold in jewelry.

5.5.8 Available Reference Materials

Reference materials are offered in a few grades. They can be differentiated as
follows:
• SRM – standard reference material: Is a denomination reserved for certified

reference material (CRM) that is issued, for example, by the NIST. One or more
properties are certified, and the standards are accompanied by a certificate stat-
ing their uncertainty and traceability.

• CRM – certified reference material: Material with one or more certified prop-
erties, accompanied with a certificate stating their uncertainty and traceability.

• RM – reference material: Material having one or more characteristics charac-
terized for a particular purpose.
In addition, there are other reference sample types that are not officially certi-

fied, but which can play an important role in an individual laboratory.
• Secondary reference materials or company standards, which are in-house,

often very precisely characterized references using SRMs or CRMs, used for
specific purposes.

• Instrument reference samples used for the characterization of the measuring
instrument, such as drift correction, recalibration, etc. These samples do not
have to be well characterized and their composition does not necessarily have
to be known, but they need to be very stable and homogeneous.
SRMs, CRMs, and RMs are usually issued by government institutions. Usually

a certificate is available, which provides information on the attested properties.
For element analyses, the data includes the concentrations, the uncertainties of
the data, the methods used for their determination, and any particular conditions
to be considered when using them (drying, stability, etc.).

Company standards and instrument reference samples are not subject to these
strict requirements. They can be manufactured or purchased by the company.
Characterization may also be carried out by the company itself; for certain appli-
cations, a determination of the content can be omitted, for example, for drift
correction.
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Reference materials should be handled carefully in order that they will not be
contaminated or damaged; they should be stored in a clean, cool, and dry environ-
ment. For the preparation of a measurement sample the same procedures should
be used as for the unknown sample. The main suppliers of certified standard
materials are summarized in Table B.2 with links to their catalogs.

An often used method to prepare reference samples is the round robin test.
In this case, various laboratories with different methods characterize a material.
By a statistical evaluation the reference values are defined. However, it is neces-
sary to use the appropriate analytical methods because this type of “democratic”
analytical results can easily give wrong results.

Calibration samples can also be prepared by the instrument user itself. One
possibility was already described with the reconstitution method (Section 5.5.5),
where the references are manufactured from pure materials. Another possibil-
ity is the quantification of samples with highly accurate analytical methods, for
example, by using synchrotrons where the spectrum of excitation beam and the
measurement geometry are exactly known.

Another possibility is to use the standard addition method for the preparation
of calibration samples. In this method the mass fraction of one or more elements
is increased by the admixture of specific oxides or compounds that contain the
element. This procedure can easily be used for liquid samples, for geological sam-
ples and polymers it is applicable for both pressed pellets and fusion beads. It is
crucial that the additives are very pure to avoid any contamination.

The known differences of mass fractions as well as the comparison with a blank
sample allow the preparation of a calibration curve that is valid for a limited con-
centration range. The quantity of additives must be taken into account to obtain
the correct relation between sample material and additives when mixing the sam-
ple material with a binder (for pressed pellets) or with a flux (for fusion beads).

Substances that can be used for this purpose are summarized in Table 5.3. Sup-
pliers of pure materials are summarized in Table B.2.4.

According to a proposal by Schramm (2018) it is possible to prepare reference
samples by a 3D-print procedure. The 3D-print process produces a pellet from
a polymer. The pellet contains holes in which the reference materials as given in
Table 5.3 can be added. The reference material in that case will not be homoge-
neous. This problem can be solved by the analysis of larger sample areas and by
spinning the sample. The advantage of the method is that a wide range of mass
fractions of many different materials can be added.

5.5.9 Obtainable Accuracies

Sampling and preparation effects strongly influence the quantification accuracies
that are obtainable with XRF (see Section 6.1). If these influences are not consid-
ered, the precision of the measuring instrument is primarily responsible for the
analytical error. The statistical error of the measurement and the stability of the
instrument are therefore of crucial importance.

The quality of the calibration samples – in particular their homogeneity, sta-
bility, surface quality, and the accurate knowledge of their mass components,
including their uncertainties – has great influence on the quantification process
itself. Finally, the mass components themselves influence the measured intensi-
ties and thus the achievable analytical accuracies.
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Table 5.3 Substances suitable for standard addition.

Analyte Substance Analyte Substance Analyte Substance

F CaF2 Ni NiO Sb Sb2O3

Na NaCl Cu CuO Te Te2O3

Mg MgO Zn ZnO I KI
Al Al2O3 Ga Ga2O3 Cs CsCl
Si SiO2 Ge GeO2 Ba BaCO3

P KH2PO4 As As2O3 La La2O3

S CaSO4 Se SeO2 Ce Ce2O3

Cl NaCl Br NaBr Hf HfO2

K KCl Rb RbCl Ta Ta2O5

Ca CaCO3 Sr SrCO3 W WO3

Ti TiO2 Y Y2O3 Pb PbO
Cr Cr2O3 Zr ZrO2 Bi Bi2O3

Mn MnO2 Nb Nb2O5 Th ThO2

Fe Fe2O3 Mo MoO3 U U3O8

Co Co3O4 Sn SnO2

For the various sample qualities, instrument types, and concentration ranges
the typical achievable uncertainties are given in Table 5.4.

When specifying the results, the expected uncertainties should also be consid-
ered, i.e. the declaration of an analytical result should also reflect the expected
analytical accuracy. For uncertainties <5%, the specification of two significant
figures is sufficient and appropriate; three figures are only useful for uncertainties
<0.5%.

5.6 Characterization of Layered Materials

5.6.1 General Form of the Calibration Curve

The characterization of thickness and composition of layered materials can also
be performed by X-ray spectroscopic methods. Layer analysis is a very common

Table 5.4 Analytical uncertainties for different sample qualities, measuring instruments, and
quantification models (given in rel.%).

Sample
composition

Content
range (wt%) WDS EDS FP-model

FP with type
calibration

Traces <1 1–5 1–10 >10 ≈10
Minors 1–10 0.5–1.0 0.7–1.2 ≈2.5 ≈1

Majors
Powder >10 0.8–1.2 0.8–1.2 ≈1.5 ≈1.0
Pellets 0.3–0.5 0.5–0.8 ≈1.0 ≈0.7
Glass tablets 0.2–0.4 0.3–0.6 ≈0.7 ≈0.5
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analytical task, especially in the quality control of finished products, since their
surfaces are often coated for decorative or functional reasons.

When exciting a layer system, both the layer and the substrate are excited and
emit fluorescence radiation. The substrate signal is absorbed by the overlaying
layers. Both signals can be used for the evaluation. The absorption of X-rays is
described by the Lambert–Beer’s law (2.5).

The intensity of the layer signal can be described by the Sherman equation given
in (5.24) with an additional term that takes into account the finite thickness of the
analyzed sample.

Ii = G ⋅
∫E

wi ⋅ 𝜏i ⋅
S−1

S
⋅ pi ⋅ 𝜔i

A
⋅ I0(E) ⋅ {1 − exp(−A ⋅ 𝜌 ⋅ d)} ⋅ dE (5.24)

Here, A= 𝜇(E)/sin𝜓 in +𝜇(F)/sin𝜓 take off takes into account the absorption of the
excitation radiation as well as of the fluorescence radiation, and 𝜌 and d are the
density and the thickness of the layer.

If the ratio of the layer intensity Isample to the intensity of an infinitely thick layer
I∞ of the same element measured under the same conditions is used, the integral
can be neglected, and the following simplified relationship can be used:

R =
Isample

I∞
= 1 − exp(−A ⋅ 𝜌 ⋅ d) (5.25)

Based on this formula, a general form of the calibration curve for layer systems
can be established for the emission and absorption signal (see Figure 5.23). Their
slope essentially depends on the absorption characteristics of the layer, i.e. their
mass attenuation coefficients 𝜇 and density 𝜌.

At first, the emission signal increases linearly with thickness, but then the inten-
sity ratio R approaches asymptotically the value of 1 for an infinitely thick sample.
The infinite thickness value is subject to the self-absorption of the fluorescence
radiation in the layer material, i.e. it depends on the energy of the fluorescence
radiation as well as the mass attenuation coefficient of the layer material. It ranges
for pure elements from a few micrometers to a few tens of micrometers.
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Figure 5.23 Typical calibration curves for the emission and absorption signal of layered
samples.
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The substrate signal is absorbed in the layer, i.e. it is almost unaffected by a
very thin layer, whereas with thicker layers the substrate intensity decreases. This
signal can only be used with single layers since in multilayer systems, the contri-
bution of the individual layers to the absorption cannot be uniquely determined.
For single layers, the use of the substrate signal offers some advantages – for
example, distance-independent analyses are possible and influences from the size
of the analyzed area on the analysis result can be corrected. It should also be men-
tioned that with the help of the absorption method under certain conditions, it is
also possible to analyze layers of very light elements from which no measurable
signal is emitted.

As with the analysis of bulk materials these simple calibration curves become
more complex by including secondary and tertiary interactions. In addition to the
interactions within a layer, interactions between the layers and the substrate must
also be considered. These interactions can strongly influence the characteristics
of the calibration curve, particularly for multi-element layers.

In the case of layer analysis, the mass per unit area Q is determined, i.e. the mass
or the number of atoms of an element per unit area. Since this is a slightly unusual
parameter for a layer, it is usually converted into layer thickness d according to

d = Q∕𝜌 (5.26)

For this purpose, the density 𝜌 of the layer material must be known. For pure
element layers the density of the respective element can be used even if it can
deviate from this value for very thin layers; for alloy layers the average density
must calculated as

1
𝜌alloy

= 1
𝜌1
+ 1
𝜌2

or 1
𝜌alloy

=
∑

i

1
𝜌i

(5.27)

With very thin layers and depending on the coating method this density can vary.
Variations in density can also occur in intermetallic or for different chemical
states of the layer materials. This is important and needs to be kept in mind when
evaluating layer thicknesses. Comparative measurements on cross sections per-
pendicular to the sample surface can be useful. However, this method is destruc-
tive, time consuming, and the obtainable accuracies are much less than with a
well-designed XRF measurement.

5.6.2 Basic Conditions for Layer Analysis

The following specifics are unique for coating thickness analysis and must be con-
sidered during the analysis:

• The analysis is usually performed as a quality control tool in industrial process
control. This means, the layer structures, in particular the layer sequence as
well as the elements found in the layers, are known. This information is essen-
tial and must be used for the correct evaluation of the absorption conditions
in the individual sample layers.

• Layer analyses are usually performed on finished or semi-finished products;
they are often inhomogeneous and also irregularly shaped. Consequently, a
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nondestructive analysis mostly has to be carried out on a small sample surface
under set geometry conditions. Typical spot sizes are less than 1 mm, some-
times even as small as a few tens of micrometers. This limits the amount of
radiation available for the excitation and also affects the sensitivity of the mea-
surement. It is therefore required that a large solid angle of the fluorescence
radiation is collected by the detector. This is possible with EDSs that have
large-area detectors, or which can work at very short measuring distances.

• The individual layers often contain only one or a few elements. Their limited
number and their knowledge simplify the spectroscopic requirements for layer
analyses. For a long time, proportional counters were used for this task. They
have large sensitive areas, in tens of square centimeters, but on the other hand
only a limited energy resolution. However, knowing what elements to expect,
a sufficiently precise determination of the peak area using fitting procedures
is possible. Nevertheless, the analyses of very thin layers require the use of
detectors with a better signal-to-noise ratio, i.e. with better energy resolution
to meet the required sensitivity.

• For every unknown parameter one analyte line must be measured. That is, for
every thickness as well as for every element concentration within a layer a sep-
arate line has to be available. Normalization of the element concentration to
100% within an alloyed layer is possible to reduce the number of lines by one.
If possible, the X-ray lines should be selected such that they have a high sensi-
tivity and allow for sufficient accuracy. For thin layers or small concentrations,
a steep slope of the calibration curve is helpful. The X-ray line can be changed
for the same layer system depending on the thickness and composition.

• The measurable layer thickness range covers up to 5 orders of magnitude and
is strongly element dependent. For thick layers the limitation is given by the
information depth of the fluorescence radiation. This is equivalent to the layer
thickness, for which no significant signal increase is generated by increasing
the layer thickness (see Section 3.2.3).
For thin films, i.e. close to the detection limits, the limitation again depends
on the layer material, but also on the spectrometer type. Instruments with
proportional counters can only analyze relatively thick layers since these
detectors have a limited signal-to-noise ratio due to their low resolution. With
high-resolution detectors, such as SDDs, better sensitivities are obtained due
to their higher resolution.
For example, Au layers for printed circuit board (PCB) applications should be
greater than 100 nm in order to be measurable with a proportional counter.
The better peak-to-background ratio of SDD instruments allows the routine
measurement of Au layers as low as 1 nm (see Figure 5.24).

• For certain elements the lowest detection limits can be achieved by means of
vacuum measurements. By eliminating the air between the sample and detec-
tor the fluorescence radiation is less absorbed. As a result, lower energy X-ray
lines (for example, L series instead of K series for elements with atomic num-
bers between 40 and 50 and the M series instead of the L series for elements
with atomic numbers between 72 and 83) can be used for the analysis. For
these low-energy lines, the information depth is significantly lower (for gold
the information depth is about 0.5 μm for the M-lines and about 5 μm for the
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Figure 5.24 Measurable layer thickness ranges for certain element groups and different
instrument classes (PC, prop-counter; SDD, silicon drift detector; vac, measurement in
vacuum).

L-lines). This means that the entire intensity range is shifted to a smaller layer
thickness range, which leads to an increase of the slope of the calibration curve
and thus its sensitivity.
The measurable layer thickness ranges for usual coating elements as well as for
different instrument types are summarized in Figure 5.24.

• During measurements of multilayer systems, the sensitivities for buried layers
are reduced as a result of both the absorption of the excitation radiation and the
absorption of the emitted fluorescence radiation by the layers on the top. This
means that the LOD, i.e. the thinnest layers measurable as well as the upper
limit of the measurement range, are restricted.
The obtainable accuracies in layer analyses depend strongly on the layer thick-
nesses as well as the position of the layer within a layer stack, but also, of course,
on the measurement time. The accuracy in the analysis of buried layers is usu-
ally lower. This is the direct result of the decrease in the intensity of the layer
signal, but also because the errors made in the characterization of the upper
layers have an additional influence on the buried layers.

• The layer thickness influences through the measured intensity the analytical
error. Thinner layers generate only small intensities, which are associated with
larger statistical errors. For thicker layers, the slope of the calibration curve
decreases, i.e. small intensity changes are associated with large changes in layer
thickness. Therefore, the best accuracies are obtained in the middle range of
the calibration curve.
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• The number of detectable layers depends primarily on the absorption of the
fluorescence radiation in the upper layers, which depends on their composition
and thickness.

The various possibilities for the characterization of layers are presented as
examples in Chapter 14.

5.6.3 Quantification Models for the Analysis of Layers

The matrix interactions in layer characterization are more complex than for the
analyses of homogeneous bulk samples; besides the interactions within every
layer also the interactions between the layers, including the substrate, must be
considered. Therefore, the Sherman equation has to be amended by a further
term, which takes into account both the influence of a limited material thickness
(see (5.24)) and the absorption of incident and fluorescence radiation in the upper
layers (Mantler 1986; de Boer 1990; de Boer and Brouwer 1990; Rössiger and
Nensel 2006). Moreover, it is necessary to add the term considering secondary
interactions. This makes the mathematical model more complicated and requires
additional computing time; however, it allows standard-free quantification for an
iterative forward calculation.

Another possibility for quantification is a forward calculation of the intensities
of all elements for varying layer thicknesses and compositions of a given layer sys-
tem using the Sherman equation where the mentioned extensions are included.
Theoretically determined calibration curves are obtained when these intensities
are plotted against the layer thickness. These curves can be improved and adapted
to the actual measurements by only a few standards (see Figure 5.25).

The achievable accuracies are limited due to the reasons already mentioned
in Section 5.5.3. The use of reference samples typically improves the analytical
performance. For the above-described procedure, the reference samples are only
used for a correction of the theoretically determined calibration curve but not
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Figure 5.25 Corrected calibration curve using two reference samples.
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for its complete calculation. It requires a small number of reference samples and
only involves small changes to the theoretical calibration curve.

Another possibility to simplify the approach to Sherman’s equation (5.24) for
the quantification of layered materials is the use of relative intensities Ri, in refer-
ence to the intensities I∞ of the pure infinite element i (see also Section 5.5.2). If
these intensities are measured under the same conditions as the unknown sam-
ples the integral can be reduced to the ratio Iunknown/I∞. As a result, the calibration
curves for all layers will all have a similar shape. Their slope and information
depth are determined by the mass attenuation coefficient 𝜇 and the density 𝜌 of
the respective layer elements (see Figure 5.23). The pure element spectra that are
required for the calculation of the calibration curves are often also used for fitting
the measured spectra for the peak area determination; this is often called refer-
ence deconvolution. This procedure automatically takes into account detector
artifacts during the fitting process but requires stable instruments.

Finally, a strictly empirical method for the determination of a calibration curve
is possible by using regression methods, which is a strictly empirical calibration
and does not take any secondary excitation into account and therefore cannot
be used universally. Further, a complete set of reference samples is required. The
availability of suitable and well-characterized reference samples is required for
any standard-based quantification models. This can be difficult because the pos-
sible types of layer systems are extremely large, both in terms of layer sequences
and layer thicknesses and layer compositions.

In addition, the number increases even more by the possibility of using differ-
ent substrate materials. Only a few certified layer thickness standards are avail-
able, especially since the stability, in particular, of very thin layers can be limited
depending on the layer materials and the substrate they are plated on.

For thicker layers, the reference samples can be produced in the form of
self-supporting films of known thickness placed onto different substrates. This
allows for a relatively simple preparation. The influence of the thin air layers
between the individual films is, in this case, negligible.

For very thin layers, in the range of less than 1 μm, the layers must be deposited
onto substrates. The preparation of reference samples for variable layer systems
is then possible only with significant effort. Therefore, the availability of suitable
reference samples is limited. Consequently, standard-less quantification methods
are of great importance for layer analysis.

One approach could be the iterative method used for the investigation of bulk
materials as described in Section 5.5.3. Using sensitivities Si for every element
according to (5.17) allowance for the uncertainties of the measuring geometry,
fundamental parameters, etc. is possible. For an efficient iteration process the
differences between measured and calculated intensities has to be minimized.
For single element layers the thickness can be determined according to

Minimize
⎧
⎪
⎨
⎪
⎩

no of lines∑

i=1

(
Im

i − Ip
i (d)

𝜎i

)2⎫
⎪
⎬
⎪
⎭

(5.28)
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For the minimization calculation, known algorithms such as Levenberg–
Marquardt can be used (Levenberg 1944; Marquardt 1963; Gill et al. 1981). For
multiple element layers an additional term must be included, which considers
the mass fractions of all elements.

The measurement uncertainties for the analysis of a layer system depend on the
position of the layer within the layer stack. For the upper layers they are typically
in the range of 3–5% (relative), largely independent of whether the analysis is
carried out with or without a standard. Improvements in the analytical accuracy
using standards are small; for the top layer the errors of the standards themselves
are already of this order of magnitude.

In the case of an assessment of the accuracies, it must be taken into account
that as a result of the relatively small layer thicknesses the absolute errors in
the analysis of layers seem to be relatively large. Nevertheless, an error of 5% at
a layer thickness of 3 μm indicates an uncertainty range of ±0.15 μm; for layer
thicknesses of 300 nm it is then only ±15 nm. This should be considered during a
critical evaluation of the measurement results.

For all other layers, the errors are generally larger, approximately doubled for
the second layer from the top because of the error propagation. For these lay-
ers an improvement in the accuracy can be achieved using standards; then the
influences of the top layers can be better considered.

5.7 Chemometric Methods for Material
Characterization

As described in the previous sections, X-ray spectrometry occupies an outstand-
ing position when it comes to the understanding of the individual interactions
and the possibility to model X-ray physics. However, other evaluation procedures
can also be interesting and effective for certain problems, for example, if only
material classifications are required. This is particularly true when the measured
spectra do not show lines from every sample component or even no element lines
because the sample consists only of light elements or because the intensities of
the fluorescence lines do not clearly correlate with the corresponding element
contents. This can occur, for example, if the sample size is smaller than the infor-
mation depth of the radiation, i.e. if the intensities depend on the sample size as
well as on the mass concentration in the sample, or if matrix variations strongly
influence the peak intensities.

Also, for X-ray spectrometry chemometric methods can be used to character-
ize the materials. These methods can be very effective, even if the spectra show
only small patterns. For these methods to work, a large number of spectra of the
materials to be identified must be measured, prior to the actual analysis, in order
to train the system. The materials have to be characterized according to the ana-
lytical problem and several samples must be available from each material type
to be characterized. During the analysis, only the materials prepared in this way
can be evaluated. On the other hand, the evaluation can then be very fast and
also accurate. It is interesting that not only material identifications are possible
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but also the characterization of special material properties can be achieved. The
methods described in Section 5.7.1 are the simplest approaches for chemometric
evaluation. Further information on these methods is given in Otto 2007, Danzer
et al. 2001, and Brown et al. 2009.

5.7.1 Spectra Matching and Material Identification

The simplest method is to only compare spectra. The spectra of the unknown
samples are compared with the spectra of the library. The similarity of the spec-
tra is determined by a correlation coefficient; a ranking list of possible materials
can then be established based on the correlation. The method achieves a very
high hit rate when used for material identification. This method is called spec-
tra matching. The simple algorithms allow for a very fast analysis but require the
preparation of an extensive library of reference spectra and work only for the
materials that are included in the library.

Another procedure that is called positive material identification (PMI) per-
forms a quantification. The quantitative results are then compared with mass
fractions of several predefined materials in the library. Finally, an identification
of the material type is possible.

5.7.2 Phase Analysis

Another analytical problem can be the determination of material phases, i.e. of
materials with fixed ratios of their components. Phase analysis provides addi-
tional information about the analyzed material and reduces the diversity of data.
For phase analyses the following methods can be used.
• Principal component analysis: During the principal component analysis (PCA)

a virtual multidimensional space is generated from the N intensities of the indi-
vidual channels or certain spectral ranges, for example, element intensities, of
the measured test spectra (variables), which are written at orthogonal axes.
Each of the K spectra of the test materials can be represented by a point in this
space. The linear combination of the variables with highest variation can be
considered as first principle component (PC1). This means that this principal
component corresponds to a certain combination of intensities, for example, a
chemical phase or an alloy. In the next step, the next largest independent com-
ponent to PC1 that is orthogonal to PC1 has to be determined as PC2 and so on
(see Figure 5.26). This procedure mostly can be finished with few independent
PCs, which are now the new variables.
The two-dimensional presentations of the relations between the different
principal components, which are called scores, allow a classification of
the examined materials according to different material groups. This trans-
formation reduces the number of variables significantly and allows a fast
identification of the analyzed materials according to specific properties, for
example, for its composition.
Nevertheless, also PCA requires a comprehensive library of material spectra
and in case of a new component (variable) the corresponding spectra have to
be added to the library.



142 5 Measurement and Evaluation of X-ray Spectra

−8
−8

−6

−6

−4

−4

−2

−2

0

0

Measured value 1

2

2

4

4

6

6

8

8

M
e
a
s
u
re

d
 v

a
lu

e
 2

PC 2
PC 1

Figure 5.26 Scheme of a principal component analysis.

Examples of such type of analysis are the sorting of glass particles of different
sizes and compositions or the identification of chemicals prepared in plastic
bags described in Sections 15.2 and 17.2, respectively.

• Cluster analysis: For cluster analyses, again a virtual space is generated from
the intensities of the individual channels or certain spectral regions. The dis-
tance ΔImn between two points n and m can then be determined as follows:

ΔImn = 2

√∑

j,n≠m
(Ij,m − Ij,n)2 (5.29)

The points with the smallest distance ΔImn are then successively summarized
to form a cluster. This procedure can be confined by setting a minimum distance
between the individual clusters in the virtual space or a limitation to the number
of clusters. In this way, similar spectra equating to similar materials are summa-
rized. During the analyses of unknown samples, the measured spectrum can then
be assigned to a respective cluster, i.e. the material can be identified.

Cluster analyses can take place both on the original data or after a PCA. In
the case of an original data analysis the spectra background must be considered,
whereas its influence is reduced by the PCA. It results in an easier and more
precise identification.

In any case, a chemometric analysis of spectra has to be customized to the
respective analytical task, which also means that a sufficient number of reference
materials need to be available and measured. In addition, it is also necessary to
adapt the evaluation procedures in order to provide optimal answers to the ana-
lytical questions. Then these methods can be very powerful and can provide the
answers to various analytical questions, which are often not possible by conven-
tional methods, or identify material properties that are not directly connected
with the elemental composition, as for example the dampness of wood or the
identification of organic compounds.
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5.7.3 Regression Methods

Regression methods can determine the relations between a dependent and one
or more independent variables, which can be further influenced by statistical
fluctuations. The dependent data is compared with a model that can be a linear
combination of the regression coefficients for a linear regression. More complex
relations can be determined by multivariate regression.

Linear regression is often used for the calculation of the calibration function. In
this case, the data is compared with the calibration function, and then the param-
eters of this calibration function as well as deviation and correlation parameters
can be determined.

Other even more complex regression methods, for example, partial least square
regression, can be used in the evaluation of spectroscopic data for material char-
acterization (Beebe and Pell 1998; Danzer et al. 2001). It can be used for the
suppression of signal noise, the determination of element mass fractions that
cannot be directly measured (see Section 9.8.4.2), the characterization of small
particles (see Section 15.1.5) or compounds (see Section 17.2), and even for the
correlation of spectral data to material parameters such as mechanical strength
and caloric value. Chemometric methods open up a wide range of new oppor-
tunities for the evaluation of spectral data and the compression of information.
They are already widely used by other spectroscopic methods such as IR or UV
spectroscopy.

Nevertheless, it has to be mentioned that the effectiveness of these methods
depends on the availability of a sufficiently large number of well-characterized
samples that can be used to train the system. The required effort to make all
the measurements of these samples should not be underestimated. Further, it is
necessary that for every new analytical problem the chemometric evaluation pro-
cedure has to be created, tested, and optimized. When all these conditions are ful-
filled chemometric methods offer the possibility of a fast and problem-oriented
data evaluation.

5.8 Creation of an Application

The creation of an application is largely determined by what the goal of the analyt-
ical question is, i.e. it is essentially determined by the nature of the sample mate-
rial as well as by the desired analytical accuracy. Previous knowledge of the sample
material as well as the analytical techniques available influences the approach on
how to get the best answer to the analytical question.

Based on these goals, provisions for all steps of the analytical procedure must
be predetermined, i.e. for sample preparation, test conditions, and evaluation of
the measurement data. These will differ depending on the frequency of the mea-
surements to be carried out as well as on the available measurement instruments.

5.8.1 Analysis of Unknown Sample Qualities

When analyzing unknown sample qualities, not only their quantitative compo-
sition but also their qualitative composition is unknown. For this reason, it is
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necessary to capture the entire X-ray spectrum in order to determine all the ele-
ments contained in the sample. EDSs are particularly suitable for this purpose
since they can simultaneously acquire the entire spectrum with one or more mea-
surement modes. For WD spectrometers, the scan mode is required to capture
the data for the entire element range. Changing the test conditions is possible to
generate data with appropriate statistical errors for all elements.

When identifying unknown peaks, it is advisable to start with the highest inten-
sity; the whole series can then be identified quickly. Another possibility is to start
identification at lower energies or large wavelengths, since the intense 𝛼-lines are
on that side of a series.

For the quantification, standard-free models are often used since the availabil-
ity of appropriate reference samples can be difficult. The achievable analytical
accuracies will be somewhat lower compared to standard-based models, but the
results of the analysis are readily available.

5.8.2 Repeated Analyses on Known Samples

A common task for XRF spectrometry is the control of a manufacturing process,
where repeatedly similar samples have to be analyzed. These analyses often
require a very high accuracy. The preparation of such an analytical method
requires the following steps:

• At first, the specific analysis task has to be defined. This pertains to the deter-
mination of the elements and their concentration ranges to be analyzed, as
well as the required analytical accuracy, taking into account the costs and the
available time for the analysis.

• Thereupon, provisions for the sample preparation can be made. Possible influ-
ences on the analytical result from quality of the sample surface or mineralog-
ical effects as well as the available time for the entire analysis have to be taken
into account.

• The acquisition of the entire spectrum of a typical sample should then be per-
formed under optimal conditions, for WDS instruments by a scan, and for EDS
instruments by a simultaneous measurement.

• The optimal test conditions and the necessary measurement times for the given
application can be derived from the initial measurements for all the elements to
be analyzed. In this way, one can achieve the required statistical errors to match
the accuracy requirements and achieve the sensitivities required to detect the
low concentration elements.

• Furthermore, it is necessary to determine possible influences from the matrix
or from mineralogical effects. Depending on the required analytical accuracy
as well as available analysis time and cost, the optimal preparation procedures
can be selected.

• It can also be useful to check whether there are ISO, DIN, or ASTM standards
available for the specific analytical problem. These standards can, for example,
aid in simplifying the setup of the application and make the results comparable
with measurements in other laboratories. A selection of standards that provide
guidelines for XRF measurements are summarized in Table B.4.
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• In the next step, the selection of suitable reference samples is required. They
should be as similar as possible to the sample to be analyzed, i.e. they should
contain the same elements in comparable concentrations and have the same
consistency. Additional elements should only be present in small amounts in
order to have comparable matrix interactions as in the samples.

• For applications that will be used over a longer period of time, it is useful to set
up monitor samples. With these monitor samples the stability of the spectrom-
eter and the quality of the analyses can be monitored over time. These samples
should of course be highly stable. Samples for quality assurance should be as
similar as possible to the samples to be analyzed and they should be subjected
to a thorough and complete analysis before being used. Drift correction sam-
ples are used to monitor the stability of the spectrometer. These can deviate
more strongly from the sample type to be analyzed if they contain elements
in the energy ranges of interest. They are then measured under the same test
conditions as the unknown samples.

• In order to determine whether only the elements specified in the certificate
are present, it is advisable to measure the complete spectra for all reference
samples. This step will identify potential line overlaps that have to be taken into
account when selecting the analyte lines and when defining the background
point positions.

• When defining the analyte lines and background points as well as the condi-
tions for their measurement, it is helpful to evaluate the spectra of all reference
samples at the same time. Attention should be given to those that have as lit-
tle line overlap as possible. Next, certain setup conditions for the analyte lines
must be specified, especially in the case of WDS instruments.

• Measurement setup parameters for the analyte line: excitation conditions,
filter selection, measuring time, goniometer position, crystal and collimator
selection, detector and discriminator settings, sequence of the measure-
ments – here it may be necessary to consider that volatile elements could be
depleted by the influence of the incident radiation.

• The same setup conditions for the background points are to be made as for the
analysis line. When determining the background positions, it should be noted
once more that the positions do not overlap with peaks of both the sample to be
analyzed and the reference specimens in order to enable a clear determination
of the true background.
Since the background points usually have lower intensity they are associated
with a larger statistical error. Therefore, longer measuring times can be nec-
essary in order to reduce the influence of these larger statistical errors when
determining the net intensities.
Better resolution settings of the spectrometer can reduce the issue of peak and
background point overlaps. However, it should be noted that better resolution
always comes at the expense of a remarkable loss of intensity.

• For EDS instruments, determining the measuring conditions is simpler
since the entire spectrum or at least relatively large parts of the spectrum
are recorded simultaneously under the same measurement conditions. The
variation in the test conditions includes the selection of the tube parameters,
the measuring time, as well as choice of filters or optical elements, such
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as secondary targets, monochromators, or polarizers in the primary beam
path, and finally the measurement environment in the sample chamber (air,
vacuum, or helium flushing).

• Depending on the selected quantification model, the number of required ref-
erence samples has to be determined since they influence the range for which

Table 5.5 Settings for the preparation of an analytical method.

Parameter WDS EDS

Analytical question Elements, concentration
range, accuracy, available time

Elements, concentration
range, accuracy, available time

Optional settings Check of the availability of
standards (NIST, ASTM,
DIN) and references
Selection of monitor samples

Check of the availability of
standards (NIST, ASTM,
DIN) and references
Selection of monitor samples

Sample preparation Depending on accuracy
requirements

Depending on accuracy
requirements

Determination of
elements present in
unknown and
references

Scan the complete spectrum
from unknown and references

Simultaneous measurement of
unknown and references

Excitation conditions Definition of optimal
conditions, separate for every
measurement point (tube
parameter, filter,
measurement time)

Mostly one setting, depending
on the instrument’s different
excitation conditions (tube
parameter, filter measurement
time)

Analyte line Sensitivity – saturation?
Overlapping with other lines
both for unknown and
reference samples

Mostly 𝛼-lines, only in a few
situations ß-lines are used

Background points Separate points by
consideration of background
distribution

Not necessary due to
simultaneous measurement

Resolution Crystal and collimator for
every measurement point

No settings

Detector Selection between two
detectors
Pulse height discriminator

Not necessary

Measurement
medium

Air, vacuum (or He if
available)

Air, vacuum, or He (if
available)

Measurement References, unknown sample,
drift correction sample

References, unknown sample,
drift correction sample

Evaluation Peak area determination
(background subtraction,
overlap correction)

Determination of background
points and peak intensity

Calibration Calibration
Drift correction Drift correction
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the calibration is valid (see Section 15.1.5). For fundamental parameter-based
correction models, the number of required reference samples is less and the
range of validity of the calibration is wider. For many instruments, the spectra
of many reference samples are stored in the instrument and can thus be used
to create an application.

• Finally, when setting up an application, an estimate of the expected uncertainty
budget that can be expected is useful. This can be done according to the meth-
ods described in Section 6.3.

These particular settings for the preparation of an analytical method (see Figure
2.11) are summarized in Table 5.5 separately for WDS and EDS measurements.

However, in most commercial instruments the software greatly supports the
application setup. In small instruments that are prepared for single applications,
often only the measurement time can be defined. For larger instruments the man-
ufacturers often offer complete application packages including test conditions for
all analytes and background points as well as reference samples. Nevertheless, for
non-prepared applications the user mostly is guided through all necessary steps
and the software makes very specific proposals for the correct selection of mea-
suring conditions and instrument settings.
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6

Analytical Errors

6.1 General Considerations

Errors can be made at any stage of the analytical process. However, the errors
of the individual contributions of the steps of the analysis process are very dif-
ferent. A typical distribution is illustrated in Figure 6.1. It shows that sampling
contributes the largest error. This applies, in particular, when considering how
well the sample taken represents the material to be characterized; large deviations
can easily occur. In the following these sources of error are not to be considered; it
is rather assumed that the laboratory sample is a good representative of the mate-
rial to be analyzed and, if necessary, has sufficiently homogenized by a multistage
milling, mixing, and division process for small parts material.

The next major source of errors is associated with the sample preparation.
The sample material in the laboratory is processed in such a way that the
measurement sample is produced. The many and potentially very different steps
required depending on the sample and on the analytical problem have already
been described in Chapter 3.

The errors from the actual measurement are relatively small compared with
the first mentioned errors. They, however, will determine the analysis error in
the case of exact sampling and error-free preparation. The statistical error con-
tribution is a unique case, since, unlike other errors, it cannot be eliminated but
can only be reduced.

The goal of an analysis is to provide a result that is as accurate as possible. How-
ever, accuracy in this context must be understood as an interaction of several
parameters. This can be best explained with reference to the well-known target
disk model in Figure 6.2, which illustrates the relation between a precise and a
true measurement result as well as the influence of random and systematic errors.

In the first picture, the distribution deviates not only from the target value,
but it is also strongly scattered, which means both large random and statistical
deviations occur. In this case, the analytical method is not suitable or not correctly
matched to the analytical task.

In the second picture, the scattering of the values is still considerable, but the
measured values are uniformly distributed around the target value; the systematic
deviations are reduced, but random deviations still dominate. The precision is
still insufficient, but by taking the mean of the individual results, the true value is

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Figure 6.2 Target model for the illustration of random and systematic errors.

determined with relatively good accuracy in the case of a sufficiently high number
of individual measurements. Still it would be better to improve the precision by
changing the measurement conditions, for example, more efficient excitation or
longer measurement time.

The third image represents a distribution that shows small random but a dis-
tinct systematic deviation from the target value. These systematic deviations can
be easily corrected by means of an improved calibration or potentially just a recal-
ibration.

Finally, the last image shows a distribution that is precise and true, i.e. the
results are closely distributed around the target value. Even a single measure-
ment would provide here a relatively true result. Since occasional outliers that
are relatively far from the target value may occur, it is useful and advisable to take
multiple measurements even in the case where there are only small random and
systematic errors.

Based on these distributions it can be easily derived that for a correct result
various conditions must be met.

The measurements must have good repeatability, i.e. repeated measurements
of the same sample should preferably always give the same result. Repeatabil-
ity needs to be achieved for both short-term periods (precision) and long-term
periods (long-term stability of the measurement results).

Above all the analysis should have a high degree of trueness, i.e. the result
should be as close as possible to the true value. Here it should be noted that
even in certified reference samples, the true value is accompanied by errors. This
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means that the position of the crosshair shown in Figure 6.2 is not exactly known.
In general, this is valid for all unknown samples.

Various parameters are used to quantify the repeatability as a function of the
time period of the observation as well as other measuring conditions.

6.1.1 Precision of a Measurement

The precision of a measurement describes the repeatability of a result in a short
period of time. It can be determined by repeated measurements under identical
conditions.

An example is given in Table 6.1. Here, the intensities of 10 repeated measure-
ments of an Al alloy are presented.

Shown are total counts N (not counting rates N/t) for some of the alloying
elements, as well as the following quantities calculated from these intensities,
where n is the number of measurements:

Average:

Naverage = Σj Nj∕n (6.1)

Standard deviation:

𝜎 =

√∑
j (Nj − Naverage)2

n
(6.2)

Relative standard deviation (%):

𝜎rel = 𝜎∕Naverage ⋅ 100 (6.3)

Table 6.1 Results of repeated intensity measurements.

Measurement Mg Al Fe Cu

1 1 827 300 772 9 693 2 920
2 1 897 299 465 9 564 2 776
3 1 746 300 124 9 566 2 821
4 1 883 299 658 9 941 2 904
5 2 037 300 507 9 583 2 960
6 1 994 299 652 9 556 2 736
7 1 734 299 776 9 550 2 901
8 2 029 300 851 9 803 2 767
9 1 759 298 730 9 720 2 781
10 2 134 299 787 10 006 2 973

Naverage 1 904 299 932.2 9 698.2 2 853.9
𝜎 139.7 648.0 168.7 87.2
𝜎rel (%) 7.34 0.22 1.74 3.06
𝜎stat (%) 2.29 0.18 1.02 1.87
𝜎rel/𝜎stat 3.2 1.2 1.7 1.6
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Relative standard deviation of the statistical error (%):

𝜎stat = 100∕
√

Naverage (6.4)

Ratio between standard deviation of the measured intensities and the statistical
error:

𝜎rel∕𝜎stat (6.5)

The results of Table 6.1 lead to the following conclusions:

• The measured intensities are relatively high for Al, the main element of the
alloy, but lower for the elements with lower concentrations.

• The relative standard deviations for both the measurements (𝜎rel) and the indi-
vidual counting statistics (𝜎stat) reflect this situation, i.e. for the greater number
of counts for Al, these values are smallest; however, for the smaller intensities
of the alloy elements, the relative standard deviations are larger.

• The ratios of the measured standard deviation and statistical error are inter-
esting. The statistical error is the “minimum error” associated with every mea-
surement. The total error cannot be smaller than this statistical error. There-
fore, the ratio 𝜎rel/𝜎stat shows the extent to which further error contributions
have occurred during the measurement. In the specific example, the ratios
for Al, Fe, and Cu are <2. This can be considered a sufficiently good value,
i.e. additional errors contributed by the instrument or the measuring proce-
dure are of the same order of magnitude as the statistical error. On the other
hand, the value for Mg is greater. In this case, a further error contribution
must be assumed, probably caused by the overlap of the Mg and Al peaks. The
measurements were carried out with an energy-dispersive spectrometry (EDS)
instrument, in which the peaks of Mg and Al have a substantial overlap.

By means of such comparative measurements, it is possible to determine error
contributions of certain instrument parameters or operations. If, for example, the
individual measurements are carried out after the adjustment of an instrument
parameter (for example, the excitation parameters) or after certain instrument
operations functions have been carried out (for example, the positioning of the
sample) and are compared with the values of the undisturbed repeatability mea-
surements, the influence of the individual adjustment step on the overall error
can be estimated. Another possibility is the characterization of the homogene-
ity of a sample by comparing repeated measurements at the same location with
measurements done at different positions on the sample. An “analysis of vari-
ance” (ANOVA) test can be used to test the statistical significance of the result
(Gelman 2005).

If the number of measurements is relatively small, the exact standard deviation
𝜎 of these separate measurement results is not known. Then the Student’s distri-
bution can be helpful. It has a slightly larger variance than a normal distribution;
however for larger numbers of tests (≈30), it approaches to normal distribution.

The Student’s distribution t(p,f ) can be used for the determination of the con-
fidence interval Δx for a single or only very few measurements n with a selected
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Table 6.2 Student’s t-distribution in dependence of the probability
p and the number of degrees of freedom f .

f p = 0.50 p = 0.90 p = 0.95 p = 0.99

1 1.000 6.31 12.70 63.70
2 0.816 2.92 4.30 9.92
5 0.727 2.01 2.57 4.03
10 0.700 1.81 2.23 3.17
30 0.683 1.70 2.04 2.75
∞ 0.674 1.64 1.96 2.58

probability p according to

Δx = s ⋅ t(p, f )∕
√

n (6.6)

where

s standard deviation
t(p,f ) Student’s t-distribution
p probability for the occurrence of a

measured value in the confidence
interval

f degrees of freedom
n number of measurements

The values of the Student’s distribution are tabulated. An abbreviated version
is shown in Table 6.2 as a function of the number of degrees of freedom f and the
probability p of the occurrence of the measured value (Bleymüller et al. 2015).

6.1.2 Long-Term Stability of the Measurements

The stability describes the long-term behavior of a measurement instrument. To
monitor the stability, repeated measurements on a stable sample (monitor sam-
ple) under the same conditions are executed over an extended period of time,
and the counts or the results of the analyses are recorded. The time between the
individual measurements should be set such that the expected changes can be
easily detected. Long-term changes to the instrument, such as inspection of the
evaporation of the cathode material of the tube, can be determined by weekly
or even monthly measurements. The influence of the instrument temperature or
other ambient conditions is better checked in shorter cycles.

For easiest interpretation the results of these repeated measurements should
be presented graphically. Examples of such measurements are illustrated in
Figure 6.3. In panel (a), measurements are of a high stability. The plotted intensity
values are mostly within the statistical uncertainty range of 3𝜎. On the other
hand, in panel (b), a decrease in the measured intensities over time on top of



154 6 Analytical Errors

62 000
0 100 200 300

Measurements(a)

400 500 600

In
te

n
s
it
y
 (

c
o
u
n
ts

)

62 500

63 000

63 500

64 000

Intensity distribution with uncertainty range

Intensity distribution with trend line

62 000
0 100 200 300

Measurements(b)

400 500 600

In
te

n
s
it
y
 (

c
o
u
n
ts

)

62 500

63 000

63 500

64 000

Figure 6.3 Results of repeated
measurement with a high (a) and
lower (b) stability.

the previously described statistical fluctuation can be seen, which is also evident
from the marked trend lines.

The ANOVA is also a commonly used statistical method to determine the
long-term stability of a measurement instrument.

Such deviations can be detected and corrected by means of monitor measure-
ments. The corrections can be achieved either by discrete corrections of the mea-
sured intensities after and according to a monitor measurement (as shown in
Figure 6.3b) or by continuous corrections by an extrapolation-based model of
predetermined and known changes.

6.1.3 Precision and Process Capability

Measurement precision is the closeness of agreement between measured quan-
tity values obtained by replicate measurements on the same object under spec-
ified conditions (Brinkmann 2012). This parameter is often used to characterize
the behavior of an analytical method to provide reliable and comparable results
under different or changing conditions. To distinguish between repeatability and
reproducibility, the following definitions are being used. Repeatability describes
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the measurement precision of an analysis method under a set of identical working
conditions (repeatability conditions) in a short time window. Reproducibility, on
the other hand, describes the condition of measurement, out of a set of conditions
that includes different locations, operators, measuring systems, and replicates
measurements on the same object (Brinkmann 2012). It can also include the
change of preparation tools or techniques, i.e. also the comparison of the results
of different test laboratories. This can be used for the assessment of the stability
of a complete analytical method.

This is comparable to the assessment of the process capability of a method, i.e.
the investigation as to whether a (manufacturing) process delivers all the time
high production quality over a long period of time. Various concepts have been
developed for this purpose, which are summarized under the name “6𝜎” (see, for
example, Lunau 2013; DIN-EN-ISO-21747 2007).

The name 6𝜎 indicates that certain parameters of a manufacturing part or com-
ponent must be within six times standard deviation (6𝜎) of the distribution. This
means that only 2 × 10−9 of the results fall outside of the process limits. This
appears to be a very strict requirement, but it is appropriate for safety-relevant
components, such as automotive brake assemblies or microelectronic chips, con-
sidering product safety and as a result of the high number of units produced.

To define certain process parameters, the tolerance limits for the process must
be specified. In the example shown in Figure 6.4, most of the results are within
the tolerance limits, in this example 2𝜎; however some values are outside the
specification:

Cp = ΔT∕6𝜎 = (USL − LSL)∕6𝜎 (6.7)

USL – upper specification limit
LSL – lower specification limit

For the evaluation of the process capability, specific parameters are introduced.
For example, the Cp value is a statistical index calculated from the upper and
lower specification limits and the standard deviation of the process, which
assumes a normal distribution about the target process value.

Figure 6.4 Specification limits of a
process.
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The Cp value defines the width of the distribution. In the past Cp values of 1.33
were used as the acceptable target, which means that the specification limits were
at ±4𝜎. Nowadays with improved production capabilities and increased quality
demand, the requirements for Cp values are commonly set at 2 or even 4, i.e. the
specification limits are ±6𝜎 or even ±12𝜎.

If the mean value of the distribution wand the target value do not match, then
the Cpk value is used. It is a measure of how much the process deviates from the
mean. It is calculated as follows:

Cpk = min(waverage − LSL;USL − waverage)∕3𝜎 (6.8)

Since only the smaller unidirectional deviation is evaluated, only the 3𝜎 value is
used in the denominator. These values are comparable with those of the Cp values.

To determine the process capability or to monitor a process, measurements
are taken as already described in Section 6.1.1. Their results are plotted in
trend charts, giving a quick overview of how much a process is in control (see
Figure 6.3).

6.1.4 Trueness of the Result

As in all measurement processes, the objective is to achieve the highest degree of
trueness. In other words, for quantitative X-ray fluorescence analysis, the deter-
mination of the true value of the mass fraction or the mass per unit area is the
goal. The “real” true value is usually unknown, since every measurement is asso-
ciated with an uncertainty. A correct direct determination of the value is not
possible. However, it is possible and common to make estimates of the trueness
of an analytical method by using measurements on standards. Still, even when
using standards, the values of the mass fractions have an uncertainty associated
with them because they are also determined often by an analysis, usually obtained
in the context of round robin tests using different methods in different laborato-
ries and by averaging the results. Another possibility is to reconstitute reference
samples, e.g. manufacture them from ultrapure materials (see Section 5.5.5). Due
to the high accuracy of balances, very high accuracies then can be achieved.

Deviations from the predefined value are always superimposed by statistical
fluctuations. To assess the trueness of a method, it is therefore useful to evaluate
several samples with different compositions since deviations from the nominal
values of the standards are always superimposed by statistical errors. The corre-
lation between the nominal and the analyzed values can then be used to assess
the trueness of the analytical method. A more detailed description has already
been made in Section 5.5.6.1.

6.2 Types of Errors

Deviations of the analyses resulting from the true value are caused by various
error contributions. A detailed estimation of the individual contributions allows
for the assessment of the errors and helps in taking the selective steps to mini-
mize them.
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The errors can roughly be classified as random and systematic errors. However,
few sources of errors can have both random and systematic characteristics.

6.2.1 Randomly Distributed Errors

Random errors are stochastically distributed in direction and magnitude; they
fluctuate around the mean value and can be treated by the theory of probabil-
ity. The most prominent random error is due to counting statistics. Errors that
occur during sample preparation or sample positioning may also have a random
character.

Random errors can usually be described by a Gaussian distribution. This means
that for a large number of repeated measurements, the frequency of the indi-
vidual results can be described by a normal distribution (also called a Gaussian
distribution):

w = 1
𝜎

√
2π

exp
(
−1

2

(x −m
𝜎

))
(6.9)

where
w probability for a measured value
𝜎 standard deviation (full width at half

maximum of the distribution)
m mean value of the distribution
x single measured value

As shown in Figure 6.5, approximately 68% of the events are within the single
standard deviation 𝜎. Using an extension factor k for the 𝜎 value, the probabil-
ity for k = 2 increases to approximately 95% and for k = 3 to over 99%. Another
frequently used variable is the full width at half maximum (FWHM) of the dis-
tribution, within which approximately 82% of the events are located. The relation
between standard deviation and FWHM is

FWHM = 2 ⋅
√

2 ln 2 ⋅ 𝜎 ≈ 2.3548 𝜎 (6.10)

The magnitude of the occurring errors determines the standard deviation of the
distribution or its FWHM. If the measurements yield results with larger devia-
tions, the distribution is correspondingly broader. This is illustrated in Figure 6.6,

Figure 6.5 Gaussian distribution of
measuring results.
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Figure 6.6 Gaussian
distributions with different
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showing the results of two measurement series, each with 10 measurements,
which are approximated by a Gaussian distribution. In this case, the distribution
displayed by gray lines is broader, i.e. the deviations or the errors of the individual
measurements are on average larger; on the other hand, the black lines represent
a distribution of smaller deviations, which is correspondingly narrower.

In addition to the counting statistical error, other randomly distributed errors
are possible during the measurement, for example:

• Instabilities of the excitation conditions (tube voltage and current)
• Changes of the analyzed sample volume, for example, caused by surface con-

taminations, surface roughness, mineralogical influences, or others
• Changes in working distance, for example, caused by fluctuations in the geom-

etry between X-ray source, sample, and spectrometer due to inaccuracies in
sample positioning

During the evaluation of the data, randomly distributed errors can occur, for
example, during the determination of the peak area. The statistical distribution
of the intensities in the individual channels of the spectrum results in variations
in the peak areas during the peak fitting procedure. This error can be reduced
by increasing the measured intensities, for example, by longer measuring times,
resulting in a smaller statistical counting error of the individual channels.

6.2.2 Systematic Errors

Systematic errors are recurring errors, which usually shift the target values “sys-
tematically” in the same direction as illustrated in Figure 6.7. Since these sys-
tematic errors are superimposed by the statistical errors, the analyses results still
show a Gaussian distribution.

The reasons for systematic errors can be found in all steps of the analytical pro-
cess. Without claiming to be complete, the following is a list of potential sources
of systematical errors:

Sample preparation: Insufficient homogenization of the sample, contamination
of the surface by oxide layers or impurities, influences from surface topology,
segregation, sedimentation, etc.
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Figure 6.7 Statistical distribution
around the expected value and
shifted by a systematic error.
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Measurement: Incorrect sample positioning, deviations from the specified exci-
tation parameters, influences from the measurement environment as well as
misalignment or contamination of the instrument itself. During the measure-
ment, short-term changes affecting the components of the instrument, such as
temperature changes, or long-term changes caused by aging processes, as well
as changes in the sample, such as sedimentation, can systematically influence
the analytical result.

Evaluation: Incorrect peak identifications (for example, a wrong or forgotten ele-
ment during setup) can affect both the peak fit and a correct evaluation of the
matrix interaction but can also cause an incorrect background calculation.

Calibration: Carrying out measurements on calibration samples and unknown
samples with different sample preparation or different measurement condi-
tions, use of insufficient number of calibration samples, use of inadequate eval-
uation models, etc.
Regarding the calibration samples, it must be pointed out that these can

also be imperfect and are subject to the same measurement uncertainties as
the laboratory sample itself. Calibration samples exist in different qualities
(see Section 5.5.8).

6.3 Accounting for Systematic Errors

6.3.1 The Concept of Measurement Uncertainties

The conventional error treatment evaluates the measured data. It usually is sta-
tistically distributed and can be treated with statistical methods. Influences of a
systematic nature are then often not sufficiently considered.

Due to a better understanding of the analytical processes, improved instrument
technology as well as more powerful computing technology for the evaluation
of the analytical results it is now also possible to take systematic deviations in
the error analysis into account. As a result, the more comprehensive concept
of measurement uncertainty has been introduced. Both random and systematic
deviations are taken into account for the possibility of a more realistic assessment
of the measurement results. This is also necessary since systematic errors are
often the dominant factor when considering the high quality of today’s measure-
ment technology. The introduction of the concept of measurement uncertainty
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allows now to characterize the reliability of a measurement or the entire analytical
method with one parameter only (ISO/IEC Guide 98-3 2008; Noack 2012).

This concept is also helpful since a sufficient number of measurements cannot
always be made for a representative statistical treatment.

The uncertainty concept can also take into account influences that are not mea-
surable. It should be noted, however, that any influence considered increases the
range of uncertainty. When assessing the measurement uncertainties, the mag-
nitude of the respective influencing variables must always be estimated in order
to consider only the largest contributions.

The summation of uncertainties follows the same rules as conventional error
propagations, which are described in (6.11–6.13). However, in contrast to statis-
tically distributed errors, the probability of the occurrence of a measured value
in the entire interval is equal and depends only on the width of the interval.

In this case, the uncertainty u is the probability that the true value v lies within
a certain interval. The probability is determined only by the expansion factor k of
the width of the interval, but not by the measured value itself. This relationship
is shown in Figure 6.8.

Similar to the treatment of statistical errors, the broadening of the value interval
is given by the standard deviation. It can increase the likelihood that the correct
result lies within this interval. For an interval width equal to the standard mea-
surement uncertainty k = 1, it is 67%, and for k = 2 according to v± k⋅U , it is
95%.

Various concepts have been developed for determining the uncertainty of mea-
surements (Lira and Wöger 1998). For this purpose, however, the knowledge
about the summation of measurement uncertainties and their error propagation
is necessary (GUM 2008).

6.3.2 Error Propagation

If only statistical errors are present, the total error is determined by a summation
of the individual error contributions. Fault propagation takes place according to
Gauss:

Δv =

√(
dv
dx1

)2

Δv2
1 +

(
dv
dx2

)2

Δv2
2 + · · · +

(
dv
dxn

)2

Δv2
n (6.11)

where vi are the errors (uncertainties) and xi are the individual influencing
factors.
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In the case of a multiplicative connection of the influencing factors, i.e. for
v = x1⋅x2, the total error is according to

u
v
=
∑

j

√(
Δu
xj

)2

(6.12)

For an additive connection of the influencing factors, i.e. v = x1 + x2, the total
error is according to

Δu =
∑

j

√
Δuj

2 (6.13)

This relation for the addition of errors is shown in Table 6.3 for two respective
error contributions.

Table 6.3 Addition of error contributions.

Δv1 (%) 5 5 5 5
Δv2 (%) 5 3 1 0.1
Δvtotal (%) ≈7 5.8 5.1 5.01

This table shows that the overall error is dominated by the largest error
contribution. In the example, Δv1 remains constant at 5%, while Δv2 signifi-
cantly changes in each example. Nevertheless, the overall error mostly remains
unchanged. This example shows that it is not advisable to concentrate on every
error contribution in order to improve the measurement uncertainty, but always
concentrate on the largest contributions. In particular, one must consider the
statements made at the beginning of this chapter concerning the size of the error
contributions of the individual steps of an analysis (see Figure 6.1).

6.3.3 Determination of Measurement Uncertainties

The measurement uncertainties are summarized in an uncertainty budget. Two
different possibilities are used to determine this budget.

6.3.3.1 Bottom-Up Method
In the bottom-up method, all error influences are considered separately, and an
uncertainty budget is calculated as a sum of all of them. As described in the
GUM (2008), for this purpose, comprehensive mathematical models are required
(NordtestReport-TR537 2004). This estimation of the measurement uncertainty
is based on the mathematical evaluation of each individual uncertainty compo-
nent. It is necessary to determine all influences, to examine them, and to define
their contributions. The determination of the total standard uncertainty can then
be made by summing up the individual contributions according to (6.11). The
final uncertainty is then determined by the expansion factor according to (6.15).

The bottom-up method is time consuming but provides a good indication
of how the individual process steps influence the analytical result. In this way
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the significant uncertainties can be recognized, and their influence reduced or
corrected.

The effort for estimating the influences can be limited if only the most sub-
stantial contributions are considered. The disadvantages of the method are as
follows:
• The effort to determine the individual contributions can be very high

and requires a variety of measurements as well as complex mathematical
procedures.

• An incomplete evaluation of the systematic deviations has to be avoided, since
in that case overestimations of the overall uncertainties are possible.
The procedures for determining the uncertainties according to the bottom-up

method require:
• A detailed description of the analysis procedure and the listing of all influenc-

ing factors
• The elimination of unimportant influences
• The determination of the distribution models for the individual distribution

variables (experimental data are described by Gaussian distributions, and sys-
tematic deviations by rectangular distributions)

• The determination of the value ranges of the parameters as well as their stan-
dard deviations

• The determination of the combined uncertainties in accordance with the
requirements in Section 6.3.2 and

• The determination of the expansion factors and thus the extended uncertain-
ties.
The bottom-up method is very complex and should only be used where exact

mathematical relationships between the individual sources of uncertainty are
known and where a targeted improvement of the uncertainties is intended.

6.3.3.2 Top-Down Method
In the top-down method, the test method is considered as a whole. The influences
of the various uncertainty components are summarized in one value by taking the
parameters obtained from the analysis of reference materials, i.e. precision and
trueness, or taking data obtained from round robin tests for the determination of
the measurement uncertainty.

The top-down method is suitable for practical laboratory use because the
individual uncertainty contributions do not have to be comprehensively math-
ematically recorded in complex multistage analytical procedures. Often, the
exact mathematical correlations are simply missing to reasonably determine
the uncertainty budget of all work steps. The individual contributions to the
uncertainties are not the focus here, and the possibilities to correct the different
error contributions are limited. Systematic deviations, however, can be well
identified by measurements on standard samples.

The final uncertainty is a result from the uncertainties of the reference sample
as well as the contributions from the analysis according to

Utotal =

√

Δ2
target−current +

Δv2
reference

n
+
Δv2

analysis

m
+
Δv2

sample

k
(6.14)
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where

U total total measurement uncertainty
Δtarget-current difference from the expected value when analyzing the reference

sample – systematic deviation (mass fraction or layer thickness)
Δvreference uncertainty of the reference value (from the certificate)
Δvanalysis standard deviation when analyzing the reference sample
Δvsample standard deviation in the analysis of the unknown sample
n, m, k number of respective measurements

The final measurement uncertainty can then again be determined by multiply-
ing the total uncertainty by the expansion factor k:

Uexpanded = k ⋅ Utotal (6.15)

The uncertainties determined in this way can then also be used for the unknown
samples if they are sufficiently similar to the reference sample and the same anal-
ysis method was used.

The top-down method for determining the uncertainties is relatively straight-
forward and requires a comparatively lower measurement effort because:

• All influences are automatically considered, even those that are not directly
detectable or assignable

• The effort of their determination is relatively low and
• Systematic deviations are easily recognizable and can thus be corrected.

On the other hand, this method has also some disadvantages:

• The composition of the reference sample and the unknown sample should be
as similar as possible.

• The procedures for determining the analytical values may differ, in particular
in the case of reference samples characterized by round robin tests.

• The individual contributions to the uncertainty cannot be analyzed separately,
however only their sum. This means that both the ability to reduce individual
error contributions is not given and the ability to optimize the analysis method
is made more difficult.

Despite the disadvantages mentioned, the top-down method can be regarded as
a best-practice method because of the relatively simple workability. Comprehen-
sive descriptions of the top-down method can be found in the Nordtest Report
TR537 (2004-02). Also in the standard DIN-EN-ISO-11352 (2011:03) as well as
in the German standard procedure DEV-AV-4 (2006), they both give good guid-
ance on the use of the top-down method. The following additional references on
this topic are recommended: DIN-V-ENV_13005 (1999:06), EURACHEM Guide
(1998), EURACHEM_CITAC_GUIDE (2004), and EUROLAB-TB_2 (2006). They
cover many analytical questions with well-defined examples which are beyond
the scope of this book.
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6.4 Recording of Error Information

There are many ways to specify errors. They can be specified as an absolute error.
This is the difference of the analysis result from the true value, i.e.

Δw = wanalysis − wtrue (6.16)

This value is expressed in the unit of the analyzed parameter, i.e. for mass frac-
tions, e.g. in wt%, or for layer thicknesses, e.g. in μm.

Another often used specification is in the form of the relative error, i.e. the
deviation from the true value relative to this value, i.e.

Δw∕w (6.17)

The relative error is usually given in % [Δw/w⋅100].
This information allows a comparison of uncertainties, regardless of the mag-

nitude of the analytical value.
For a correct reporting of X-ray fluorescence results, that means the mass frac-

tion, the area mass coverage, or the layer thickness should always be reported
with their uncertainty interval Δw in the form w±Δw.

This is not always possible, but the uncertainty range can already be stated
how the analysis results are presented. The specification of an analysis result
with a certain number of significant digits implies according to the IUPAC

Table 6.4 Number of significant figures typical for X-ray fluorescence.

Instrument/
analysis type

Sample
quality

Statistical
error (%)

Sample
preparation (%)

Quant
model (%)

Significant
figures

Handheld 3–5 ∼10 2 2

ED-XRF
Majors Bulk <0.2 >0.2 <1 3

Powder pellet <0.2 ∼1.0 >1
Glass fusion beads >0.5 >0.5 ∼1

Traces Bulk >5 >0.2 >5 2
Powder pellet >5 >0.5

WD-XRF
Majors Bulk ∼0.1 >0.2 0.2 3–4

Powder pellet ∼0.1 >0.5 3
Glass fusion beads >0.3 >0.2 3–4

Traces Bulk ∼1 >0.2 1 2–3
Powder pellet ∼1 >0.5 2–3
Glass fusion beads ∼1 >0.2 2

Precision <0.1 ∼0.1 <0.1 4
Layer thickness ∼3 ∼3–5 3–5 2

ED-XRF, energy-dispersive X-ray fluorescence; WD-XRF, wavelength-dispersive X-ray fluorescence.
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(JCGM_100:2008 2008) that half of the last significant digit identifies the
uncertainty range, that is, a reported value of 45 would mean that w = 45.0± 0.5.
In the case of large numbers, the same convention applies; for an analytical result
of 50 000 with two significant digits, the uncertainty specification then would be
w = (50± 0.5) × 103 or w = 50 000± 500.

Table 6.4 lists the uncertainties that can be expected for the various analytical
and measuring tasks possible with X-ray fluorescence, and the significant figures
are derived from there. It is very important to pay attention to these conventions
since the quality of an analytical result is determined by it and thus its validity.
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7

Other Element Analytical Methods

7.1 Overview

If X-ray fluorescence (XRF) analysis is conducted with the aim to quantitatively
determine the analytes, it is, in principle, a relative measuring method. Even for
fundamental-parameter based quantifications independent methods are neces-
sary to provide the basis for a calibration at least during the determination of the
geometry parameters of the instrument. Reference materials are used for verifi-
cation and control of the method.

Since the qualitative and quantitative determination of elements in different
materials was one of the first analytical tasks, over the years, many analytical
methods were developed, which still provide the basis for the calibration of rela-
tive measurement methods.

The classical methods include gravimetric and titrimetric methods, as well as
various electrochemical methods such as coulometry, potentiometry, conduc-
tometry, and polarography. These methods can operate with simple instruments
and are based on fixed stoichiometric relationships. Common to all is that they
are time consuming and require a lot of experience from the user.

The most important reference methods for XRF analysis today are atomic spec-
troscopic methods such as atomic absorption spectrometry (AAS) and atomic
emission spectrometry (AES). For metallic samples the emission is stimulated
with a spark (Optical Emission Spectrometry [OES]) or in the case of liquid sam-
ples in an inductively coupled plasma (ICP). AAS and ICP have gained signifi-
cance, as they primarily work with liquid samples and thus directly replace the
wet-chemistry methods and they achieve an even higher accuracy and sensitiv-
ity as well as a significantly greater sample throughput. These methods are based
on electron transitions, which occur, unlike than in XRF, between outer electron
levels. As a result, the energy differences are significantly smaller, and corre-
spondingly the radiation is of much smaller energy. Optical spectra also have
many more lines than X-ray spectra; a suitable selection of the analytical lines
allows to tune the sensitivity of the method to the analytical problem. On the
other hand, high-resolution spectrometers are required in order to sufficiently
separate the large number of individual lines (Cammann 2000).

Mass spectrometry is another analytical method that was developed. Here the
analyte is transferred into a gas where the atoms then are ionized. The ions are

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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accelerated by an electric field and then separated in an electric or magnetic field
and finally individually detected. This method is highly selective and sensitive and
therefore primarily used for trace analyses.

There are a few additional elemental analytical methods, which are mostly used
in research, due to the associated high instrumental complexity, the limited sam-
ple throughput, or even the limited application potential. These include methods
such as X-ray induced photoelectron spectrometry (XPS), Auger electron spec-
trometry (AES), secondary ion mass spectrometry (SIMS), neutron activation
analysis (NAA), and others.

The group of X-ray spectroscopic methods also includes various meth-
ods based on XRF, in which the excitation of the atoms is generated not
by X-radiation but by other types of radiation, for example, by electrons in
an electron microscope (scanning electron microscope–energy-dispersive
spectrometry [SEM-EDS]) or by 𝛼 particles (proton-induced X-ray emission
[PIXE]).

In addition, there are many one-element detection methods which are highly
selective and in parts highly sensitive. They have been developed, for example, for
highly toxic elements, like mercury or arsenic. Another method, the combustion
analysis is used for elements whose sensitive detection presents difficulties with
the usual spectroscopic methods such as carbon, nitrogen, oxygen, or sulfur. For
these elements, the samples are burned in an oxygen stream or melted in an inert
gas, and the escaping gases are transported to gas detectors. The detection may
be carried out for example by the measurement of the thermal conductivity or
with an IR spectrometer.

7.2 Atomic Absorption Spectrometry (AAS)

The principle of AAS is based on the fact that the mostly monochromatic emis-
sion radiation of the element to be analyzed is attenuated when passing through
a gas mixture of its own atoms. If free atoms are formed in an atomizer and if
the radiation from the analyte element emitted by a hollow cathode lamp (HKL)
passed through this gas, the absorbed portion of this radiation is proportional
to the number of identical atoms in the atomizer. The atomizer can be a simple
flame, a graphite furnace, or others. The temperatures in the atomizer of an AAS
can reach up to 3000 K. Under these conditions, the absorption in the flame is
affected only by non-ionized atoms.

By comparing the intensities of the direct radiation and the absorbed radiation,
it is possible to determine the amount of the element to be analyzed in the gas
mixture. The schematic setup of an atomic absorption spectrometer is shown in
Figure 7.1.

HKL Atomizer Monochromator Detector

Figure 7.1 Setup of an atomic absorption spectrometer.
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Some of the distinct features of the AAS can be concluded from the measuring
principle – it is a one-element method, i.e. it is only possible to analyze one ele-
ment at a time. For the analysis of another element, the excitation source must
be changed, and the instrument has to be calibrated or a further instrument is
required. Usually, volatile elements are difficult to analyze with AAS.

More recently, it is now also possible to use the AAS as a multi-element method.
For this purpose, a light source is used, which emits a continuous spectrum. The
analyte line is then selected by a spectrometer. However, this advantage of greater
flexibility comes at the expense of reduced sensitivity.

Calibration samples must be measured for each analysis in order to be able to
perform a standard-based quantification. The sensitivity of the AAS in the trace
region is very high, but the detectable concentration range is only about 2 orders
of magnitude. It may therefore be necessary to adjust the sample concentration
to the measuring range of the method by dilution.

Despite these limitations, AAS has gained widespread use, also because the
instrument design is very simple and can be used with linear calibration func-
tions. A detailed description of the method and its analytical possibilities is pro-
vided by Welz and Sperling (1999).

7.3 Optical Emission Spectrometry

Optical spectra from an emission process also used for element analyses. The
excitation can take place in different ways.

7.3.1 Excitation with a Spark Discharge (OES)

A very large amount of energy can be applied to solid metallic samples by means
of a spark discharge, thereby creating a plasma at the location of the discharge.
The material is evaporated, atomized, and ionized. During the transition to the
ground state, an element-specific spectrum is emitted in the optical range. This
method is called arc-spark spectrometry or arc optical emission. It requires an
electrically conductive sample, i.e. the material be a metal or a pressed pellet con-
taining conductive components. During the excitation, material is evaporated,
and a mini crater is formed on the sample surface. The basic setup of an arc-spark
spectrometer is shown in Figure 7.2. The method and its analytical possibilities
are described extensively by Slickers (1992).

Sample Entrance slit

Exit slit

Lattice

Electrode

Photomultiplier

Figure 7.2 Principal setup of an arc-spark spectrometer.
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Using arc-spark spectrometry, a wide range of elements can be analyzed with
high sensitivity, including light elements which are not accessible to XRF, such as
Beryllium, Boron, Carbon or Nitrogen. However, volatile elements do not have
good recovery rates as they evaporate during plasma generation.

Arc-spark spectrometry also enables on-site analyses. Instruments are
designed so that they are mobile and easy to transport. The sample then does
not have to be extracted and transported to the laboratory for the analysis, but
the analysis can be performed directly on the non-prepared material. This saves
the elaborate task of separating the laboratory sample from the material to be
analyzed and its transport to the laboratory. OES also allows for measurements
in material storage as well as in plants and buildings.

The calibration is exclusively done with solid reference materials. Many
certified reference samples are available for this purpose. Secondary standards
or internal reference materials can be prepared using established reference
methods.

7.3.2 Excitation in an Inductively Coupled Plasma (ICP-OES)

For liquid samples or small-sized materials, optical emission can also be stimu-
lated with an ICP. For this purpose, the sample must be dissolved, atomized into
an aerosol, and introduced into the high-frequency plasma through an argon gas
stream, where it is heated to temperatures between 6000 and 10 000 K. The atoms,
which are then ionized, again emit an optical spectrum when transitioning to the
ground state. The optical spectra are dispersed via a lattice and then detected.
Photomultipliers have been used as detectors for a long time, but they can only
detect a single line. Nowadays, linear CCD detectors also used behind the dis-
pensing element for the detection of a wider range of the spectrum. This results
in a higher flexibility of the instrument, but the sensitivity and the dynamic range
of these detectors are somewhat lower. A detailed description of the method and
its analytical capabilities is given, e.g. in Skoog and Leary (1996).

It is also possible to carry out atomization by laser ablation (evaporation) induc-
tively coupled plasma (LA-ICP). Focusing the laser on small sample surfaces, a
position-sensitive analysis is then also possible. The basic setup of an ICP-OES
spectrometer is shown in Figure 7.3.

The precision and trueness of ICP-OES is usually very good. However, pre-
requisite is that the sample material is completely dissolved into a solution and
contaminations, for example, by the solvent or the digestion instruments, or other
influences are avoided.

Due to the use of solutions, it is possible to produce matrix-adjusted calibra-
tion solutions using primary substances, thus achieving excellent quantification
results. The sensitivity for traces is very high. Nevertheless, it has to be taken
into account that a dilution of at least 2 orders of magnitude occurs during the
analysis of solids in solution. Correspondingly this leads to lower real detection
limits. The digestion of a solid sample can also be very time consuming and has
to be carried out complete and residue-free. During calibration and evaluation,
the influence of the solution method and the sample matrix on the measurement
result must be taken into account.
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Figure 7.3 Basic setup of an optical emission spectrometer with excitation by an inductively
coupled plasma.

Both arc-spark spectrometry and ICP spectrometry are state-of-the-art analyt-
ical methods, they are used in many laboratories. The described optical emission
methods, with exception of LA-ICP, are not suitable for a position-sensitive anal-
ysis, i.e. the samples to be tested must be homogenized by a suitable preparation
technique. For arc-spark spectrometry of metallic samples, this can be done, for
example, by remelting, in the case of ICP by dissolving of the material.

The detection with ICP excitation is also possible with a mass spectrometer.
The ions in the plasma can be accelerated in an electric field and then separated
(inductively coupled plasma mass spectrometry [ICP-MS]). Very high sensitivi-
ties for traces can be achieved in this way (see, for example, Thomas 2004).

7.3.3 Laser-Induced Breakdown Spectroscopy (LIBS)

Another possibility for the excitation of the optical emission is the generation
of a plasma with a laser. This method is called Laser-Induced Breakdown
Spectroscopy (LIBS) (Miziolek et al. 2006; Musazzi and Perini 2014). When a
short laser pulse with sufficient intensity is applied, material is evaporated and
ionized, i.e. a plasma is generated. With the transition to the ground state, the
excited atoms emit optical spectra. The scheme of a LIBS instrument is shown
in Figure 7.4

The advantage of this type of excitation is that also nonconductive solids but
also liquids or gases can be analyzed. Further relatively large measurement dis-
tances are possible, i.e. the analysis can be performed for example on hot samples
or dangerous regions. By the laser impact the material to be analyzed is evapo-
rated. This can also be used to remove corrosive or contaminated surface layers
of the sample.

However, the analytical performance of this method is still not sufficient
enough to compete with the traditional methods, in particular due to its limited
precision and reproducibility.
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Figure 7.4 Basic setup of a laser-induced breakdown spectrometer.

7.4 Mass Spectrometry (MS)

In Mass Spectrometry (MS), atoms or molecules (fragments) are sorted accord-
ing to their ratio of mass to electrical charge by electric or magnetic fields. The
fragments may be either single atoms or conglomerates of atoms or molecules.
The ions can be produced in various ways dependent on the substance to be
analyzed. Impact ionization, chemical ionization, photoionization, and other
methods are used. Depending on the ionization source, a mass spectrometer can
also be used as a detector for an upstream ionization or separation source, for
example, in the combination ICP-MS, HPLC-MS, or GC-MS.

The ions are accelerated in an electric field and enter the separator. The first
mass spectrometers used a changing electric field in which the accelerated ions
were decelerated and the collected charges were detected as a function of the
electric field (retarding field MS). It is also possible to deviate the ions by electric
or magnetic fields acting perpendicular to the trajectory and to register them as
a function of the field strength (sector field MS). This separation method ensures
the highest resolution and thus the highest sensitivity. If all the ions have the
same energy on entry into the analyzer but a different velocity due to their dif-
ferent masses, the time to fly across a certain distance can also be used for dif-
ferentiation and separation (time-of-flight MS). There are various possibilities to
detect ions, for example, photomultipliers, secondary electron multipliers, Fara-
day cups, microchannel plates, or channeltrons.

The basic setup of a mass spectrometer is illustrated in Figure 7.5 showing the
essential components mentioned.

Mass spectrometers have become widely used not only due to their high sensi-
tivity and good separation capability but also due to the simple and robust design
of the spectrometers, in particular quadrupole mass spectrometers. A general



7.5 X-Ray Spectrometry by Particle Excitation (SEM-EDS, PIXE) 173

Figure 7.5 Basic setup of a
mass spectrometer.
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description of the achievable analytical parameters is not possible due to the dif-
ferent ionization sources and separation methods. On the other hand, the method
can be matched to various analytical requirements as result of its large setup
variety (Budzikiewicz and Schäfer 2005; Gross 2013; Taylor 2001; Blackwell et al.
2005).

7.5 X-Ray Spectrometry by Particle Excitation
(SEM-EDS, PIXE)

X-ray spectrometry can also be used with other excitation sources. A very
often used excitation source is the electron beam in an electron microscope
(SEM–EDS) or in an electron probe (electron Probe Micro-Analyzer, EPMA).
The strongly focused electron beam produces not only an image of the sample
topology but also vacancies in the electron shells of the irradiated atoms, which
then emit X-rays as result of the transition into the ground state.

Coupling the high-resolution imaging capability of the electron microscope
with a position-sensitive element analysis by XRF is often used. Depending on
the strength of the electron beam, wavelength-dispersive (WD) spectrometers
are used for the high electron currents in electron beam microanalyzers, and
energy-dispersive (ED) spectrometers are used for the lower electron currents
in electron microscopes.

The sensitivity of electron beam excitation compared with X-ray excitation is
very different which is a result of different excitation probabilities. Figure 7.6
shows the K-shell cross sections for the excitation by electrons and X-rays of
different energy in dependence of the element of interest. It can be seen, that
electron excitation have significant larger cross sections for the light elements,
however, vice versa X-ray excitation for the heavy elements. The analytical pos-
sibilities of electron probe microanalysis are described in detail by Eggert (2005)
or Love et al. (1978). The excitation with electrons requires a very good vacuum,
which excludes the analysis of liquid samples or materials with volatile elements.

Another possibility of X-ray excitation by particles is by protons (PIXE). Here,
the protons must be accelerated to energies of several million electronvolts. They
can then also create vacancies in inner electron shells of an atom. Depending
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Figure 7.6 Excitation cross-sections of different elements for monoenergetic electrons and
photons.

on the proton energy, the penetration depth of the protons can be controlled
relatively exact. Like the excitation by electrons, protons also have high effi-
ciencies in the excitation of light elements (Verma 2007). However, one must
take into account that the sample is stressed by the proton beam and the risk of
damage, in particular for sensitive materials, is possible. The instrumental effort
for a proton accelerator in the MeV range is rather high and can only be realized
at certain laboratories.

7.6 Comparison of Methods

All described methods have a different analytical performance with respect to
the detectable element range, the detectable mass quantities, the requirements on
sample type, the analyzed volume, or the required instrumental effort. Therefore,
a quality rating of a method over another is not possible. On the contrary, it is
often necessary or useful to use several analytical methods side by side in order
to characterize a material as comprehensive as possible. A very true statement
say: One analytical method is no analytical method.

A comparison of the most important application properties of some of the most
frequently used element analyses methods is summarized in Table 7.1. It has to be
factored in that the sensitivity data refers to the sample as measured in the instru-
ment. The effort for sample preparation, resulting changes, and contamination to
the sample as well as required dilutions are not taken into account.
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Table 7.1 Comparison of methods for element analyses.

Method
Sample
quality

Elemental
range

Concentration
range

Position-sensitive
measurement

Combustion
analysis

Solid H, C, N, O, S 0.1–70% Not possible

AAS Liquid, solid All elements,
with only few
exceptions

Few 0.01 to
about 100 mg/l
Adjustment of
the
concentrations
range by dilution

Not possible

OES Metallic samples
(electric
conductive)

All elements,
with only few
exceptions

Depending on
the analyte line
Limit of
detection in the
range of mg/kg

Possible, but
limited resolution

ICP-OES Liquid,
paste-like

All elements,
with only few
exceptions

Depending on
the analyte line
100 ng/l to few
100 mg/l
In the case of
solid samples,
the dilution by
digestion must
be taken into
account

Not possible

MS Solid, liquid All elements <1 ng/l to
100 mg/l for
majors the
adaption of the
concentration
range is
necessary

Possible; depends
on ionization
method

WD-XRF Solid, powder,
liquid

All elements
with Z> 5
(boron)

Few mg/kg to
100%

Limited

ED-XRF Solid, powder,
liquid

All elements
with Z> 11
(sodium)

Few mg/kg to
100%

Possible

EPMA Solid All elements
with Z> 5
(boron)

From g/kg to
100%

Only
position-sensitive,
spotsize< 1 μm

PIXE Solid All elements
with Z> 4
(Beryllium)

Depending on
atomic number

Only
position-sensitive,
spotsize< 1 μm
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8

Radiation Protection

8.1 Basic Principles

X-ray radiation is an ionizing radiation that can cause damage to organic tissues,
which can lead to serious health injuries. These damages depend not only on the
absorbed radiation dose but also on its energy as well as of the irradiated tissue.

The absorption of radiation in a material layer of thickness d is described by
Lambert–Beer law (Eq. (2.5)). This situation is shown in Figure 8.1. Not only the
thickness d of the irradiated layer but also the density 𝜌 and the mass attenuation
coefficient 𝜇 of the material influence the absorption. The mass attenuation coef-
ficient describes both the absorption and the scattering of radiation. However,
the scattering is largely negligible in the energy range of interest.

For the assessment of radiation exposure but also for protection for radiation
protection shielding, the so-called half-width d1/2 is often used. It indicates
the thickness of the material that reduces the radiation intensity to half. This
half-width thickness can be calculated from (Eq. (2.5)) according to

d1∕2 = − ln 0.5∕(𝜇 ⋅ 𝜌) = 0.693∕(𝜇 ⋅ 𝜌) (8.1)

The mass attenuation coefficient is energy dependent. For organic tissue, the
half-width is shown as a function of radiation energy in Figure 8.2. A few fluo-
rescence energies are given for reference. The penetration depth is <1 mm for
energies <8 keV and therefore penetrates rarely through the skin, but the pene-
tration depth increases rapidly for higher energies. However, this increase means
also a decrease of absorption probability. The radiation penetrates deeper into
the human body, but the absorbed radiation dose is smaller, causing less damage.

The absorbed radiation amount, “the dose,” is measured in energy per absorb-
ing mass (Ws/kg). One Ws/kg corresponds to 1 Gray (Gy).

When assessing the radiation exposure to humans, in addition to the dose, the
radiation type is also important. The radiation type is factored by the weighting
factor wS, which has the value 1 for X-rays. The dose absorbed by an organ is
called the equivalent dose Deq and is given in Sievert (Sv):

Deq (Sv) = ws ⋅ D (Gy) (8.2)

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Figure 8.2 Half-width of organic tissues for different energies.

The effective dose Deff is calculated for the whole body and adds the equivalent
doses to all organs, multiplied by a tissue weighting factor. It is used for the assess-
ment of expected radiation damage. The equivalent dose rate is the radiation dose
taken per time unit and is measured in Sv/h.

8.2 Effects of Ionizing Radiation on Human Tissue

The essential damage process in the tissue takes place by the ionization of atoms.
The process of ionization also gives this radiation its name. The photoelectrons
and Compton electrons produced in the process are absorbed in the immediate
vicinity of the site where they are produced and can trigger physicochemical and
biochemical reactions. This may be the generation of free radicals or the breaking
up of chemical compounds in molecules.

The radiation damage caused thereby can be divided into:

• somatic damages occurring directly in the irradiated organism
• teratogenic damages caused by an embryo during pregnancy, and
• genetic damages, which are caused only in later generations by the damage to

the genotype.

The damages occurring can be very diverse, both with respect to the irradiated
organs and with respect to the absorbed radiation quantities.

The sensitivity of the individual organs for radiation damage is very different.
This is described by relative sensitivities, which have been obtained by statistical
investigations. However, they also vary individually as a result of different consti-
tution and predisposition.
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Table 8.1 Relative sensitivities of different body parts.

Tissue Sensitivity

Germ cells 0.20
Bone marrow, colon, lunge, stomach 0.12
Bladder, breast, liver, gullet, thyroid 0.05
Skin, bone surface 0.01

The relative sensitivities for some organs are summarized in Table 8.1.
The effect of ionizing radiation on the human body depends not only on the

total dose absorbed but also on the temporal distribution of the individual doses.
A dose of 6 Gy as a one-time irradiation already can be lethal, with partial irradi-
ation of daily 0.5 Gy resistance already 10 times greater. The repair mechanisms
of the cells are responsible for this behavior, which can compensate for minor
radiation damage even in a relatively short time. These repair mechanisms works
better in healthy cells than in diseased cells. The effect of radiation therapies for
the treatment of cancer diseases by irradiation is based on this behaviour.

The somatic effects occurring during irradiation depends on the absorbed radi-
ation dose. It is necessary to divide between deterministic and stochastic dam-
ages:

• At relatively low doses, i.e. up to about 2 mSv/a, stochastic damage such as
cancer and leukemia or even damage to the genetic material can occur; the
probability of stochastic damage is proportional to the received dose.

• For higher doses, i.e. up to about 6 Sv/a, direct damages to the irradiated person
such as burns, organ failure, and even death can occur.

The health effects of irradiation are called radiation diseases, the course of
which at higher beam loads are usually characterized by the following stages:

• Primary period (<2 days): Skin redness, burns, exhaustion, drop in blood pres-
sure, sickness, vomiting

• Latency period (<14 days): No additional symptoms but changes in the blood
count

• Peak period (∼4 weeks): Sickness, vomiting, hair loss, fever, mucosal inflam-
mation

• Recovery period (several month): Healing or defect healing, early aging, cancer

The course of the radiation disease depends on the dose received. The different
steps are summarized in Table 8.2.

8.3 Natural Radiation Exposure

No one can escape irradiation by ionizing radiation caused by various natural
radiation sources. The average environmental dose is, for example, about
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Table 8.2 Radiation levels depending on dose.

Dose (Sv)
Clinical
effects

Increased
cancer risk (%)

Lethality within
4–6 weeks

0.25 First clinical noticeable effects
<1 Vomiting, tiredness, diarrhea 10 15%
2–3 Damage of hemopoietic cells and of

cells in the gastrointestinal tract, hair
loss

15 35–40%

3–4 Increased damage of cells, bleeding
in mouth and kidney

20 50%

4–6 Heavy bleeding, extreme heavy
sickness, infertility for woman

20 50–90%

6–10 Damaged bone marrow, collapse of
the autonomic nervous system

Within 4 weeks

Up to 20 Damaged bone marrow, collapse of
the autonomic nervous system

After 1–2 weeks

>20 Damaged bone marrow, collapse of
the autonomic nervous system

After 7 days

>50 Damaged bone marrow, collapse of
the autonomic nervous system

Within a few hours

2.2 mSv/a in Germany and about 3.1 mSv/a in the United States. It is composed
of cosmic radiation, terrestrial radiation, and ingested radiation:

• The cosmic radiation is influenced by the Earth’s magnetic field and therefore
depends on the position of the Earth and on the altitude. It has a contribution
of approximately 0.03 μSv at sea level, already 0.3 μSv at an altitude of 5 km, and
even 15 μSv at 15 km altitude. This means that exposure at high altitude flights
increases significantly. The total cosmic radiation exposure on Earth is about
0.3 mSv/a.

• Terrestrial radiation is emitted by natural radioactive deposits. Therefore, it is
highly variable by location. Main sources are thorium (Th232), uranium (U235

and U238), and potassium (K40). In certain regions terrestrial radiation expo-
sures to well above 1 mSv/a are possible.

• The ingested exposure is caused, for example, by the inhalation of radon, a
radioactive decay product, or the ingestion of other radionuclides with food.
This exposure also varies by region and is usually higher in the vicinity of nat-
ural deposits. This exposure can amount to about 2.0 mSv/a.

In addition to the natural radiation exposure, artificial radiation exposures
must also be taken into account; they may occur by the abovementioned flights
at high altitudes, by safety checks at airports or other sensitive security areas,
and above all by medical procedure for diagnostic or therapeutic purposes. For
example, the dose taken with a chest X-ray image is about 0.3 mSv. This means
that it is about equivalent to the natural exposure of approximately 1.5 months,
whereas that of an Atlantic flight is about 20 times less.
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8.4 Radiation Protection Regulations

8.4.1 Legal Regulations

Due to the high danger of ionizing radiation, various legal regulations exist for the
handling of radiation sources as well as for protection against radiation damage.
These regulations are in the authority of the respective country and therefore
vary from country to country. It is beyond the scope of this book to summa-
rize the various legislations. The reader is advised to be educated about the legal
requirements regarding radiation safety in their jurisdiction before operating any
X-ray instrumentation. For a few countries, the main laws are summarized in
Table B.4.1.
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9

Analysis of Homogeneous Solid Samples

Homogeneous solid materials may be metals, glasses, or even plastics. They are in
solid form and a flat and smooth surface can be prepared by machining. Smooth
surfaces can be produced by the most commonly used techniques such as appro-
priate processing, milling, or polishing. When polishing, one must make sure that
the polishing material does not penetrate into the sample material and that the
lubricant is removed by thorough cleaning. Cleaning in an ultrasonic bath in a
slightly acidic medium has proved to eliminate possible surface contamination,
which especially would influence the analysis of light elements. For fast-oxidizing
metals, the cleaning should be done shortly before the analysis. To check the
homogeneity, individual point analyses can be used at different sample sites (see
Sections 3.2.5 and 16.6).

For metals, especially when they are in the form of chips, the homogeneity
can be improved by a remelting process. However, then care must be taken to
ensure that volatile elements are not lost by evaporation or that nonhomoge-
neous materials are produced by crystallization or phase formation during the
cooling process.

Metal analyses are often carried out to assure the product quality. Then a fast
but accurate analysis is required. There are a sufficient number of reference
samples available for metal alloys; therefore standard-based quantification is
preferred for this task. It will ensure high accuracy analyses for this sample type.

However, there is also the need to analyze very different sample qualities, for
example, to determine whether the material specifications are met. In this case,
it is again a requirement to carry out the analyses quickly, potentially even with a
slightly lower accuracy. In this case, fundamental parameter-based quantification
models are suitable since the sample qualities to be analyzed are not known and
they can change frequently.

For the most common types of solid homogeneous materials, the analysis con-
ditions and expected results are discussed in the following sections.

9.1 Iron Alloys

9.1.1 Analytical Problem and Sample Preparation

Iron alloys are used in large quantities and for many types of applications. There-
fore, there are a broad range of various alloy types; for the analysis they must be

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
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considered separately. The most important types are pig and cast iron as well as
low- and high-alloy steels. They are differentiated by their properties, which are
based on the different alloying elements.

The sample preparation can be different for the different alloy types depending
on the elements to be analyzed as well as on the hardness of the alloys. The time
factor is also important as the analyses are often carried out for the quality con-
trol during the production process. Almost all iron alloys contain carbon, which
influences their properties greatly. The analysis of carbon with X-ray fluorescence
(XRF) is very limited and only possible with wavelength-dispersive spectrome-
try (WDS) instruments, but also then not very accurate. Therefore, combustion
analysis and optical arc spectrometry are often used for the determination of car-
bon. A further difficulty for the determination of carbon by XRF is the very low
information depth of the low-energy fluorescence radiation of carbon in iron; it
is only about 0.3 μm. In order to determine these light elements, a high quality of
the sample surface is required, as already shown in Figure 3.6. The best procedure
for this purpose is polishing with a fine sandpaper.

For both instrument types, i.e. for energy-dispersive spectrometry (EDS) and
WDS instruments, the test conditions have to be selected such that no saturation
of the detector occurs. Due to the high excitation efficiency for the main elements
of these alloys, it is possible that the detectors of both spectrometer types can be
saturated: for EDS instruments pile-up peaks are generated (see Section 4.2.6.2),
while for WDS instruments peak shape deformation can occur (see Figure 4.9).

9.1.2 Analysis of Pig and Cast Iron

Pig and cast iron have a high carbon content, cast iron more than 2.06 wt% and
pig iron even more than 4 wt%. The high carbon content makes the iron brittle.
Other important elements are P and S, which always accompany Fe, as well as
Si and Mn in higher concentrations. Further trace elements may be Ti, Cr, Ni,
Nb, and Mo. Occasionally, the number of elements to be determined can be even
higher. The contents of P and S are below 0.5 wt%, and that of Si and Mn for pig
iron up to 3 and 6 wt%, respectively, while the remaining elements are only traces.

The measurement can be performed with WDS instruments as well as with
EDS instruments. WDS instruments are more suitable for the determina-
tion of light elements due to their higher resolution and lower achievable
detection limits. This also applies to the determination of the carbon content
(ApplNote-WDXRF-Cast_Iron n.d.); nevertheless the analysis is also possible
with EDS instruments (ApplNote-EDXRF-Cast_Iron n.d.). The detection limits
for carbon determined with a WDS instruments are approximately 100 mg/kg,
about a factor of 10 better than EDS instruments. The precision of the car-
bon determination, on the other hand, is comparable for both spectrometer
types. The mean deviation is about 0.2 wt%, resulting in a mean relative
deviation of about 10%. This precision is not sufficient for industrial process
control, but alternative analysis methods are available. The mean deviations
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Table 9.1 Mean deviations for a cast iron calibration.

Element Concentration range (wt%) RMS WDS (wt%) RMS EDS (wt%)

C 2–4.2 0.21 0.18
Si 0.3–3.5 0.09 0.12
P 0.009–0.78 0.005 0.01
S 0.006–0.14 0.004 0.006
Ti 0.003–0.12 0.0012 0.002
V 0.002–0.37 0.0012 0.004
Cr 0.018–1.92 0.0097 0.007
Mn 0.09–1.9 0.009 0.021
Ni 0.026–2.4 0.01 0.014
Cu 0.04–0.09 0.003 0.008
Mo 0.007–1.3 0.0055 0.007

(root mean square [RMS]) for Si for both instrument types are about a factor of
2 better than for carbon. For all other elements these values are clearly better.
They range from 0.005 to 0.05 wt%, where the values for WDS instruments are
slightly better as demonstrated in in Table 9.1. Measurement times for WDS
instruments are between 30 and 60 seconds for every element, and for EDS
instruments, a total of approximately 10 minutes is required if several excitation
conditions are used.

During the measurement, the samples should rotate to compensate for
inhomogeneities both due to inconsistencies of the sample surface and in the
composition. Despite these precautions the standard deviations of repeated
measurements, especially for the light elements (C, Si, S), are significantly worse
than the statistical error. The standard procedures for the analysis of low-alloy
steels and cast iron with WDSs are summarized in ASTM-E_322-12 (n.d.) and
ASTM-E_1085-16 (n.d.).

9.1.3 Analysis of Low-Alloy Steel

In low-alloy steels, the carbon content is below 2.06 wt% and the Fe content is
at least 95 wt%, the maximum content of Si is about 1 wt%, and P and S are less
than 0.1 wt%. V, Mn, Cr, Ni, Cu, or Mo may be in the range of 1–2 wt%. This also
makes the analyses comparable with cast iron due to similar composition.

During production monitoring the sampling takes place directly from the melt
using special dipping probes. Sampling is always done from the same part of
the casting; the surface of the sample is then ground or more ideally milled (see
Figure 3.6). Again, good and newly prepared surfaces are necessary to achieve the
required precision.
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Figure 9.1 Pressed pellet of metals
chips in a ring of steel.

Table 9.2 Typical analytical performance of WD spectrometers for low-alloy steel.

Element C Si P S V Cr Mn Ni Cu Mo

Content (wt%) 0.39 0.22 0.072 0.055 0.37 1.34 0.95 0.36 2.16 0.36
𝜎rel/precision (%) 4.46 0.29 0.64 1.16 0.23 0.10 0.28 0.06 0.19 0.30
𝜎rel/stability (%) 1.77 0.32 0.49 2.10 0.20 0.18 0.44 0.06 0.22 0.31
𝜎stat (%) 0.45 0.17 0.47 0.57 0.16 0.07 0.15 0.03 0.09 0.26

Source: According to ApplNote-WDXRF-Low-Steel n.d.

If the sample material is only available as small parts or chips, the sample
material can be pressed in a hardened steel ring into a stable, compact pellet
(Figure 9.1). Due to the material properties, the sample is still porous, which can
lead to a lower precision of the results. This effect can be reduced by spinning
the sample during the measurement.

The lower carbon contents of low-alloy steels require WDS instruments for a
sufficiently accurate determination; however, preferably other analyses methods
such as combustion analysis or arc-spark spectrometry are used for the analysis of
carbon. Multichannel instruments are also used to keep the analyses times low,
especially in the case of production monitoring. The time to analyze then just
depends on the accuracy requirements.

The various steel grades are standardized with their contents and properties
(DIN-EN 10020: 2000-07, SAE Steel Grades n.d.). The concentrations are within
narrow limits and require an accurate analysis, which is based on measurements
of high precision and repeatability.

Typical results from 10 repeatability measurements of a low-alloy steel are
given in (ApplNote-WDXRF-Low-Steel n.d.). They are summarized in Table 9.2,
where 𝜎rel/precision is the repeatability, i.e. the precision taken from successive
measurements (see Eq. (6.3)); 𝜎rel/stability is the deviation of measurements taken
over several days; and 𝜎stat is the statistical error calculated from the acquired
counts (see Eq. (6.4)).



9.1 Iron Alloys 187

The repeatability measurements are related to the statistical error (𝜎rel/precision)
and therefore strongly influenced by the element concentration. However, they
are significantly larger for most elements compared to the statistical uncertainties
𝜎stat. This means that the contribution of the measuring method to the measure-
ment uncertainty is larger than the statistical contributions. This is valid espe-
cially for carbon, which indicates that the sample volume contributing to the
measurement signal changes during the measurements. This assumption is sup-
ported by the fact that, for stability measurements, where for every measurement
the sample was newly grinded, the uncertainties (𝜎rel/stability) for the light elements
are smaller than for the consecutive measurements for repeatability (𝜎rel/precision).
Fe usually is determined as difference to 100%.

9.1.4 Analysis of High-Alloy Steel

For high-alloy steels, the alloying elements have a content of at least 5 wt%. These
elements determine the properties of the steel. The carbon contents are below
1.5 wt%, and those of P and S less than 0.05 wt%. Cr and Ni as main alloying ele-
ments produce a stainless steel since the high Cr content on the material surface
builds up a passivation layer of Cr2O3. On the other hand, alloying elements like
Ti, V, Cr, Co, Ni, Mo, and W produce hard and heat-resistant steels, which can
be used for the manufacturing of tools. The concentrations of these elements can
be relatively high: for stainless steel, the Cr content has to be at least 10.5 wt%
and can be up to more than 25 wt%, and for tool steel the W content can be up
to 20 wt%. Again, carbon content is often determined by a separate combustion
analysis or by arc-spark spectrometry. The procedures for the analysis of stainless
steels by WDS are summarized in ASTM-E_572-13 (n.d.).

The samples are prepared as in the case of cast iron by grinding (100 μm sand-
paper) or milling. In both cases, careful cleaning of the sample is required to avoid
surface contaminations. In particular, when grinding, it must be noted that the
results of the main components depend strongly on the surface roughness, as
shown in Figure 9.2 for the accessory element Cr (DIN-EN-10315 2006-10).

Usually multichannel WD spectrometers are used since the lab is under
extreme time pressure from the mill to produce results. The high demand on the
accuracy of the analyses is realized with WDS instruments. Typical analytical
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Table 9.3 Analytical performance of WD spectrometers for stainless steel.

Elements Si P S Cr Mn Ni Cu Mo

Typical content
Minimum (wt%) 0.2 0.005 0.004 9 0.24 0.25 0.01 0.01
Maximum (wt%) 1.4 0.03 0.04 25 1.7 20 0.35 3.5
𝜎rel/precision (%) 0.15 1.0 0.9 0.03 0.07 0.04 3.5 0.45
𝜎rel/stability (%) 0.14 1.1 0.7 0.03 0.1 0.07 2.7 0.9
𝜎stat (%) 0.13 0.95 0.95 0.01 0.06 0.03 0.45 0.16

Source: According to ApplNote-WDXRF-Stainless_Steel n.d.

Table 9.4 Analytical performance of WD spectrometers for tool steel.

Elements Si P S V Cr Mn Co Ni Mo W

Typical content
Minimum (wt%) 0.14 0.009 0.006 0.18 0.25 0.19 0.007 0.045 0.06 0.03
Maximum (wt%) 2.0 0.04 0.1 1.9 11.5 1.2 10 1.45 9.4 20.4
𝜎rel/precision (%) 0.29 0.34 0.62 0.50 0.21 0.15 0.17 0.31 0.40 0.18
𝜎rel/stability (%) 0.34 0.47 0.36 0.44 0.24 0.10 0.13 0.22 0.40 0.18
𝜎stat (%) 0.19 0.42 0.49 0.50 0.15 0.10 0.08 0.21 0.48 0.12

Source: According to ApplNote-WDXRF-Tool_Steel n.d.

results for a stainless steel are given in Table 9.3. Here trace elements such as Ti,
V, Co, As, and Nb with mass fractions below 0.3 wt% are neglected. Again typical
values for the standard deviations for precision 𝜎rel/precision and stability 𝜎rel/stability
of repeated measurements and the respective statistical error 𝜎stat are presented.
Precision and stability are not significantly different, but the statistical error for
Cr, Ni, Cu, and Mo are more than a factor of 2 less than the standard deviation
𝜎rel/precision of the repeatability measurements. This can be caused by inaccurate
intensity determinations due to peak overlaps or other systematic errors.

In Table 9.4 similar results are presented for tool steels. In this case all three
standard deviations are in the same order of magnitude for the same element.

9.2 Ni–Fe–Co Alloys

This type of alloys is characterized by high durability, temperature resistance, and
corrosion resistance. They are structural materials for high-temperature applica-
tions and are used wherever materials undergo high stresses and high reliability
is required, for example, in steam and aircraft turbines and tools but also in heat
exchangers in power plants. Their compositions vary widely. Many alloying ele-
ments such as Al, Si, Ti, Cr, Cu, Mn, Nb, Mo, Ta, or W are added to the main
elements and influencing the mechanical or thermal properties.
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The samples are usually prepared by polishing with a fine grind sandpaper or
even with diamond powder. The removal of the polishing agent by careful clean-
ing is necessary.

The measuring conditions have to be selected such to avoid detector saturations
(see the remarks in Section 9.1.1).

For the measurement predominantly WDS instruments are used since high
accuracies are required as a result of the cost of the alloying components. The
achievable precision and trueness are comparable to the analyses of high-alloy
steels.

The measurement procedure for these alloys is standardized, for example, in
ASTM-E_2465-13 (n.d.).

9.3 Copper Alloys

9.3.1 Analytical Task

The composition of copper alloys varies greatly (DIN-EN-1652, 1998:03). Cop-
per can be alloyed with tin (bronze), zinc (brass), nickel and zinc (nickel silver),
manganese and nickel (constantan), and beryllium (copper–beryllium), but also
combinations of these elements as well as other alloying components are com-
mon to accomplish a wide spectrum of properties.

In addition to the mentioned main alloying elements the most important addi-
tional components are Al, P, Cr, Mn, Fe, Ni, Zn, Sn, Pb, and Bi. Suitable traces are
Mg, Si, S, Co, As, and Sb.

9.3.2 Analysis of Compact Samples

The sample preparation should be done by turning or milling, and the analysis
should be performed shortly after the preparation. In the case of Cu alloys con-
taining lead, it should be noted that the Pb can diffuse out of the Cu and is then
being smeared over the surface during polishing. This has a significant influence
on the measurement of light element since they will be heavily absorbed by the Pb.

The achievable accuracies are comparable with those obtained for high-alloy
steels; relative deviations in the range of less than 0.2% are possible for the
main components; for traces they are accordingly larger (DIN-EN-15063-1/2
(2007-01)).

Forceful analyses are not possible on copper–beryllium alloys; an exact deter-
mination of beryllium is not possibly caused by its low fluorescence energy and
the associated very small information depth. Here arc-spark spectroscopy can be
an appropriate analytical method.

9.3.3 Analysis of Dissolved Samples

In various cases, it may be helpful to dissolve alloys and measure them as a liquid.
In this case, inhomogeneities of the material are not a factor, and the preparation
of reference samples is simple. They can easily be prepared by solutions of the salts
of the various elements, and different contents can then be obtained by varying
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on the measured signal of Cu.
Source: Courtesy of A. Janßen,
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the amount of the solvent. However, it must be noted that this preparation proce-
dure is time consuming and means a dilution of the sample that could complicate
the analysis of traces. Janßen et al. (1997) have investigated the analysis of copper
alloys in solution.

Acids were used in the preparation of the solutions. They are to be selected
depending on the alloy to be analyzed. They should completely dissolve the alloy
and influence the measuring signal very little. It was shown that nitric acid has
the least influence, as shown in Figure 9.3. Small differences in the concentration
of the acid that can occur during the preparation are then negligible. For prepar-
ing the samples, exactly 1 g of the alloy to be tested was dissolved in a solution
of each 5 ml H2O and HNO3. The resulting nitrogen oxides evaporate during the
digestion process, and the solution was let to cool and filled up to 100 ml with
water. The samples were then filled into sample cups. The filling height should
be determined such that no intensity increase is observed with further increas-
ing the amount of the sample; at least the fill height should always be the same.
The durability of the window films should also be ensured. In this study polyester
films of 6 μm thickness were used. It is recommended to test the durability of the
films before any measurement. This can be done by placing the filled cuvettes
onto blotting paper. If no traces are visible on the blotting paper after approxi-
mately twice the measurement time, the so prepared cuvette can be measured.
The influence of the film on the measurement signal depends on the analyte; for
copper solutions it is largely negligible. For larger distances between sample and
spectrometer, the measuring medium, i.e. air, can affect the measured signal (see
Figure 5.7). Since the measurement of solutions in vacuum is not possible, only
flushing with helium can reduce the absorption of the signal. For the measure-
ment, it is also recommended to close the cuvettes in order to avoid evaporation
of the solution, which can lead to corrosion of the instrument.

The measurements were done using a WD spectrometer. The measuring times
were 10 seconds per element and background position. A relative statistical error
of approximately 0.5% was achieved.

For the quantification both external and internal standards were used. For
external standards, solutions with different concentrations were prepared in the
same matrix. Co was used as internal standard; the same amount was added to
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the unknown and calibration sample. In this way the matrix influence can be
corrected by correlating the analyte intensities to the Co intensities.

Comparing the results shows that considering the matrix influence by including
an internal standard or by using the appropriate intensity ratios of the analytes
themselves provides the best results. The relative errors achieved are then in the
range of <1% and are therefore adequate for most problems.

9.4 Aluminum Alloys

Aluminum is an abundant element and its alloys are widely used. Aluminum is a
light metal, unalloyed; however it only has limited structural strength. The metal
properties can be strongly influenced by alloying with Be, Mg, Si, Ti, Mn, Ni, Cu,
and Zn, as well as traces of Ti and Mn. The mechanical properties are influenced
by the composition of the alloys, by heat treatment, and through strain harden-
ing. Aluminum also has very good corrosion resistance. The different alloys are
standardized in EN-573_3-2013-12 2013 and ANSI H35.1. Except for beryllium,
all other elements can be determined by XRF. The contents are usually in the
1 wt% range; for certain alloys with Mg, Si, or Zn, they also can be significantly
higher. The Si content should not be higher than ∼12 wt%; otherwise the Si will
be insoluble and crystallize.

The preparation of Al alloys should be done by turning or better by milling.
During polishing, there is a risk that the abrasive, possibly even constituents of
the alloy itself, can be worked into the alloy, which will then lead to a falsification
of the analysis results. After the preparation by milling, the lubricants should be
washed off, for example, with ethanol. The preparation should be carried out just
before the analysis so that the measurement is not influenced by the formation
of an Al oxide surface layer.

In the case of small particle or chip-shaped sample materials, it is easily possible
to press them into a suitable mold (see Figure 9.1). Aluminum can be compressed
to such an extent that stable, almost pore-free compact samples are produced. In
the case of inhomogeneous samples, approximately 50 g of the material can be
melted in a ceramic mold at about 800 ∘C in a muffle furnace and then cast into
an appropriate mold. The melt can be solidified in the crucible. Due to the specific
gravity, the oxidic impurities in the starting material are later found on the surface
of the solidified sample. After mechanical cleaning of the sample, the amount of
impurities in the starting material can be determined by differential weighing. In
this way only the concentration of the metallic fraction is determined during the
analysis of the melt. The final preparation is carried out as described above by
turning or milling.

The analyses are usually done by WDS instruments since most alloying ele-
ments have low-energy X-ray lines that require higher-resolution instruments.
Detection limits of 1 μg/g can be reached, which are adequate for most analytical
problems. The relative mean deviations of the analyses from the certified val-
ues of the reference samples are in the range of 0.5%. Information on the typical
analytical performance is given in Table 9.5.
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Table 9.5 Analytical performance of WD spectrometers for the analysis of Al alloys.

Element Mg Si Ti Mn Fe Ni Cu Zn

Typical content
Minimum (wt%) 0.20 0.3 0.0 0.01 0.05 0.0 0.02 0.01
Maximum (wt%) 7.5 8.2 0.25 0.85 1.1 0.3 1.5 1.1

Mean deviation
Absolute (wt%) 0.035 0.045 0.007 0.0055 0.009 0.012 0.007 0.008
Relative (%) ≈1 ≈1 ≈3 ≈1 ≈1 ≈5 ≈1 ≈1

Source: According to ApplNote-WDXRF-Al-alloy n.d.

9.5 Special Metals

9.5.1 Refractories

9.5.1.1 Analytical Problem
Refractory metals mainly belong to the fourth, fifth, and sixth subgroup of the
periodic table. They are Ti, Zr, Hf and V, Nb, Ta and Cr, Mo, W, respectively.
They have a very high melting point in common and are therefore highly tem-
perature stable and exhibit a small thermal expansion. Not only the metals but
also their carbides, silicides, or borides show a high wear and heat resistance.
These compounds are usually mixed with a binder, e.g. Co, Ni, or Fe, and then
sintered. The high hardness, high heat resistance, and high wear resistance make
these materials ideal for use as cutting tools or where high abrasion resistance is
required.

The analysis during the production and processing of these materials requires
the determination of the content of the main components as well as the secondary
elements in the raw materials, i.e. in ores, in hard-metal scrap and slags, as well
as the characterization of the finished products.

Sample preparation of these hard metals is only possible with diamond tools
or with electrical discharge machining. This complicates the preparation of the
test samples. Therefore, refractories are often digested and then analyzed as a
fusion bead.

Hard metals are frequently used as tool surface coatings, where steel often is
the base material. In this case the analytical problem is the characterization of
the hard-metal layers, i.e. the determination of their composition and thickness.
For these measurements, dedicated coating thickness instruments are available.
They have small measuring spot capability; the sample then does not require any
special sample preparation.

9.5.1.2 Sample Preparation of Hard Metals
Preparing refractories is dependent on the material to be analyzed, i.e. raw
material, scrap metal, or hard metal. Samples are usually prepared using lithium
borate (Li2B4O7 but also LiBO2) or sodium borate (Na2B4O7) fusion flux (Peters
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and Schröder 1996). Additives of nitrate salts (KNO3, NaNO3) are frequently
required to support the oxidation of the initial starting materials that can be
added to increase the alkalinity. This additive also lowers the melting point of
lithium tetraborate by the formation of an eutectic.

The following basic conditions must be considered when using a digestion
method for the sample preparation of the various refractory materials (Peters
and Schröder 1997):

• The raw sample must be in oxidic form. This can be achieved by extended
annealing at about 800 ∘C in air. If this is not sufficient, for example, in the case
of boron, silicon, or chromium carbides, pre-oxidation with 1 g of Na2CO3 or
Li2CO3 in a Pt crucible is necessary. Afterward Li2B4O7 can be added to the
sample up to a weight of 5 g; then this mixture can be melted.

• The grain size of the sample material must be very fine (<63 μm). When grind-
ing, care must be taken that the grinding tools do not contaminate the sample.
Larger particle size material can also be first dissolved directly in a mixture
of hydrofluoric and nitric acid in a Pt crucible. After the drying process, the
residue must be homogenized with KNO3.

• Powder-like mixtures of borides and carbides of the refractory metals can eas-
ily be converted into oxides by a borate digestion. However, difficulties can
arise in the digestion process of silicon refractory material, for mixtures of
Si3N4, and for W/Re compounds.

• W/Re alloys cannot be prepared by fusion in a borate since rhenium oxide is
highly volatile. Therefore, an alkaline digestion and the analysis of the solution
are required. For this purpose, 50 mg of the alloy is dissolved in a mixture of
each 5 ml HF (40%) and HNO3 (65%). After drying, the residue is mixed with
6 g of K2CO3 and 4 g of Na2CO3, and the mixture is then leached in water. This
solution can directly be analyzed.

• Mixtures of borides, carbides, nitrides, and oxides of Si are first dissolved in a
1 : 3 mixture of HCl (36%) and HNO3 (36%) in a porcelain crucible and then
concentrated by evaporation with the addition of H2SO4. After calcination at
800 ∘C, a borate digestion can be carried out.

• Appropriate crucible materials shall be used for the digestion processes; Pt
with 5 wt% Au is the most suitable.

• Digestion must be complete, that is, the digestion pellets must be homoge-
neous and stable.

9.5.1.3 Analysis of Hard Metals
There are only a limited number of elements that need to be analyzed in
hard-metal products; however, strong overlaps of L-lines are possible for heavy
metals. Analyzing the raw materials, in particular hard-metal scrap, the number
of elements can be significantly expanded since carbides are often embedded in
ductile phases.

Due to the required high spectral resolution, analyses are mostly carried out
with WD spectrometers. The analytical accuracies that can be obtained are
primarily determined by the uncertainties caused by the sample preparation as
well as by statistical errors. For quantification, primarily standardized models
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are used, and the calibration samples are often produced by the customers
themselves (DIN-EN-ISO-12677 (2013-02), DIN ISO 4883:1991-06).

The procedures for the analysis of tungsten and tungsten alloys are summarized
in ASTM-B_890-07 (2012).

For the characterization of hard-metal coatings, the corresponding quantifica-
tion models are used. Hard-metal layers usually contain only a few elements. For
the characterization of layer thickness, EDS instruments can be used, and their
spot size capability is also advantageous for the analysis of small areas as well as
for the analysis of irregularly shaped surfaces of finished products.

9.5.2 Titanium Alloys

Titanium is similar to aluminum in that it is a metal with low density but in con-
trast it has a much higher melting point and higher strength. Ti is increasingly
used in not only aviation and space industries because of its high strength to
weight ratios but also in aggressive chemical environments because of its high
corrosion resistance. Alloying with other metals in relatively low concentrations,
mainly Al, V, Cr, Fe, Ni, Zr, Mo, and Sn, can change and optimize the mechanical
properties.

Sample preparation can be carried out by milling or polishing with diamond
paper. Preparation should be done before every measurement because buildup
of a thin oxide layer can influence the measurement. The analysis of Ti alloys is
standardized in ASTM-E_539-11 (n.d.).

The accuracy that can be expected is comparable with that of Fe alloys.

9.5.3 Solder Alloys

The requirements for the Restriction of Hazardous Substances (RoHS) in con-
sumer goods have increased the requirements for the analysis of soft solder alloys.
Soft solder alloys are usually Sn based, which in the past had a high Pb content
to achieve low melting points. The requirements were to reduce the Pb content
in a new set of solder alloys, at the same time maintaining low melting points of
the alloys in order to avoid excessive thermal load on the electronic components
during their processing. Typical alloying elements for Sn are Cu, Zn, Ag, and Bi;
it must however be possible to detect also traces of the toxic metals such as Pb
or Cd. They must be quantified to meet the requirements of the RoHS regulation
(see Section 15.4). Nevertheless, Pb concentrations of up to 3 wt% are necessary
to avoid Sn whiskering. Low melting temperatures can be achieved in eutectics.
In this case the Sn alloying elements have to be within a rather narrow concentra-
tion range. This requires highly accurate characterization of low mass fractions
for which XRF is suitable. Typical compositions of these new soft solder alloys
are shown in Table 9.6, also indicating the eutectic alloys.

The analysis required is usually done on the raw solder material in order to
determine the composition of the solders that have not yet been processed. In
this way their soldering properties can be ensured. Simple metal disks can be
used for this purpose. The elements that need to be analyzed have relatively high
fluorescence energies and therefore greater penetration depths; as a result, the
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Table 9.6 Composition of eutectics of soft solders.

Solder Melting point (∘C) Eutectic

Sn96.5 Ag3.0 Cu0.5 217
Sn96.3 Ag3.7 221 X
Sn99.3 Cu0.7 227 X
Sn99 Ag0.3 Cu0.7 227 X

’X’ means that this are eutectics.

Table 9.7 Analytical performance for the analyses of soft solders.

Element Given content LOD Mean analytical results

Cu 1.01± 0.019 wt% 1.7 (mg/kg) 1.03± 0.00 wt%
Ag 2.98± 0.02 wt% 16 (mg/kg) 2.98± 0.01 wt%
Cd 88.0± 3.2 mg/kg 8 (mg/kg) 89.1± 7.0 mg/kg
Pb 520.9± 8.9 mg/kg 1.1 (mg/kg) 535± 4.1 mg/kg

Source: According to LabReport-XRF_096 (n.d.).

requirements on the quality of the sample are pretty low. Both WDS and EDS
instruments can be used for the measurements.

If the solders are already processed and mainly the compliance with the RoHS
has to be controlled, then the areas that are available for the analysis are usually
small. This involves measurements on finished printed circuit board. Therefore,
position-sensitive analytical methods as described in Section 15.5 are required,
but they are usually energy dispersive. An example for the analysis of solder points
is discussed in Section 14.4.5.4.

Analysis results measured with WDS instruments on a reference sample are
summarized in Table 9.7. The reported repeatability was determined by means
of 10 repeated measurements at 300 seconds each.

9.6 Precious Metals

9.6.1 Analysis of Precious Metal Jewelry

9.6.1.1 Analytical Task
In general terms, the same conditions apply to the analysis of precious metal as
for other metal alloys. The main difference, however, is that these alloys are often
mixed from pure gold and prepared additional alloys, melted, and then directly
poured into jewelry piece molds. Therefore, analyses of precious metals in jewelry
are mostly done on the finished products.

The elemental composition of jewelry is very closely controlled in many coun-
tries, not only in order to secure their monetary value but also because precious
metals are strictly controlled as they are treated as financial reserves.
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For the analysis of jewelry, the following conditions have to be considered:

• As a result of the precious metal value and the cost of manufacturing the jew-
elry, a destructive analysis is limited.

• Since jewelry pieces are often very intricate, only few small flat sample
surfaces are available for the analyses. As a result, the fluorescence intensities
are smaller compared with the analyses on large surfaces. For this reason,
energy-dispersive (ED) spectrometers are usually used. Their spectroscopic
performance is adequate to these analyses, since jewelry alloys usually only
consist of a few elements that can be easily separated. The high concentrations
of the alloy elements do not demand a high sensitivity instrument, and even
relatively simple EDS instruments can be used.

• The monetary value of jewelry items can be very high due to the value of the
precious metal used; as a result even small analytical errors affect the determi-
nation of their value considerably. Consequently, very high analytical accura-
cies are required.

• XRF competes with fire assay – a highly accurate analytical method to deter-
mine the content of gold and silver in precious metal alloys. Fire assay is a gravi-
metric method in which first the weight of the starting material is determined
and then the sample material is depleted from all non-precious components
and weighted again to determine the precious metal content by difference.
The removal of all non-precious metal content is carried out by oxidation of
the melted sample in an oxygen stream at temperatures of 1000–1200 ∘C. In a
final step silver is dissolved by treating the sample silver in fuming nitric acid.
By means of the differences in weights, both the gold and silver content of the
sample can be determined very accurately.
Due to the availability of high precision balances, very high analytical accura-
cies can be achieved; repeatability and trueness are in the range of 0.02 wt%,
i.e. approximately 1 order of magnitude better than what can be achieved by
XRF. Some of the disadvantages of the method are as follows:
– The method is destructive; the analysis requires about 0.25 g of the sample

material.
– It is time consuming; a fire assay takes at least four to six hours.
– The method only determines the gold and silver content; other elements that

influence alloying properties such as color or machinability are determined
only in sum.

• A characteristic of jewelry analysis is that usually the main components are
of main interest, which means that the statistical errors are small using X-ray
spectrometry.

9.6.1.2 Sample Shape and Preparation
The often intricate and irregular shapes of jewelry as well as the often varying
composition of different parts of a piece of jewelry require the analysis of small
sample surfaces. Spot sizes of 0.3–1 mm are required. Conventional incident
beam shaping by collimators is sufficient.

The irregular shapes of the samples make it also difficult to position the sample
in the instrument in the appropriate measuring geometry. For this purpose, the
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excitation from the top has been proven as advantageous, since the sample can
then be positioned in any desired position. The exact measuring position can then
be adjustable by a three-axis movement of the sample support. A sample fixture
can also aid in the proper positioning of the samples.

Usually there is no sample preparation since it can destroy the jewelry piece.
However, this is not always an option since surface conditions, which are the
result of a surface refinement made at the end of the manufacturing process – for
example, a chemical polish – can influence the analytical result.

By means of such a polish, non-precious components can be leached from the
material surface. This results in an enrichment of the precious metals on the sur-
face of the jewelry, giving the impression of a more noble metal.

The crystalline structure of the material can also influence the measured inten-
sities. By removing a very thin layer from the sample surface, such influences
can be avoided. Since the analyzed areas are typically <1 mm2 and the measure-
ment can be taken place out at a location that is not visible, this type of sample
preparation usually means no loss in value of the jewelry.

9.6.1.3 Analytical Equipment
EDS instruments are usually the best choice for measuring precious metals; they
are well suited to measure the low intensity fluorescence radiation that can be
expected from the small sample surfaces.

A tube voltage of 40 kV is usually sufficient for the excitation of all analytes.
The absorption edges of gold and platinum as well as the common non-precious
elements (nickel, copper, zinc) are in the range of <12 keV, and that of alloying
elements such as silver, palladium, or cadmium at <27 keV. This radiation energy
can excite all elements with sufficient efficiency.

Depending on the specific analytical task, both proportional counters and
semiconductor detectors with higher resolution can be used.

For quality control in the production process, it can be assumed that the quali-
tative composition of the sample is known, i.e. the resolution for the separation of
analyte lines does not need to be very high. The peak areas of overlapping peaks
can be determined by deconvolution procedures with relatively high accuracy.
For this purpose, even the resolution of proportional counters is sufficient. In
addition, they have a large detection area, i.e. they can capture a large solid angle
of the fluorescence radiation, and they are very stable and cost effective.

If, on the other hand, an unknown material must be analyzed in which the
qualitative composition is unknown, a higher-resolution semiconductor detec-
tor is required. The smaller peak overlap then results in smaller errors in the
determination of the peak area, as demonstrated in Figure 5.21. In addition, the
better resolution is also helpful in accurately quantifying neighboring elements
with small differences in line energies, for example, in dental alloys, which mostly
contain platinum as well as gold.

Measurement times for precious metal analyses are usually in the range of min-
utes. This time is enough to collect sufficient intensities for the analysis of metal
contents even from small sample surfaces. The statistical error will also be well
within the range of <0.2%.
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Table 9.8 Accuracies for the analysis of gold alloys.

Gold mass
fraction (wt%) Karat

Statistical error
for Au (%)

Mean
deviation (wt%)

33–45 8–12 0.45 0.24
24–60 12–16 0.37 0.14
60–85 14–20 0.33 0.14
85–100 20–24 0.30 0.07

9.6.1.4 Accuracy of the Analysis
If it is assumed that the statistical error of the measurement can be kept suffi-
ciently small and instrument errors are negligible, the analysis errors are then
primarily the result of the peak area determination of the used quantification
model, i.e. accounting for the correct matrix interaction as well as the quality of
the calibration samples.

The complications of peak area determination as a function of the detector res-
olution have already been discussed. When using detectors with limited energy
resolution, stronger peak overlaps have to be expected, which then also result in
greater uncertainties in the determination of the peak area. The quantification
model that is used also has an influence on the trueness of the analysis. Higher
accuracies are achieved with evaluation models using standards.

The mean deviations that are achievable with such models as well as the
statistical errors during measurement times of 120 seconds (which depend on
the gold content and therefore on the accumulated intensity) are summarized
in Table 9.8. It should be noted that the gold content often is expressed in karat.
Twenty-four karats correspond to pure gold; correspondingly 1 karat (100/24)
is about 4.17 wt%. This also results in the frequently used denomination for the
gold contents of 333, 585, 750, or 916 (8, 14, 18, or 22 karats).

Calibration samples for the analysis of gold alloys are offered (for example, Flux-
ana, Fischer, Valcambi, or Goodfellow; see Table B.2.5). However, they are often
also produced by the manufacturers themselves since fire assay provides a very
precise analytical method for the analyses of gold and silver in these samples.
Gold and silver alloys can also be manufactured with very good homogeneity.

9.6.2 Analysis of Pure Elements

The production of precious metals with very high purity can be very costly. The
increase in material value is not significant, but the cost of its refining. This
becomes important, for example, for the production of precious metal bullions.

As discussed for the other samples, surface effects can influence the measured
intensities. Therefore, the removal of a thin surface layer may be necessary. When
analyzing gold bars, drilling chips are often used for the analysis. In this way inho-
mogeneities throughout the gold bar or even the use of lower-alloy content inside
the ingot can be detected.



9.7 Glass Material 199

103

102

10

1

10 12 14 16 18

Energy (keV)

In
te

n
s
it
y
 (

c
o
u
n
ts

)

20 22 24

Figure 9.4 Spectra of high-purity gold with varying small silver contents (y-axis in logarithmic
scale).

The analysis of pure metals can be performed in different ways with XRF. One
possibility is to directly determine the pure element content; then the statistical
error dominates the quantification, i.e. uncertainties of at least 0.1–0.2% have to
be expected.

The other possibility is to analyze the remaining traces in the material. If these
values are in the range of <0.1% and can be determined with a relative uncer-
tainty of only 5%, then the absolute errors are in the range of 0.005 wt%. Since
these errors carry over to the main elements by difference to 100%, the error is
significantly less than for the direct quantification.

As a result, the determination of the remaining traces is much more effec-
tive than the direct analysis, even when not all impurities can be detected. This
becomes evident in the spectra of high-purity gold with different silver contents
as shown in Figure 9.4. While the differences of the gold intensities are equal
within their statistical uncertainty and are therefore not recognizable, the spectra
clearly show recognizable differences in the silver intensities. These differences
can be used for quantification.

This analysis method for pure substances cannot only be used for precious met-
als but also for other materials, since the absolute errors in the determination of
traces are usually smaller than the uncertainties caused by the statistics in the
determination of the main components. One should be aware, however, that the
material analyzed can also contain elements such as nitrogen or oxygen, which
cannot be detected with XRF. They of course can be analyzed by alternative meth-
ods, such as combustion analysis.

9.7 Glass Material

9.7.1 Analytical Task

The analytical task in the production and evaluation of glass can be very different.
On the one hand, analyses of the raw materials are required in order to ensure
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the desired quality of the final products. These raw materials are usually powders.
The analyses of powdered materials are discussed in more detail in Chapter 10.
Another task is of course the analysis of the final product – the glass itself – to
determine its correct composition.

Depending on the specific use and the shape of the glass, the analytical ques-
tions as well as the methods of preparation can be very different. During the
manufacturing of flat glass (often also called plate or float glass), the focus is
primarily on the composition in order to ensure the product quality. It is also
possible that impurities in the glass, for example, in the form of inclusions or
inhomogeneous distributions of the elements, may be of interest. This requires a
position-sensitive analysis is described in detail in Sections 15.2 and 16.6.2. Flat
glass is often coated; the coatings are used to promote certain properties, such as
the absorption or reflection of light, or they can have self-cleaning capability. The
coatings can then be characterized by layer analyses, as described in Chapter 14.

The analytical questions regarding glassware are similar; however, the sample
shape and thus the preparation effort can be very different. In historical glasses,
not only the composition but also the identification of colorations is of inter-
est. Environmental influences such as leaching or diffusion processes can cause
changes of the glass; their characterization requires depth-dependent measure-
ments. The available analytical methods are described in Section 14.4.6.

The focus in this section will be on the analysis of flat glass. Because of the wide
range of use of flat glass, its elemental composition can vary considerably, which
can make the analytical problem very complex, and in addition flat glass is not
always homogeneous but can have layered structures. Flat glass is produced by
pouring the molten mass onto a bath of tin, therefore the name float glass. This
results not only in very smooth surfaces but also in an accumulation of tin in
the surface exposed to the tin bath. Depletions of sodium and potassium oxides
occur on the opposite side of the glass. In particular, the enrichment of tin is
technically important since it makes the glass fluorescent. It can be controlled in
the manufacturing process and needs to be monitored.

Glass formers are used in the production of glasses; they inhibit the melt to
crystallize during the cooling so that it remains amorphous. The most important
glass-forming agents are silicon oxide (SiO2), boron trioxide (B2O3), or phospho-
rus pentoxide (P2O5).

If boron is used in the manufacturing process of the glass, its determination is a
particular challenge for XRF. The energy of its characteristic lines is very low, and
therefore both excitation probability and fluorescence yield are extremely small.
The information depth of boron is also extremely small since the boron radiation
is readily absorbed.

9.7.2 Sample Preparation

Sample preparation, especially for flat glass, appears to be very simple since the
glass already seems to be a “flat” and apparently homogeneous piece. In all cases,
the glasses must be cut to fit the size of the sample holder suitable for the spec-
trometer.
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For the determination of the thickness of the Sn layer, the sample can directly
be analyzed on the coated side of the glass. On the other side of the sample, the
depletion of glass constituents, which occurs during the cooling process, can be
determined in the same way. For these analyses no sample preparation is nec-
essary. For the determination of the bulk composition of the glass, a removal of
the surface layer is necessary. For this purpose, the sample should be polished.
The polishing abrasive should not contain any of the elements that are also in the
glass, and it always should be removed by thorough cleaning after polishing.

In the case of homogeneous hollow glass, the measurement can be performed
on the glass bottom, which can be ground and then polished. Another possibil-
ity is to prepare a glass pellet (Buchmeyer 1997). For this purpose, the glass is
crushed in a vibratory disk mill with the addition of a binder, e.g. wax, and then
pressed into a pellet. With this technique, the accurate analysis of light elements
is made difficult because the relatively soft wax can form during the pressing pro-
cess a surface film that absorbs their fluorescence radiation.

If a higher accuracy is required and if enough time for the analysis is available, a
fusion process can be used to produce homogeneous pellets. The melting agents
and mixing ratios that are used must be optimized for each sample type. The
melting agents should not contain the elements that are to be determined in the
glass. Lithium tetraborate is frequently added to the sample at a ratio of 6 : 1.

When analyzing boron in boron-silicate glasses, the sample preparation can
only be done by very careful polishing. The information depth of boron in glass
is only about 0.05 μm, which means that a surface layer of this thickness must be
representative for the bulk sample composition. The surface roughness is reduced
by polishing with polishing agents having a 1–2 μm grain size. The sample is
then subsequently cleaned in an ultrasonic bath to remove the polishing agent.
Through the polishing process the surface roughness will be reduced, and both
the measured intensity and the reproducibility of the intensity determinations are
improved. This effect has been demonstrated by studies on boron-silicate glass.
Table 9.9 shows the results in the reduction in the relative standard deviations for
repeated measurements for both boron and silicon using different sample prepa-
ration techniques.

Exposure to extended irradiation can change the composition at the surface by
diffusion, which in turn will influence the measured intensities. This effect can
be seen in Figure 9.5, which shows the change in boron intensity during repeated
measurements.

Table 9.9 Relative standard deviations of repeated
measurements depending on their preparation technique.

Preparation Boron (%) Silicon (%)

Coarse grinding 0.4 0.10
Fine grinding 0.2 0.04
Polishing 0.1 0.05

Source: According to Walther (2005).
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Figure 9.5 Change of the boron intensity in a boron-silicate glass for several measurements.
Source: According to Walther (2005).

These changes are reversible by re-polishing the sample. This effect is usually
not a problem for a single measurement of a glass sample but can be significant for
calibration or monitor samples. Therefore, repeated polishing is necessary before
every set of measurements in order to obtain equal intensities. Similar effects are
possible not only through the influence of the excitation radiation, in particular
of the high primary intensity of WD spectrometers, but also by environmental
influences.

9.7.3 Measurement Equipment

For the analysis of glass, mainly WDS instruments are used. The determination of
the predominantly light elements in glass requires a higher-resolution instrument
(see Section 4.2.2). Their better resolution ensures a high peak-to-background
ratio and thus provides sufficient sensitivity for the detection of traces.

For the analysis of boron, it has been shown that the use of a fixed measure-
ment channel leads to significantly improved results (Walther 2005). A multilayer
structure optimized for the boron-K line at 183 eV was used for the dispersion
channel, which means good resolution with high reflectivity at a favorable Bragg
angle. In addition, the fluorescence radiation of boron can be collected during the
measurement of all other elements, i.e. during the entire measurement time, since
the fixed channel is independent of the rest of the sequentially operating spec-
trometer. Thus, despite the unfavorable excitation and measuring conditions, the
collection of a sufficient fluorescence intensity of boron is possible.

EDS instrument are less frequently used for quality control in the glass industry,
since the sensitivity to measure light elements is insufficient.

9.7.4 Achievable Accuracies

Primary beam X-rays can influence the concentrations in glass, in particular in
thin surface layers. This was demonstrated by depth profile measurements using
secondary ion mass spectrometry (SIMS) (Walther and Anderson 2002). How-
ever, due to the low information depth of the light elements, these thin surface
layers are relevant for main components in the glass.
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Table 9.10 Typical composition and measurement uncertainties of flat glasses.

Element Na2O MgO Al2O3 SiO2 K2O CaO S TiO2 Fe

Mass fraction (wt%) 7 4 2 70 0.5 10 0.2 0.04 0.1
𝜎 (wt%) 0.3 0.05 0.05 0.3 0.01 0.05 0.005 0.001 0.005

Source: According to Walther (2005).

The achievable accuracies depend not only on the collected intensities but also
on the quantification models used. In the case of glass, at least in the case of flat
glass that does not contain much lead oxide, the matrix interactions are small
because of the light element matrix. This means that the quantification models
are valid over a relatively wide range. Nevertheless, a sufficiently large number of
well-characterized calibration samples are required for calibration.

Table 9.10 shows a typical composition of silicate flat glass as well as measure-
ment uncertainties for different elements achieved with a WD spectrometer.

9.8 Polymers

9.8.1 Analytical Task

The use of polymers is constantly increasing in consumer goods and in many
areas of daily life. They are used as electronic instrument housings, as thermal
insulation in building construction, and for car panels, packaging materials,
credit cards, and toys. They are used everywhere and determine the function-
ality and appearance of many products. This variety is made possible by the
very extensive, often even adjustable properties of plastics. The use of various
hydrocarbon compound chains and the incorporation of various additives
in concentrations ranging from milligram per kilogram, to the double-digit
percentage enable to vary and control properties such as strength or plasticity,
color and surface texture, and many others. In order to ensure the desired prop-
erties during the production process of the polymers, exact element analyses
are required. This, however, is relatively complicate for polymers. A digestion
process, in which results could then be used for an atomic spectroscopy analysis,
is very difficult for polymers. Even with a successful digestion, only the additives
can be determined, although the composition of the polymer itself remains
unknown. The hydrocarbons of the polymer could be identified by molecular
spectroscopy methods, but then the exact determination of additives will be
problematic. Usually multiple analytical methods are required to achieve a
complete characterization. X-ray spectrometry can be one of them.

Typical filler elements with a higher content in polymers are Na, Al, Si, P, S, Cl,
Ca, and Ti; trace elements are V, Cr, Fe, Co, Ni, Cu, Zn, Br, Cd, Sb, Hg, and Pb;
this presents a wide range of elements to be analyze.

Using X-rays poses several challenges; polymers can have many very different
matrices, which have an influence on the measured element intensities through
the matrix interaction. The matrix itself cannot be determined directly due to
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the not measurable light elements that mainly make up the matrix. The influ-
ence of the matrix on the intensity of Br-K lines, for example, is demonstrated in
Figure 9.6. For three different polymer matrices with the same Br contents, the
measured intensities differ by several percent using the same measuring condi-
tions. Consequently, a correct analysis result can only be expected if the matrix
influences are taken into account correctly (Hanning and Bühler 2014).

However, the influences of the matrix can be considered either by an adjusted
calibration or using matrix-dependent signals, for example, the Compton scat-
tered tube radiation for normalization.

A further difficulty is that polymers can change under the influence of ionizing
radiation; bonding bridges are broken, color changes or depletions of elements
on the sample surface can occur, and associated changes in the material strength
are possible. This also raises the question of the availability of reference samples,
which in principle can be manufactured by reconstitution methods incorporating
metal salts into the polymer, but then problems of homogeneity and durability
still need to be considered.

The specific analytical tasks can be very different. A very common analysis task
is the determination of toxic elements in consumer products, i.e. in polymers
(see Section 15.4). Toxic elements are often used as fire retardants (bromine) or
in pigments (chromium, lead, and cadmium) and require a monitoring of their
contents; their limit values are given by regulatory directives and laws.

9.8.2 Sample Preparation

The sample preparation for polymers is relatively simple but differs on the kind
of material to be analyzed, which either can be in the form of a foil, powder, gran-
ule, or solid. The preparation of fine powders is possible by cutting mills because
polymers are too soft to be crushed; if necessary the material has to be cooled
to become brittle (see Section 3.4.1). The quality of the cutting product depends
not only on the hardness of the material but also on the cutting speed. Powders
can then be measured directly after they are poured into a sample cup. But it is
better to prepare pressed pellets to produce samples with comparable density.
This is usually possible without the addition of binders, but heating during press-
ing can be helpful. Granules can be prepared by the same procedure; they can
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also be pressed directly either under higher pressure or under heating in order
to achieve sufficient compacting. Heating to about 100–150 ∘C should be car-
ried out before pressing the sample and then slowly cooled down. The optimum
procedure depends on the individual polymer and must be tested.

Solid polymers must be fit into the respective sample holders of the spectrom-
eter, and their surface, if necessary, must be cleaned. No further effort usually is
required for the sample preparation, i.e. the risks of contaminations caused by
the preparation are relatively low.

The samples require a uniform thickness for their preparation since the infor-
mation depth can be greater than the sample thickness, particularly for heavy
elements in the light polymer matrices. Consequently, the measured intensities
are then not only dependent on the concentration of the contents but on the
sample thickness as well (see Figure 3.3). Therefore, when analyzing polymers
with the help of standard-based quantification models, samples and the reference
material should have the same thickness.

9.8.3 Instruments

Both WD and ED spectrometers can be used for the analysis of polymers. The
required sensitivities are achieved by both instrument types since the additives
are usually present not only as traces. One advantage of EDS is the simultaneous
detection capability of a wide range of elements. This means that even unexpected
additives can be recorded and evaluated. However, to have sufficient sensitivity
for all additives, it can be necessary to use different excitation conditions, i.e. use
different tube voltages and filters. Of course, the resulting measurement times
will be longer than for one excitation condition only. On the other hand, the radi-
ation load in an EDS instrument is about two orders lower than in WDS, which
reduces the radiation damage of polymer samples and thus significantly prolongs
the usability at least of the reference samples.

With WDS instruments, light elements should be measured first because the
high energy input can lead to changes in the sample surface through diffusion.
Especially the intensities of the light elements are influenced by this diffusion
since the information depth of their signal is small.

9.8.4 Quantification Procedures

9.8.4.1 Standard-Based Methods
Quantification can be carried out by using standard-based models. The achiev-
able analytical accuracies for polymers then depend strictly on the correct con-
sideration of the matrix influences. This is possible by using reference samples
with similar matrices. Small differences of the matrices can compensate by corre-
sponding corrections, for example, by a normalization of fluorescence intensities
to the Compton scatter peak.

Reference samples with different matrices are offered by several suppliers (see
Table B.2.3). However, the number of available calibration samples for polymers
is not very high, due to the various matrices and the wide range of possible addi-
tives, as well as due to the problems of their correct characterization. Therefore,
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calibration samples often are made synthetically from pure materials. For this
purpose, pure polymer granules are carefully mixed with various metal salts, for
example, in an extruder. This process has to be repeated several times in order
to ensure an adequate homogenization (Hanning et al. 2010; Nakano et al. 2006).
The homogenized material can then be used to prepare disk-sized reference sam-
ples.

The analysis of toxic elements in polymers, in particular in consumer goods, is
described in Section 15.4 and in ASTM-F_2617-15 (n.d.).

With these references and using standard-based quantification models, the
achievable accuracies are comparable with those of other solid samples, i.e. with
metals or glasses.

Pure fundamental parameter methods cannot be used because the informa-
tion from all elements is required, but for polymers mainly light elements of the
matrix do not give measurable signals. If, however, the matrix composition could
be determined by other methods, this information can then be used in the fun-
damental parameter models for the exact determination of the mass contents of
additives. Alternatively if only the additives are of interest one can obtain from
the ratios of the Compton and Rayleigh scattered intensities an average Z-value
of the light matrix elements, which then can also be used in the fundamental
parameter model (see Section 2.2.4.2).

9.8.4.2 Chemometric Methods
Even if the light elements produce no detectable X-ray lines that can be mea-
sured, they influence the spectral background due to their scattering of the inci-
dent radiation (see Section 2.2.4.2). The scattered tube radiation can also be used
for a material characterization; however, it requires other evaluation procedures.
Chemometric methods offer a possibility to quantify polymers. For this purpose,
the differences in the scatter spectra of various hydrocarbons can be used for
their identification. This knowledge about the matrix can then be used in the
Sherman equation to quantify the mass fractions of additives and fillers in the
material by using their fluorescence intensities. For high mass fractions of addi-
tives and fillers, their influence on the scatter spectra must be taken into account
additionally in identifying the matrix.

Wacker (2015) used a partial least square (PLS) regression for the determina-
tion of the matrix composition, for the identification of the type of the hydro-
carbon, and for a direct determination of the contents of light elements. For this
purpose, the scatter spectra of several hydrocarbons with various additives in dif-
ferent concentrations were measured. These spectra were then classified with a
PLS regression procedure.

Figure 9.7 shows the scattered tube spectra (Pd tube) of more than 80 different
polymers measured with an ED spectrometer. The acquisition time of these mea-
surements was relatively long for a clear identification of the spectral distribution
and to minimize the influence of statistic fluctuations.

The polymers, shown in Table 9.11 together with their average composition,
were used for the measurements. They were additionally doped with different
amounts of Al, Zn, Br, Cd, Ba, and Pb, representing elements of atomic numbers
ranging over the complete periodic table.
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Figure 9.7 Elastic and inelastic scattered tube radiation of various pure polymer samples.
Source: Courtesy G. Wacker, former FH Münster.

Table 9.11 Polymers and their approximate composition and mass fractions in wt%.

Polymer Acronym H C N O

Polyethylene PE 15 85 0 0
Polyethylene terephthalate PET 4.2 61.5 0 34
Polypropylene PP 14.6 85.2 0 0
Polymethylmethacrylate PMMA 8 59.3 0 32.7
Polycarbonate PC 5.6 75 0 19.6
Polyoxymethylene POM 6.8 40.5 0 52.5
Acrylonitrile butadiene styrene ABS 7.7 85.2 6.8 0
Polyamide PA 10 63 12 15
Polyurethane PUR 8.3 64.5 5 21

The behavior of the scattered radiation intensity varies clearly with the differ-
ent compositions for both elastic and inelastic scattered radiation as well as in
the exact shape of the Compton line. The scatter spectra can be measured with
all types of instruments, i.e. ED spectrometers as well as WD spectrometers;
however, the accuracy of the quantification results is better for higher-resolution
spectra because they can separate more details. For the evaluation, gross inten-
sities were used to avoid any additional error due to the subtraction of the back-
ground, further the information of the continuous background can also be used.
Any outliers that can occur due to fluctuations of the scattered background were
deleted.
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Figure 9.8 Comparison between mass fractions of hydrogen (a), carbon (b), and oxygen (c)
determined by IR spectroscopy and a chemometric evaluation of the scattered tube spectra.

Table 9.12 Correlation coefficients R2 for different energy resolutions.

Resolution Crystal Collimator H C N O

Low LiF 200 0.46 0.9875 0.9502 0.6102 0.9642
Medium LiF 220 0.23 0.9942 0.9762 0.8237 0.9701
High LiF 400 0.12 0.9919 0.9891 0.9648 0.9958

The relations between the given mass fraction of light elements determined by
combustion analysis as well as Fourier transform infrared (FT-IR) spectroscopy
and a chemometric evaluation of the scatter spectra are shown in Figure 9.8. They
show an astonishing good agreement between data sets.

These quantification results can be improved with a higher-resolution spec-
trometer. This is demonstrated in Table 9.12 for measurements with WD
spectrometers with different settings of crystal and collimator by using the
correlation coefficients R2 (see Eq. (5.18)). With better resolution the intensity
drops down; nevertheless this then has to be compensated by longer measure-
ment times to achieve comparable statistical errors. For the medium resolution
a factor of approximately 3, and for the high resolution even a factor in the range
of 20 was required.
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Table 9.13 Mass fractions of hydrocarbon groups and H, N, and O for PUR and ABS in wt%.

Polymer Polyurethane
Acrylonitrile butadiene

styrene
Low density

polyethylene

Method FT-IR ED-XRF FT-IR ED-XRF FT-IR ED-XRF

Aliphatic 51.1 ± 8.6 46.9 ± 5.5 30.5 ± 5.2 40.0 ± 4.7 85.2± 14.5 81.4± 9.5
Aromatic 7.1 ± 0.7 9.0 ± 1.1 28.8 ± 2.6 21.2 ± 2.5 0.0± 0.0 2.9± 0.3
Carbonyl 5.1 ± 0.1 5.7 ± 0.7 0.9 ± 0.0 2.3 ± 0.3 2.2± 0.1 1.2± 0.1
C-rest 1.9 ± 0.0 8.1 ± 0.9 23.6 ± 0.0 20.7 ± 2.4 −2.0± 0.0 2.4± 0.3
N+O 26.3 ± 0.1 22.4 ± 2.6 7.95 ± 0.1 7.4 ± 0.9 0.03± 0.01 3.6± 0.4
H 8.55 ± 0.1 8.1 ± 0.9 8.25 ± 0.1 8.5 ± 0.1 14.6± 0.5 13.4± 1.6

The R2 values of the measurements with an ED spectrometer are only slightly
worse than the results for the WD spectrometer with high resolution.

The chemometric method allows also a differentiation between the different
carbon groups, i.e. between aliphatic, aromatic, and carbonyl groups that can
occur simultaneously in polymers. The conventional method for the determina-
tion of these groups is FT-IR spectroscopy. But because of the different elastic and
inelastic scattering coefficients, the evaluation of scattered X-rays can also give
acceptable results. This was demonstrated by Wacker (2015). However, due to the
similar scattering behavior of nitrogen and oxygen, the two elements were deter-
mined as their sum. The results for a few polymers are presented in Table 9.13.
Shown are the mass fractions of carbon in aliphatic, aromatic, and carbonyl com-
pounds as well as those for nitrogen and oxygen (N+O) and hydrogen (H) in wt%
for three common polymers in comparison with the results of an FT-IR analy-
sis. Even if the errors are relatively large, the agreement between the results is
surprisingly good considering this special type of spectral evaluation.

With this information about the matrix, a standard-less quantification based on
the Sherman equation is then also possible for additives and fillers in the polymer.
It can be expected that these quantification results have a good reliability. The
computing effort is relatively high, however considering the long measuring times
required to achieve low statistical errors that are necessary for reliable spectral
matching procedures it is acceptable. It is necessary not to forget the high effort
to measure a large number of different samples for the spectral library.

9.9 Abrasion Analysis

The task often is to perform a quick material identification without much effort
for sample preparation. The first choice certainly is the use of mobile X-ray
spectrometers as described in Section 15.3. But handheld instruments are not
always available. If only conventional X-ray spectrometers are available, quick
sample analyses are possible without complex sampling, for example, by cutting
out a laboratory-size sample from a larger piece of material with the necessary
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(a) (b)

Figure 9.9 Sample carriers for abrasion analyses: corundum disk for conventional instruments
(a) and a quartz disk for TXRF instruments (b).

subsequent surface treatment. Also the sampling by abrasion of the material
to be analyzed onto a suitable sample carrier is possible. This simplifies the
sampling and accelerates the availability of the analyses result, but only for
homogeneous materials such as metals.

In order to achieve enough removal of the material, the sample carriers should
be somewhat rough and made from a material that, if possible, does not con-
tain any analyte elements. Corundum disks are suitable as sample carriers for
conventional excitation geometries, while quartz disks are also suitable for total
reflection geometry. Such sample carriers are shown in Figure 9.9. Particularly
when using total reflection X-ray fluorescence spectrometry (TXRF), care must
be taken that no contamination occurs on the way from the sampling to the mea-
surement since this can lead to significant falsification of the measurement result
due to the very high sensitivity of the method.

The material applied to a corundum disk should be thicker than the saturation
thickness. For light elements this is only a few micrometers, while for heavy ele-
ments this can mean much thicker layers; they might not always be achievable by
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Figure 9.10 Relative differences for a bulk and an abrasive analysis of steel.
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abrasion. In this case one can expect to measure these elements too low, since for
thicker layers the fluorescence intensity would increase for these elements.

Such a study was carried out on a steel sample (Flock et al. 2009). It was found
that already approximately 1 mg of sample material applied by this method is
enough to achieve constant fluorescence intensities. This corresponds to mate-
rial thicknesses on the order of 10 μm. In this case, similar to TXRF, there are no
significant matrix interactions, at least for the purpose of a fast material iden-
tification. Figure 9.10 shows the relative deviations of the quantification results
obtained from a bulk sample and an abrasion test sample of steel. The contents
determined on the abrasion test sample are too small; this is the result of a not
saturation thick sample and neglected matrix interactions.

This method of sample taking and preparation allows for a fast and sufficiently
accurate analysis for a positive material identification. In order to take advan-
tage of the quick sampling technique, EDS instruments are best suited due to the
simultaneous acquisition of the entire energy range.



213

10

Analysis of Powder Samples

Materials in powder form are a common sample type for X-ray analysis. They
may be geological samples, such as minerals, sands, ores, rocks, or coal, indus-
trial products, such as cement, dusts, and ferrous-alloys, or they can be polymer
granules or waste products. The starting material can be quite dense, but also
inhomogeneous, and cannot easily be melted like metals. In this case, the samples
are first finely ground and then homogenized. Therefore, the material under-
goes several cuttings, grinding, and dividing steps. The sample is first cut into
smaller parts and then ground to a fine powder; mixing and dividing completes
the homogenization process. Further sample preparation then depends on the
respective analytical task, in particular on the required analytical accuracy as well
as the time available.

In the simplest case, the sample is just filled into a cuvette. In the case of more
stringent requirements, the production of a pressed pellet or even a fusion bead is
necessary (see Section 3.4). Using these more elaborate preparation techniques,
the uncertainty contributions from sample preparation, such as varying density,
sample roughness, mineralogical effects, etc. are reduced, which thus leads to an
improvement in the analytical accuracy.

10.1 Geological Samples

10.1.1 Analytical Task

Geological samples can be just as diverse in their composition as the motives for
their being analyzed. Most of the time, the objectives are the exploration, local-
ization, and assessment of mineral deposits. These may be minerals, rocks, or
ores, which contain certain elements or compounds that can be used as fuels,
as raw materials for smelting process, for the production of fertilizers, ceramic
materials, or glasses.

In order to evaluate a mineral deposit based on certain indicator elements,
prospecting requires a large number of samples to be analyzed for as large a
number of elements as possible. Since sampling and analyses are carried out at
different locations, time requirements for the measurement themselves are rel-
atively low. However, the large number of samples that need to be measured
limits the available time for a single analysis. During the exploitation phase of

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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the deposits, the focus lies on the determination of the elements of interest. They
may be main or secondary components, often even trace elements. A high ana-
lytical accuracy is required in order to evaluate the mineability and to be able
to identify the most effective processing technologies, at the same time also tak-
ing into account all the other components. These situations often require a fast
analysis in order to be able to evaluate the mined materials. Because of the high
added value, the requirements for precision and accuracy of the analytical data
are very high. For a typical deposit an analysis error of 1 wt% relative to the main
element can already influence the decision if developing a new mining field is an
economic success. The application of XRF for this analytical task is decribed in
DIN 51001:2003–08

Another interesting aspect is on-site analysis, in order to control and guide
the excavation process along ore veins. Of interest is also the element content of
already exhausted mining mineral, in order to avoid the mining of dead material.

All these questions can be answered very well with X-ray fluorescence (XRF).
Relatively little sample preparation is required, and a wide range of elements and
concentrations can be detected. XRF analysis for prospecting and evaluation of
the deposits is usually done in the laboratory after the samples have been col-
lected and prepared; on-site analysis of the materials on the other hand requires
mobile XRF instruments.

In geological samples many elements need to be measured; more or less any
element of the periodic table can be expected. The particular elements of interest
to be analyzed depend on the actual analytical problem and the material to be
analyzed.

10.1.2 Sample Preparation

The type of sample preparation determines the achievable analytical accuracy.
For a rapid analysis with medium accuracy, pressed pellets are suitable. The

samples have to be milled, mixed with a binder, and then pressed into pellets. Wax
or cellulose material is often used as a binder. Pressures of 100–250 kN are applied
for up to one minute. During pressing, the surface of the pellet that is intended
for the analysis should be protected from contamination from the pressing die by
a thin plastic film. Using pressed pellets, analyses errors can occur, in particular
for light element components due to matrix effects and grain size effects.

For more accurate analyses the samples should be prepared as fusion beads.
The matrix interactions are reduced by the added glass former, which also
homogenizes the sample. In addition, a uniform and flat sample can be produced
in which grain size or mineralogical effects are negligible. Consequently, repro-
ducibility and trueness of the analysis can be improved. However, the dilution
of the samples and the conversion to a lighter matrix result in a decreased
peak-to-background ratio, thereby reducing the sensitivity for traces.

The procedures for making fusion beads have already been described in Section
3.4.4 (see also Norrish and Hutton 1969). The choice of suitable oxidizing agents
and glass formers depends on the specific sample type. These as well as the appro-
priate temperature regime for the fusion process should be determined by initial
tests. The procedures thus established can then be used in the same way for the
actual samples as well as for the preparation of the calibration samples. One has
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to consider that due to the light matrix of fusion beads the information depth
for heavy elements can be larger than the sample thickness. Therefore, both the
unknown and reference samples should have the same mass. The information
depth can be reduced by adding heavy oxides such as BaO2 (see also Section
3.4.4).

10.1.3 Measurement Technique

Both wavelength-dispersive spectrometers (WDSs) and energy-dispersive spec-
trometers (EDSs) are used for the analysis of geological samples. For prospecting
work, in which potentially all elements are to be recorded, EDS instruments are
more suitable, since they allow the simultaneous detection of the elements from
Na to U. Measuring times can be shorter than for WDS instruments and, with
suitable excitation conditions, sufficient sensitivities can be achieved.

WD spectrometers are more likely to be used for the accurate analysis of the
elements of interest during the refinement process. In particular, their higher sen-
sitivity to measuring light elements, which are the main components in many
geological samples, ensures a high degree of accuracy of the analyses.

For on-site analyses, often only the monitoring of threshold values is of inter-
est. This can be achieved with mobile or even handheld instruments, without
complex sample preparation.

10.1.4 Detection Limits and Trueness

Detection limits depend on sample preparation as well as on the measuring tech-
nique used. The detection limits shown in Figure 10.1 can be achieved for the
most advanced EDS instruments with pressed pellets. It requires an optimal exci-
tation of the element groups with different excitation conditions (polarized radi-
ation, secondary radiation, direct excitation) and total measuring times in the
range of 1500 seconds (ApplBrief-Geology 2015). The detection limits that can
be achieved with WDS instruments are not significantly different. However, the
measurement time can be longer when analyzing unknown materials, since then
a scan to detect all elements is required.

Figure 10.1 Limits of
detection for geological
material, measured with an
ED spectrometer (Na to Ca
and Fe as oxide), total
measurement time
approximately
1500 seconds. Source:
According to
ApplBrief-Geology (2015).

0 20 40 60 80 100
0.01

0.1

1

10

100

1000

Atomic number

L
im

it
 o

f 
d

e
te

c
ti
o

n
 (

μg
/g

)



216 10 Analysis of Powder Samples

For trace elements, the reproducibility of the analyses is mainly dictated by the
statistical error given by these measurement times. For concentrations >0.1 wt%
the uncertainties are primarily defined by irregularities in the sample preparation
or instabilities of the instrument.

The trueness of the analyses can be estimated by comparing the results of the
analyses against the certified mass fractions of reference samples. It is essentially
determined by the quality of the reference samples, but also by the model used for
matrix correction. For major and minor components, the matrix influence has to
be regarded as the major contributor to uncertainty. The relative differences from
the certified contents can be up to 1% for major and minor elements; for traces
they can be even higher.

10.2 Ores

10.2.1 Analytical Task

Ores are rocks or sediment formations that contain the element of economic
interest with other minerals. Determining the concentration of the value ele-
ment(s) is important to assess the mineability of the ore. Ores are mined in large
quantities, subsequently prepared for the smelting process, and often transported
over long distances. In order to make these processes effective the exact knowl-
edge of the concentrations of the elements of interest is also necessary. XRF is
suitable for this task because a wide range of elements can be determined with
high accuracy. For fast analyses the preparation of the material for the analysis is
done as a pressed pellet. For higher requirements it is nowadays common to pre-
pare the sample as a fusion bead. The following sections will describe the analyses
conditions as well as the analytical performance for different ores.

10.2.2 Iron Ores

Iron occurs in nature in large concentrations as oxide, carbonate, or sulphides.
The compounds with the largest iron content are magnetite (Fe3O4) with up to
72 wt% Fe, hematite (Fe2O3) with up to 70 wt% Fe, siderite (FeCO3) with up to
48 wt% Fe and limonite as a mixture of various iron oxides. These minerals are
however usually mixed with a varying extent of dead rock. The determination of
the Fe content is therefore of great importance.

When analyzing ores, attention should be given to taking a representative sam-
ple. Often, the requirement is to characterize a very large but also inhomogeneous
amount of material with high accuracy. Specifications for the sampling are given,
for example, in DIN-4021 (1990).

The preparation of iron ore is done either as a pressed pellet or as a fusion
bead depending on the accuracy requirements and the available analysis time.
A comparison of the two techniques was carried out by Janßen et al. (1994).
For the preparation as pressed pellets, the material is finely milled to grain sizes
<40 μm with the addition of milling aids. The material is then pressed at pressures
of 150 kN. This preparation technique allows for a rapid analysis, but grain size
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effects and mineralogical effects cannot be ruled out. The more elaborate prepa-
ration as fusion bead avoids these influences. For this purpose, the material must
also be ground. After drying for about one hour at 105 ∘C, the material is then
mixed in a ratio of 1 : 10 with a mixture of 34% LiBO2 and 66% Li2B4O7 and 0.2%
LiBr to improve the casting behavior of the fusion. The use of pure Li2B4O7 is also
possible. The amounts used depend on the size of the required pellet. For a 40 mm
diameter pellet, 1 g of sample and 10 g of glass formers are suitable amounts.

Both ED and WD instruments are used for the analyses of Fe ores. With suffi-
cient measurement times, both types ensure small statistical uncertainties. Since
the elements that need to be determined occur in high concentrations sensitivi-
ties down to the trace element level are not required. Peak overlaps can be solved
by deconvolution procedures. The measurement time depends on the desired
statistical uncertainty and the instrument type; they usually range from 30 to
400 seconds. In the case of EDS instruments most often various excitation condi-
tions are used to achieve ideal excitation of the different element groups. For the
light elements (Na, Al, S, P, S) the excitation voltage is reduced (10–15 kV) and the
tube current is increased. For the heavier elements tube voltages are greater than
20 kV, with thin filters for the reduction of the low-energy spectral background
being used.

The achievable reproducibility of the measurements is hardly influenced by
the type of sample preparation. The relative standard deviations for repeated
measurements are significantly better than 0.1% at an Fe content of approxi-
mately 80 wt%. For the lower concentrations, these values become worse due to
the poorer counting statistics. For pressed pellets the light element results fluc-
tuate more due to grain size influences, mineralogical effects, etc.

The trueness of the analyses results mainly depend on correct sample prepara-
tion and calibration. For EDS instruments, absolute standard deviations of about
0.3 wt% for Fe are achievable; for the other components, the relative deviations
are larger, again due to the poorer statistics (ApplNote-EDXRF-Iron_ore n.d.;
LabReport-XRF_110 n.d.; LabReport-XRF_111 n.d.). As one can expect, the stan-
dard deviations achievable with WDS instruments using fusion beads are lower
for both the main elements and the light elements. Deviations for the main ele-
ment Fe can be 0.1 wt%.

Reference samples are offered by various vendors (see Table B.2.1). Manufac-
turing of synthetic references from pure reagents is also possible.

10.2.3 Mn, Co, Ni, Cu, Zn, and Pb Ores

In comparison to the iron ores, the concentrations of the elements of interest in
these ores are significantly lower. With the exception of some special instances,
for example Mn nodules, the concentrations are in the range of <40 wt%, often
even lower, just a small wt% value. This results in not only a strong influence of
the matrix on the analytes, but also in larger statistical uncertainties due to lower
fluorescence intensities. For these ores, the preparation of the sample material
can also be done as a pressed pellet or as a fusion disk. The suitable glass formers
are determined depending on the composition of the ores. It may be necessary
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to use larger amounts of glass formers in order to avoid damages to the melt
crucibles.

In order to achieve sufficiently small statistical uncertainties, the measurement
times for the low content elements need to be adjusted. Using an EDS instru-
ment, it can be useful to work with different excitation conditions for the differ-
ent element groups. The overall measurement time increases, thereby achieving
comparable errors for all elements of interest. Depending on the kind of sam-
ple preparation the analytical performance varies in the same way as discussed
for the iron ores. The preparation as fusion beads allows for a better precision
and trueness. This is valid in particular for the light elements where matrix and
mineralogical effects cause less of an influence when using fusion beads.

The trueness of the analysis is largely independent of the type of sam-
ple preparation. The more uniform sample preparation in a fusion bead
apparently compensates the greater statistical uncertainty to be expected
from the lower fluorescence intensities (ApplNote-EDXRF-Mn-Ore n.d.;
ApplNote-EDXRF-Mn-ore_Pellets n.d.; ApplNote-EDXRF-Ni-ore_Beads n.d.;
ApplNote-EDXRF-Ni_ore_Pellets n.d.; Banerjee and Olsen 1978).

Under these circumstances, it can be concluded that the simpler and faster
preparation method, the preparation of pressed pellets, can be favored.

10.2.4 Bauxite and Alumina

Bauxite, the world’s main Al-ore, is a mixture of various, predominantly
Al-containing minerals, mostly aluminum hydroxides (Al(OH)3), with Al
contents of up to 90 wt%. Other bauxite constituents are oxides of Si, Ca,
Fe, and a few other elements, where the iron oxides strongly determine the
coloration. Contents of at least 50–55% Al hydroxide are necessary for the ores
to be commercially viable to be mined. Another mineral with high occurrence
is alumina (Al2O3), which is used as source for the exploitation of Al. The Al
content in all these ores can be determined by XRF.

The exploration and mining process requires a fast feedback and a short anal-
ysis time; this can only be achieved by quick sample preparation in the form of
pressed pellets. For this purpose, the material has to be milled into a small grain
size and mixed with 10% wax binder. The material should be also dried to avoid
an outgassing of water vapor in the vacuum.

To control an industrial process most effectively, the composition of the mate-
rials must be known as accurately as possible. Since Al is a very light main com-
ponent that has only a small information depth, dilution of the matrix by means
of a fusion process is reasonable. This dilution not only increases the informa-
tion depth but also reduces the influence of any thin surface layer of the sample
on the analysis result. It also achieves standardization of the test samples and
reduces mineralogical influences.

For a fusion bead the finely ground bauxite must be carefully dried, because
Al hydroxide is hydroscopic. After drying, the loss of ignition (see Eq. (3.2)) has
to be accounted for. The sample material has to be mixed with a glass former in
a relatively high dilution ratio (1 : 8 or 1 : 10). Both pure Li2B4O7 and mixtures
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of Li2B4O7 with LiBO2 are suitable as glass formers. The melting temperature
should be at least 1150 ∘C.

For both preparation techniques it is necessary to consider the low absorp-
tion of radiation in the sample. This means that the amount of sample must be
the same for references and unknowns; in the preparation of fusion beads heavy
additives can be used to increase the absorption (see Section 3.4.4).

The analyses can be carried out with WD spectrometers, depending on the
available time, both sequential and simultaneous instruments as well as with
ED spectrometers. For measurements with WDS, setting the background points
carefully is crucial because the light matrices of these materials generate a high
spectral background. The measurement time needs to be chosen to match the
statistical requirements.

When the samples are prepared as fusion beads the achievable relative standard
deviation for repeated measurements of Al is in the range of <0.1 wt%. For SiO2,
an important secondary component, the values are somewhat greater; for the
oxides of the heavier elements, the values can also reach 0.1 wt% depending on
their individual contents.

The accuracy is determined by measurements against standard samples.
For Al2O3 the mean deviations are typically in the range of 0.3 wt%; while
comparable values are obtained for the light secondary components, for the
heavier components the deviations are even smaller (ApplNote-Bauxite n.d.;
LabReport-XRF_100 n.d.).

10.2.5 Ores of Precious Metals and Rare Earths

Precious metals but also rare earth elements are only present in trace amounts
in their ores. Their concentrations can be as low as a few tens of micrograms per
gram, i.e. for a reliable determination of their content, limits of detection of a few
micrograms per gram are required.

Special measurement procedures are required to achieve such sensitivities.
First, optimal excitation conditions need to be selected. It would be the best to
use the K-lines for the analytes. However, they require for these elements very
high excitation energies. For gold, for instance, the energy of the absorption
edge is 81 keV, and for the rare earth elements it is up to 65 keV. Therefore, tube
voltages of approximately 100 kV would be required. Such high tube voltages
are usually not available, and are not that easy to handle in a general-purpose
commercial laboratory instrument. Therefore, L-lines are mostly used; the
drawbacks are strong peak overlaps that can occur especially for the rare earth
elements. The samples should also not be prepared as fusion beads, since the
dilution with the glass former degrades the detection limits. A further possibility
is the enrichment of the analyte. However, this is only useful in process control,
and not for the prospecting.

The high excitation voltages required for the very low detection limits of
the heavy metals are provided by one commercially available ED instrument
(ApplNote-Rare_earth_elements n.d.). The excitation with polarized radiation,
which is used in this case, also ensures high sensitivity due to the improved
peak-to-background ratios. The Ge detector used in this instrument ensures
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Table 10.1 Detection limits for some heavy elements using K-radiation .

Elements Cd Sn Sb Cs Ba La Ce Nd

wLOD (μg/g) 0.42 0.46 0.49 0.74 0.88 1.1 1.2 1.8

Source: According to ApplNote-Rare_earth_elements (n.d.).

good detection probability for the high-energy fluorescence radiation of the
analyte elements. The detection limits for a few heavy elements that can be
achieved with this equipment are summarized in Table 10.1 (some elements
were measured for 800 seconds).

While this technique is particularly suitable for the direct analysis of samples
prepared as pressed pellets, with enriched samples both conventional EDS and
WDS instruments can be used for monitoring the exploration process. In this
case, the statistical uncertainties then essentially determine the achievable ana-
lytical accuracies.

For the quantification, usually standard-based models are used. For this analy-
sis, plenty of reference samples are available (see Table B.2.1).

The automotive industry uses over 50% of the world production of Pt, Pd, and
Rh in its catalysts. Such catalysts are applied as surface-active substances on a
large-area substrate. The substrates are often ceramic materials such as Al2O3
(Alumina) or (MgFe)2Al4Si5O18 (Cordierite) or honeycomb-shaped steel foils,
which are coated with a temperature-stable primer of CeO2, BaO, or ZrO2, on
which the catalytic elements are applied in thin layers. The high monetary value
of the catalytic elements necessitates their recycling. The average concentrations
of precious metals in catalysts are similar to that of ores.

To prepare such old ceramic catalysts for the analysis they need to be crushed
and milled. In the case of steel substrates, the catalysts are shredded, whereby the
steel parts can be separated by a magnetic separator; the brittle precious metal
coating will also be separated from the substrate by the shredding process. The
milling time of the ceramic substrates must be adjusted such that the fluores-
cence intensities of the analytes become stable (see Figure 3.7). For the analysis,
the powder can then be prepared as a pressed pellet or also as a fusion bead.
Preparation as a melt is difficult since the noble metals tend to alloy with the
material of the crucible, which can then be damaged.

Used catalysts can be contaminated by fuel additives; they must be taken into
account in the analysis.

Both WDS and EDS instruments can be used for the analyses. The analyzing
elements do not have any mutual overlapping peaks, although there may be over-
laps with the substrate elements. For the quantification, normalization can be
made to the spectral background; the Compton peak of the Rh tube cannot be
used, since Rh itself is an analyte. Alternatively, standard models are used. Stan-
dard reference samples are offered, for example, by NIST and BAM.



10.3 Soils and Sewage Sludges 221

10.3 Soils and Sewage Sludges

10.3.1 Analytical Task

Soils and dried sewage sludge have a similar consistency and can therefore be
treated, for analytically purposes, similarly. Sewage sludge is a waste product
when cleaning municipal wastewater. Non-contaminated sewage sludge con-
tains about 50–70 wt% carbon, 21–24 wt% oxygen, and 15–18 wt% nitrogen,
up to 1.5 wt% phosphorus, and up to 2 wt% sulfur. More than 2 million tons of
dried sewage sludge is generated annually. These quantities must be prepared
for further use. The high amounts of carbon suggest use as fuel, and the high
contents of nitrogen and phosphorus also as fertilizer. However, since sewage
sludge is frequently contaminated with toxic heavy metals as well as with organic
compounds, in particular halogenated hydrocarbons, a determination of these
components is necessary both for the application as fertilizer and for combustion
use. This is regulated in Germany by the sewage sludge regulation (AbfKlärV
2016).

This regulation stipulates both the maximum contamination of soils before fer-
tilization with sewage sludge and those of the sewage sludge to be applied. These
concentrations are summarized in Table 10.2. In addition, there are also spec-
ifications for the maximum concentrations of the sewage sludge with organic
compounds, which however cannot be determined by XRF.

In addition to regulating the concentrations, requirements for sample collec-
tion and analysis are also included. For the toxic metals an aqua regia digestion
according to DIN 38414, part 7 (DIN-38414-7 1983, p. 01) and an analysis accord-
ing to DIN-38406 (1998, p. 07) by means of atomic absorption spectrometry
(AAS) or inductive coupled plasma spectrometry (ICP–OES) is recommended.
However, these methods are only partially suitable for the analysis of soils and
sewage sludges as reported by Janßen et al. (1998). He found that a digestion does
not completely decompose the material; in particular, Cr and Si from the matrix
tend to be not dissolved in the digestion. This means that the concentrations of
toxic metals are determined too high, since the undissolved residues still contain
the elements to be monitored and therefore influence the analytical result. How-
ever, X-ray spectrometry completely records these contents. Therefore, in spite of
the standard, investigations of soils and sludges are preferably carried out by XRF.
If an efficient excitation by monochromatic radiation is used the required sensi-
tivities for the toxic elements can be achieved; see for example (ASTM-D-8064-16
2016 and, DIN-EN-15309 (2007-08) and ISO 18227:2014-03), and for the analysis
also of traces of U and Th (ASTM-C_1255-11 n.d.).

10.3.2 Sample Preparation

Two preparation alternatives are available for the preparation of soils and sewage
sludges for X-ray spectrometry. On the one hand, the preparation can be carried
out as a pressed pellet. For this purpose, the dried starting materials are finely
ground to <100 μm; they can then be pressed without or with only a low binder
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Table 10.2 Maximum loads of soils and sewage sludge.

Element Soils (𝛍g/g) Sewage sludge (𝛍g/g)

Cr 100 900
Cu 60 800
Ni 50 200
Zn 200 2500
Cd 1.5 10
Hg 1 8
Pb 100 900

Source: According to AbfKlärV (2016).

content. Adequate durability is ensured by the soft organic components already
present.

The other possibility is the preparation of fusion beads with lithium tetraborate
(Li2B4O7) as a glass former. The dilution of the sample must be relatively high in
order to obtain homogeneous pellets.

A comparison of the results of ICP–OES and XRF shows that due to the incom-
plete digestion as well as the loss of volatile elements, the results obtained with
ICP can be up to 15–50 wt% below the XRF results (Janßen et al. 1998).

10.3.3 Measurement Technology and Analytical Performance

For the analysis of soils and sludges, both EDS and WDS instruments are used.
The threshold values for Cd and Hg are a challenge for both instrument types.
EDS instruments can meet the requirements for Cd with methods improving
the peak-to-background ratios, for example, by excitation with monoenergetic
or polarized radiation. For Hg, better resolution WDS instruments are required
in the case of high Pb concentrations.

In addition to powerful laboratory instruments, handheld instruments were
also tested for the screening of soil samples (Lück et al. 2012). Although the
repeatability of the instruments themselves is good, several problems arise during
the analysis of real soil samples, which are mainly caused by the lack of prepara-
tion. These problems, that result in reduced reproducibility, are caused by influ-
ences from the sample moisture, of inhomogeneities as a result of different sample
densities as well as of grain size effects. The smaller the concentrations the larger
the influences are. The relatively small analyzed sample volume is contributing
to the low reproducibility. Furthermore, the sensitivity of handheld instruments
is not sufficient for the detection of extreme traces, in particular of Cd and Hg.
On the other hand, a quick screening with these instruments enables an on-site
survey of the situation on the spot without an elaborate sampling, transport to
the laboratory, and preparation.
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The achievable reproducibility during actual measurements is up to a factor
of 2 worse than the statistical uncertainty and is therefore sufficient. The true-
ness depends on the calibration. The average relative deviations are in the lower
percentage range even for the elements in the lower concentration range.

Geological standards can be used as reference samples for the analysis of soils
and sewage sludges, e.g. NIST: SRM (NIST-2709; NIST-2710; NIST 2711), the
Canadian Certified Reference Material Project (SO-1 to SO-4), or the Chinese
Institute of Geophysical and Geochemical Prospecting (People’s Republic of
China) from the GSS, GRS, and GSD series (see Section B.2).

10.4 Quartz Sand

Quartz sands are the raw material in the glass production process, for both daily
use and technical glass. The quartz sand needs to be of high purity, since impuri-
ties such as oxides of Al, K, Ca, Ti, Fe, and Zr can lead to discoloration and streaks
or inclusions in the glass. The purer the sands, the higher the prices that can be
achieved. Therefore, a continuous control of the impurities is required.

The analytical requirements for monitoring are relatively high; the Fe2O3 con-
tent should be below 50 μg/g in order to produce clean glass. For a fast analysis,
sample preparation efforts also need to be kept at a minimum. Preparing pressed
pellets has proved to be sufficient. For this purpose, the material is milled, mixed
with wax as a binder in a ratio of 5 : 1, and then pressed into aluminum rings. Care
must be taken to ensure that no contamination occurs in the process; the grinding
vessels should not contain the elements to be monitored. Owing to the hardness
of quartz, grinding tools made of tungsten carbide are being used. During the
pressing process the sample material should be protected by a thin polymer film
avoiding contact with the pressing tool made of steel.

Both WDS and EDS instruments are suitable for the analysis. In order to ana-
lyze the light elements measurements under vacuum are necessary. The achiev-
able reproducibility and trueness depend on the respective concentrations. For
measurement times of about three minutes and concentrations in the range of
<1 wt% for the elements to be monitored, relative reproducibilities of approxi-
mately 1% can be achieved. For lower concentrations in the range of 100 μg/g, the
relative reproducibility as well as the mean deviations from the certified contents
are about 10% relative.

Suitable reference samples for calibration are offered by NIST and PT (Brazil)
(see B.2.1).

10.5 Cement

10.5.1 Analytical Task

Cement is an important aggregate for building materials such as concrete or
mortar, its annual worldwide production is over 2 billion tons. Since building
materials must meet high standards with regard to their strength and stability,
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Table 10.3 Typical compositions of components for the cement production in wt%.

Oxide Raw mix Clinker Cement ASTM C114

Na2O <1 <0.5 0.08–0.45 0.05
Al2O3 3.5–4 5–6 5–6 0.2
SiO2 13–14 19.5–21 18–21 0.2
SO3 0.1–0.3 0.3–0.6 3–4 0.1
CaO 42–44 63–66 62–64 0.3
Fe2O3 1.6–2 2–3 2–2.5 0.10

the composition of their most important binding agent, cement, is standardized
including the methods for its determination (see for example ASTM-C_114 2015;
Frechette et al. 1979). This however only controls the composition of the finished
product, and not of its starting materials. However, the analysis of the feedstock
is equally important in cement production.

Cement is produced from a finely ground mixture of limestone, marl, sand, and
iron oxide-containing substances. Under the constant increase of temperature in
large rotary kilns, the material undergoes several chemical reactions. At a temper-
ature of around 1450 ∘C it is burned into a clinker. The clinker is then ground with
slag sand, limestone, and gypsum to cement. This material hardens by hydration,
i.e. when it comes into contact with water. Depending on the additives, different
hardnesses are achieved.

The elements to be monitored during cement production are Na, Mg, Al, Si,
P, S, K, Ca, Mn, and Fe. The typical ranges of the most important oxide con-
tents are given in Table 10.3 for the raw mix, clinker, and cement. Furthermore,
the last column in the table lists the maximum allowable differences between
double determinations on the same sample; the values are according to ASTM
C114. These values illustrate the high demands on the repeatability and accuracy
requirements of the analyses and are necessary for a clear assessment of cement
quality.

The analyses of the starting materials are not time critical; they can be car-
ried out on materials in inventory. On the other hand, the monitoring of the
production is time critical; a feedback as short as possible is necessary for effec-
tive process control. As for the quality control of the finished product the time
requirements are again not very critical, since the cement is available well in
advance before delivery.

10.5.2 Sample Preparation

Depending on the requirements of the analysis quality and the available time, the
samples can be prepared as pressed pellets or as fusion beads. The high number of
analyses as well as the short response times in process monitoring often require
rapid sample preparation.

For the production of pressed pellets, the material to be analyzed is finely
ground. Since the main components of cement are light elements, considerable
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grain size effects can be expected. The grain size of the milled samples should,
therefore, not only be sufficiently small, recommended at <63 μm, but also the
distribution of grain sizes between samples to be analyzed should be the same,
i.e. both for reference and unknown samples. The sample powder is mixed in a
5 : 1 ratio with a binder, usually wax, and then pressed at 200 kN for 30 seconds.
For better stability the pellets can be pressed in aluminum cups; however, pellets
pressed without this additive are sufficiently durable as well. If the material
was dried before pressing, the measurement should start shortly after the
preparation; otherwise, the material can absorb moisture causing the pellet to
expand and crack.

For quality monitoring of the final product, fusion beads are recommended. To
avoid any influence of moisture on the sample and the analyses results the sample
as well as the glass former should be dried for several hours at about 105 ∘C. After
a heat treatment of the sample at about 950 ∘C for about one hour, the loss of
ignition can be determined gravimetrically. A mixture of 34% lithium metaborate
(LiBO2) and 66% lithium tetraborate (LiB4O7) in the ratio of at least 1 : 5 is mixed
as a glass former and then melted as described in Section 3.4.4. The amounts
of sample and glass former used depend on the diameter of the fusion bead but
must always be the same for the reference sample and the unknown sample. The
sample thickness should be at least 5 mm.

The production of fusion beads takes a relatively long time, but prevents influ-
ences of sample inhomogeneities, grain sizes, and mineralogical effects and thus
permits high analytical accuracy.

For production monitoring in the cement industry, sample preparation will
often be carried out by automatic systems. This guarantees reproducible sample
type and high throughput.

10.5.3 Measurement Technology

For the element analyses, both EDS and WDS instruments are used, as well as
sequential and even simultaneous measuring instruments. The decision on which
instrument class to use is determined by the analytical requirements with respect
to the analysis time and accuracy. EDS instruments have sufficient resolution to
separate all elements of interest. In order to achieve comparable statistical uncer-
tainties for all elements to be verified, it is useful to operate EDS instruments
at different excitation conditions. This increases the analysis time but improves
accuracy.

For WDS instruments, the measuring times for a sequential measuring
spectrometer can be set to the accuracy requirements for each element. The
measurement times are still relatively long – they can range up to 1000 seconds.
This time can be significantly reduced with simultaneous measurement spec-
trometers, where intensities for all elements of interest are acquired at the same
time. The measurement time is then determined by the smallest statistical error
that needs to be achieved for the element with the smallest mass fraction or
lowest excitation efficiency. In this case, measurement times in the range of
30–60 seconds are usually enough.
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When WDS instruments are used for the analysis of sulfur, one has to pay atten-
tion to using the correct peak position. It differs for sulfide and sulfate compounds
and in the case of an incorrect measuring position this can lead to errors. When
using an EDS instrument, the small shifts in peak position are compensated by
the integration over the peak area.

10.5.4 Analytical Performance

The analytical performance is influenced by the type of sample preparation. The
spectrometer type influences reproducibility and trueness.

The repeatability can be determined by repeated measurements of the same
sample. EDS instrument measurements on pressed pellets and fusion beads
of the same material are compared in the first two columns of Table 10.4
(ApplNote-WDXRF_Cement n.d.). The measurements were repeated ten times
using the same measurement time and the relative standard deviations were
determined.

One can find that for measurements with EDS instruments for pressed pel-
lets the repeatability is better, in particular for the light elements. This can be
explained by the relatively high dilution of the analytes in the fusion beads result-
ing in a larger statistical error.

The third column lists the standard deviations for repeatability measurements
for fusion beads, measured with a sequential WDS instrument. For the light ele-
ments these are comparable to the results on the pressed pellet, and for the heav-
ier elements they are slightly better. This means that the use of an EDS instrument
is adequate for cement analyses (ApplNote-EDXRF-Cement_Pressed_Pellets
n.d.; ApplNote-EDXRF_Cement_beads n.d.; LabReport-XRF_079 n.d.;
LabReport-XRF_093 n.d.).

The last column in Table 10.4 shows the relative standard deviations for
repeated measurements over a longer period of time, i.e. the stability of the
analysis. This characterizes the stability of the analytical process. The values

Table 10.4 Relative standard deviations of repeated measurements for samples
that were prepared separately.

Instrument type Energy-dispersive
Wavelength-dispersive

(only fusion beads)

Oxide
Pressed
pellet (%)

Fusion
bead (%)

Repeatability
(%)

Stability
(%)

Na2O 2.0 10.3 2.3 3.6
Al2O3 0.3 0.42 0.3 0.4
SiO2 0.1 0.15 0.16 0.12
SO3 0.1 0.30 0.32 0.2
CaO 0.1 0.10 0.05 0.03
Fe2O3 0.1 0.10 0.05 0.04

Source: According to LabReport-XRF_079 (n.d.) and LabReport-XRF_093 (n.d.).
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are approximately within the range of the repeatability results, which means
there are no further influences on the analyses results. If there would be such
influences, they could possibly be corrected by means of monitor measurements.

Various reference samples are available for calibration. For example, SRMs
1880–1889 from NIST or others from NCS can be used (see Section B.2.1).

10.5.5 Determination of Free Lime in Clinker

Clinker is a starting product in cement production, which contains various Ca
compounds, for example, calcium silicates (CaO⋅SiO2), calcium alumino ferrite
(CaO⋅[Al2O3, Fe2O3]), and free limestone (CaO). The free calcium is important
for the quality and the production of cement. The optimum content should be
in the range of 1–1.5 wt%. It is difficult however to determine the percentage of
a particular Ca compound in a mixture with other Ca compounds from just the
fluorescence intensity only.

Combining XRF and X-ray diffraction, the determination of the contents of
the different phases in the clinker in particular the determination of free lime
is possible. However, this is possible for example with multichannel spectrom-
eters, which are supplemented by a separate channel just for the measurement
of a diffraction line (LabReport-XRF_094 n.d.). The tube radiation is diffracted
on the crystallites of CaO. By measuring the intensity of this diffracted radiation,
the determination of the content of free lime becomes possible. For measurement
times of 60 seconds the detection limits can be within the range of <100 mg/kg.
The analytical results of this method deviate less than 5% relative when compared
to chemical analyses; its reproducibility is better than 1%.

10.6 Coal and Coke

10.6.1 Analytical Task

Coal is an important energy source and is used both for heating and, above all, for
generating electrical energy. In the field of metallurgy, coal is, to date, the most
important reduction agent for refining metals, for example, iron, from the cor-
responding ores. Coal is a sedimentary rock produced by the carbonization of
plant residues. The most important component of coal is therefore carbon. But
other elements are also deposited in the sediment. They form the ash portion of
coal and, like the water content, reduce the heating value of the coal. Depending
on the degree of carbonization, brown coal, hard coal, and anthracite are distin-
guished from each other. With increasing carbonizing, the contents of moisture
and liquid components are reduced and thus the heating value increases.

Coke is predominantly made from low-ash coal by a pyrolytic process, i.e. by
heating, with the exclusion of oxygen. This results in a high carbon material with
a high specific surface area, which has low gas content, and is used, for example,
in the production of iron.

The heating value is crucial for the value of coal. Therefore, the analysis of
moisture, of the ash content, but also of elements that can be released during
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combustion and that can pollute the environment, for example phosphorus or
sulfur, is required. Because of the high importance of coal, the corresponding
analytical methods are standardized.

The main elements to be analyzed in coal are Na, Mg, Al, Si, P, S, K, Ca, Ti, Mn,
and Fe as oxide; traces of interest are V, Cr, Co, Ni, Cu, Zn, As, Sr, Ba, and Pb.
Further traces can also be present.

Coal often has a high moisture content; its determination is regulated in
DIN-51718-06 (2002) or ASTM-D_3173-17 (2017). In this case, a gravimetrical
method is used by drying the material. For the determination of the surface
moisture, drying takes place at approximately 30 ∘C until no change in mass
is measurable; for the determination of the hygroscopic moisture, subsequent
drying takes place at about 106 ∘C for three hours. The mass differences are
attributed to the vaporized moisture.

According to DIN-51719-07 (1997), the ash content is also determined gravi-
metrically, after the coal sample has been ashed in a muffle furnace, first at 500 ∘C
and then for at least for one hour at 815 ∘C. In this way, only the total ash content
can be determined, but not its composition.

The volatile constituents can also be determined gravimetrically after coking
the coal under air exclusion for about 10 minutes at about 900 ∘C.

The content of combustible material can then be determined from the dif-
ference in weight of the initial sample and the content of moisture, the volatile
elements, and the ash content.

These methods, however, only give summary information; a determination of
the mass fractions of the different elements is not possible. For this purpose, XRF
can be used, for both the raw and ash material.

In addition to being used as a fuel, coal is also used in industrial processes or
in analytics, for example as electrode material in various electrolytic processes or
as sample holder for various analytical methods. For these purposes, the purity
requirements for the material are particularly high in order to avoid contamina-
tion in the processes. For this reason, special procedures for the preparation of
the material may be necessary.

10.6.2 Sample Preparation

The preparation of carbon samples is often carried out as pressed pellets. First,
the material must be dried as described above and then ground. For pressing,
the sample is mixed with a binder (e.g. wax) in a 4 : 1 ratio and then pressed
with 200 kN. The sample thickness should be relatively large, or the sample mass
should always be the same since the absorption of higher energy fluorescence
radiation in the light coal matrix is low. To get adequate reproducibility, both
references and unknown samples should have the same mass; another possibil-
ity is to add a heavy element, for example Cr oxide, to increase the absorption.
Depending on the type of coal, these pressed pellets have different mechanical
stabilities.

The sample can also be prepared as fusion beads. For this purpose, however, a
significant sample quantity must be incinerated. For a relatively low ash content
of, for example, 4% and an initial weight of the ash of 0.6 g for a fusion bead,
at least 30 g of coal must be incinerated to produce two samples for a repeat
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determination. To produce a pressed ash pellet with a weight of 5 g at least 125 g
of raw material must be incinerated. It is important to take into account the fact
that not only carbon but also other volatile elements are lost during incineration
and therefore cannot be considered for the analysis.

Pressed pellets can be produced directly from the ash after grinding; if neces-
sary, a binder can be added. For the production of fusion beads, the glass for-
mers depend on the composition of the ash; Li2B4O7 is more suitable for more
CaO-containing ashes, and LiBO2 is more suitable for ashes containing Al2O3
and SiO2.

Coal ashes usually have a very low density, so that at a sample material weight
of 0.6 and 5 g of flux, the crucibles are largely filled. Accordingly, the digestion
process must be carried out very carefully in order to avoid any material losses.

The analysis of ash is necessary in order to decide the possibilities for further
use as, an additive to cement or as insulation material, which is dependent on the
composition.

10.6.3 Measurement Technology and Analytical Performance

The analysis can be carried out by either EDS or WDS instruments. Except the
carbon content, all the other elements of interest can be determined with suf-
ficient precision by XRF. Their concentrations are high enough that no extreme
trace sensitivity is required. Still, using different excitation conditions is useful
for good precision using EDS instruments. The detection limits for the oxides
of the elements for a total measurement time of approximately 1000 seconds are
shown in Figure 10.2. This sensitivity is sufficient to fulfill all requirements for
coal analysis.

The reproducibility of the analysis is characterized by the relative standard
deviations of repeated measurements and depends on the concentrations of the
different elements. For oxides with higher concentrations, they are in the range of
<0.3%, but for oxides with smaller concentrations and for oxides of light elements
they are in the range of 1%. The analytical accuracies can be determined by the
mean deviations of analytical results of repeated analyses of reference samples.
The relative mean deviations for the different elements are about twice as large
as those of measurements under repeatability conditions except for the very light
elements. Here, grain size effects are more pronounced, in particular in the case
of pressed pellets (ApplNote-Coal n.d.).

Figure 10.2 Limits of
detection for element oxides
in coal for EDS instruments
and for pure elements with
WDS instruments. Source:
According to ApplNote-Coal
(n.d.).
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To achieve sufficient sensitivities when analyzing coals for industrial use,
the use of WDS instruments is recommended. To avoid the loss of volatile
elements, the samples can only be prepared as pressed pellets. The better energy
resolution of WDS instruments, especially for the light elements, makes it
possible to improve the detection limits down to the sub-parts per million range
(LabReport-XRF_115 n.d.; DIN-ISO-12980 2000).

Standard-based models are used for quantification. Matrix effects can be well
compensated by normalization to the Compton intensity. Standard samples
among others are issued by NCSCRM, NIST, and MINTEK, see Section B.2.

10.7 Ferroalloys

10.7.1 Analytical Task

Ferroalloys are iron alloys with very high concentrations of the alloying element.
They are added during the steel-making process in order to obtain the desired
elemental compositions of the material.

Typical ferroalloys are ferro-silicon (FeSi), ferro-chromium (FeCr), ferro-
manganese (FeMn), silico-manganese (SiMn), electrolyte manganese (Mn),
manganese metal (Mn), ferro-niobium (FeNb), ferro-molybdenum (FeMo), and
molybdenum dioxide (MoO2).

Ferroalloys are additives for the smelting of ores; they are produced in large
quantities. The exact analyses of their contents are necessary in order to correctly
determine the required alloying amount to achieve the desired steel composition,
but also for the determination of the material price.

Typical compositions of the main ferroalloys are summarized in Table 10.5. In
addition to the main components, several additional elements are of analytical
interest since they can influence the composition of the final product.

10.7.2 Sample Preparation

Ferroalloys are usually produced as coarse-grained granulates, which in some
cases can be very hard. Examples of ferroalloys with different grain sizes are
shown in Figure 10.3.

Table 10.5 Concentrations of typical ferroalloys in wt%.

Ferroalloy Fe-Si Fe-Cr Fe-Mn Fe-Nb Fe-Mo

Al 0.3–2.5 0.5–2
Si 40–75 0.05–2 0.1–2.5 0.2–2.5
Ti 0.2–8
Cr 70–85
Mn 0.1–1 50–80 0.2–2
Fe 25–60 15–30 20–50 45–35 30–35
Nb 50–65
Mo 65–70
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Figure 10.3 Ferroalloy with
different grain size.

To correctly characterize a large amount of a ferroalloy it is assumed that the
available laboratory sample sufficiently represents the entire material to be ana-
lyzed.

The method of sample preparation depends on the required analytical accuracy
and the time available for the analysis. Since the sample material usually exists
as solid pieces, crushing with subsequent grinding is necessary. In principle, the
sample material should have a grain size of<160 μm. If the material is ground to a
smaller grain size, there is a risk that during the grinding process the material will
heat up and absorb oxygen. Experiments have shown that the oxygen content in
ferro-vanadium can increase from 0.3% to 3% by grinding for too long. The oxida-
tion correlates to the temperature of the grinding vessel. For the abovementioned
fineness, only a short grinding time of approximately 30 seconds is required, so
that the mill hardly warms up and oxidation is negligible.

Vibration mills or ball mills are suitable for the grinding process. The grinding
tools should be sufficiently hard to achieve adequate grinding, and at the same
time produce only a negligible amount of abrasion. Of course, the milling tools
should not contain elements that are the analytes in order to avoid contamina-
tion. For ferroalloys grinding tools made of tungsten carbide (WC) fulfill these
requirements. In order to obtain solid and stable pellets a binder should be intro-
duced during the grinding process. The most commonly used binder is pure wax
or cellulose, which is added in a mass ratio of 1 : 4 to the sample. Pressing is carried
out at pressures of 200 kN. When using pressed pellets, influences from surface
irregularities as well as from grain size and mineralogical effects can influence
the analyses results.

A tried and tested preparation technique is the remelting of ferroalloys in an
inert atmosphere. For this purpose, weighed sample amounts are placed in layers
with pure iron into a ceramic crucible (Figure 10.4). The crucible is lined with
an additional protective layer of refractory material to increase its temperature
resistance. For the remelting process, an induction furnace should be used, which
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18 g Steel chips

18 g Steel chips

Comprit coating

12 g Ferro alloy

Figure 10.4 Crucible for
remelting ferroalloys.

can achieve the required melting temperatures of about 1500 ∘C within a very
short time. The melt can be poured into a round sample mold. The solidified
specimens can then further be prepared like any steel sample.

Since the alloys are usually available for a sufficiently long time prior to their
use in the metallurgical process, preparation time is not critical and very often
the material is prepared as a fusion bead. Their better homogeneity as well as
elimination of mineralogical effects improves the analytical results. For the melt
digestion, the sample material is therefore mixed with an oxidizing agent and a
glass former.

The choice of oxidizing agents and glass formers to use, as well as their mix-
ing ratios with the sample and the optimal temperature cycle, depends on the
respective ferroalloy. Examples of the common ferroalloys are summarized in
Table 10.6. As an example, the process for the digestion of ferro-silicon is shown
schematically in Figure 10.5.

The costly and time-consuming procedures described for the sample prepara-
tion were the reason to test simpler preparation techniques, such as the mea-
surement of a powder deposit. It was shown that there are strong influences due
to particle size as well as the material structure. Satisfactory analytical results
however can be achieved by a modified preparation procedure, when the particle
size is <100 μm. This must be ensured by a sufficient milling time. Then segrega-
tions of the different phases can be avoided. Tests of this preparation method by
repeated full analyses of a standard sample have shown that the trueness of the
XRF measurements with this simplified preparation technique is comparable to a
wet chemical analysis and the repeatability is only slightly worse compared to the
wet chemical results (see Table 10.7; Saiz-Zens et al. 1998). With this technique
the analytical results can be achieved with acceptable accuracy, much faster and
with less effort.

10.7.3 Analysis Technology

Usually WDS instruments are used either sequential or multichannel instru-
ments, depending on the respective laboratory availability. In the case of
multichannel instruments, they need to have measuring channels available for
all elements to be analyzed.
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Table 10.6 Digestion procedures for different Ferroalloys.

Ferroalloy Sample weight Pre-oxidation and pre-melt Digestion

Fe-Si 0.500 g Na2CO3 + 2%
NaNO3

1.000 g CaCO3

0.300 g sample

Pre-oxidation at lower
temperature for
approx. six to seven
minutes, then cover for
about seven minutes

Compress oxide and
melt for 10 minutes at
1150 ∘C w/o cover,
after cooling add 5.00 g
Na2B4O7, melt again at
1150 ∘C, homogenize
by pivoting, pour into a
preheated Pt-mold

Fe-Cr 5.000 g Na2B4O7

0.500 g KNO3

0.750 g NaNO3

0.500 g Na2CO3

0.200 g sample

Pre-oxidation at 800 ∘C
for 15 minutes
Pre-melting at 900 ∘C
for 10 minutes

1100 ∘C for 15 minutes,
homogenize by
pivoting, pour into
preheated (750 ∘C)
molds, cool down
slowly

MoO2 5.000 g Li2B4O7

0.200 g sample
Pre-melting at 1000 ∘C
for three minutes

1100 ∘C for 12 minutes,
pouring into preheated
(750 ∘C) molds, cool
down slowly

Fe-Mn, Si-Mn Method 1
5.000 g Li2B4O7

0.500 g KNO3

0.050 g Na2CO3

0.200 g sample

Method 2
0.200 g sample mixing
in 1.000 g V2O5, place
in a mold of 8.000 g
Li2B4O7, adding of five
drops of LiBr

Pre-oxidation at 700 ∘C
for 15 minutes
Pre-melting at 900 ∘C
for 10 minutes

Pre-oxidation at 700 ∘C
for 15 minutes
Pre-melting at 900 ∘C
for 10 minutes

1150 ∘C for 15 minutes,
homogenize by
pivoting, pour into
preheated (750 ∘C)
molds, cool down
slowly

Same for both methods

Fe-Mo 0.500 g CaCO3

0.100 g Na2CO3

0.100 g NaNO3

0.300 g sample
Cover with 0.500 g
CaCO3

Pre-oxidation
900 ∘C for five minutes

1150∘C for six minutes,
homogenize by
pivoting, pour into
preheated (750 ∘C)
molds, cool down
slowly

Fe-Nb 6.000 g Li2B4O7

for a mold
0.700 g oxidation agent
from KNO3, NaNO3,
SrNO3, NaJO3 (in a
relation of 1 : 1 : 1 : 1)
0.200 g NaCO3

0.250 g sample

Pre-oxidation at 900 ∘C
for 15 minutes
Pre-melting at
950 ∘C for 10 minutes

1100 ∘C for 15 minutes,
homogenize by
pivoting, pour into
preheated (750 ∘C)
molds, cool down
slowly
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Automatic fusion

0.5 g CaCO3
0.05 g NaNO3
0.2 g Sample
         mixed 

Covering with
0.5 g CaCO3

Oxidation in a
muffle furnace

900 °C

Adding 5 g Na2B4O7
and mixing

Figure 10.5 Process scheme for the digestion of ferro-silicon.

Table 10.7 Analyses results of ferro-silicon using
powder samples in wt%.

Element Si Fe

Certified 71.6± 0.3 23.3± (0.2)
XRF (loose powder) 71.3± 0.5 21.9± 0.5
Wet chemical 71.7± 0.2 23.3± 0.2

10.7.4 Analytical Performance

Typical measurement times of sequential spectrometers for the analyses of fer-
roalloys are 60–100 seconds per element; this results in a total measurement time
of at least 10–15 minutes for 15 analyte elements. The optimum measuring con-
ditions can be set for each element in order to achieve similar statistical uncer-
tainties. For a simultaneous measurement, the measuring conditions are identical
for all elements. The excitation conditions and collimator size must be selected
so that no saturation effects occur, and the measurement time must be selected
to achieve the desired statistical uncertainties.

For evaluation, standard-based models are preferred, since the matrix interac-
tions can be large, and a high analytical accuracy is required. Standard samples
are offered by various suppliers, including NIST, NSC, BAS, and others, see
Section B.2.
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The achievable reproducibility is largely determined by the statistical uncer-
tainty. The relative standard deviations for repeated measurements can range
from 0.1% to 0.5%. If the entire analysis is carried out repeatedly, including the
preparation as fusion beads, the standard deviations for the main components
are of the same order of magnitude. However, the deviations for secondary com-
ponents, in particular for light elements such as Na, Al, or Ca, can be signifi-
cantly greater. The trueness for the main components ranges from 0.2% to 0.5%;
for the secondary components the results can deviate as much as 5% (see also
LabReport-XRF_105 (n.d.); ApplNote-Ferrosilicon n.d.).

10.8 Slags

10.8.1 Analytical Task

Slags are by-products in metallurgy, which are produced in considerable quanti-
ties during most metallurgical processes. Slags have a glassy to porous structure.
They are composed of different oxides and usually form a thin layer on top of the
metal bath. Depending on the metallurgical process, various slags are produced;
they can be distinguished by their composition. In all cases, slags contain high
contents of Mg, Al, and Si oxides; they also always contain metallic components
that diffuse into the slag during the various process steps. This consequently leads
to a depletion of the melt.

Typical additional analytes are P, S, K, Ca, Ti, Mn, Fe, and Zn. Depending on the
ores, secondary materials, and melting technology used, traces of several other
elements can be of interest.

Slags are removed from the metal bath and can be used for various purposes
after cooling and breakup. Depending on the source of the slags, their use is pos-
sible as fertilizers, as an admixture in the cement production, or in road substruc-
ture construction. Since slags have high hardness and, due to their porosity also
good heat insulation, they are also used in road surfaces or house construction.

In order to monitor and control the metallurgical process, but also to ensure
the quality of the slag for their various applications, their composition needs to
be analyzed.

10.8.2 Sample Preparation

Analyses for process monitoring have to be fast; therefore the slags are most often
only crushed, ground, and measured as loose material poured into a sample cup
or mixed with a binder in a ratio of 5 : 1 and then pressed to a pellet in the same
way as powder samples are.

Crone et al. (2005) carried out investigations solely on how to collect samples
from a blast furnace slag to get an instrument sample that can be measured imme-
diately without further preparation. For this purpose, the sample was directly
skimmed from the melt, which then solidified in the sampling probe. The pro-
cedure is shown in Figure 10.6a; Figure 10.6b shows both the probe and a solidi-
fied sample. Measurements of samples taken repeatedly show that because of an
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(a) (b)

Figure 10.6 Sampling of a slag sample from the melt with a sampling probe (a), probe head,
and a glassy solidified sample (b).

incorrect cooling process, it is possible that crystallization of the sample occurs.
Investigations of the homogeneity show only small variations in the concentra-
tions; however, they can be overcome by analyzing relatively large sample areas.
This preparation technique saves a lot of analysis time and cost.

For more accurate, but not time critical analyses, the material is prepared as
fusion bead. Therefore, the material is ground to grain sizes less than 0.1 mm and
mixed with sodium tetraborate (Na2B4O7) as well as potassium nitrate (KNO3) as
fluxes in a ratio 1 : 12 : 1. After heat treatment at about 1200 ∘C for 10–15 minutes
the melt can be poured into a mold. As expected, the reproducibilities of the
results for pressed pellets and fusions beads are better than for loose powders
but in general the differences are negligible (Doujak et al. 2002).

10.8.3 Measurement Technology and Analytical Accuracy

Both WDS and EDS instruments can be used for this analytical task. Bianchi et al.
(2002) showed that the results are comparable when the measurement times are
sufficient.

The achievable analytical accuracies depend on the type of sample preparation.
They differ for loose powders, pressed pellets, and fusion beads. Table 10.8 shows
the relative standard deviations for the three different preparation techniques for
a few element oxides. They were determined by repeated measurements of a ref-
erence sample. As expected, the bulk powder sample shows the largest variation.
The repeatabilities for the other two preparation methods are comparable, but
are, as expected element dependent.
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Table 10.8 Relative standard deviation 𝝈rel of repeated measurements of slag samples,
depending on preparation technique.

Element MgO Al2O3 SiO2 P2O5 CaO TiO2 MnO Fe

Sample mass fraction (wt%) 2.3 1.98 16.0 2.18 51.9 0.77 5.28 15.5
Loose powder (%) 2.9 2.5 1.0 1.7 0.8 2.9 1.7 1.35
Pressed pellet (%) 0.4 0.4 0.5 0.4 0.2 0.2 0.2 0.15
Fusion bead (%) 2.0 1.9 0.3 0.3 0.3 0.7 0.3 0.25

Source: According to Bianchi et al. (2002).

The trueness of the analyses not only depends on the preparation technique
but also on the calibration. For the analysis of pressed pellets, the relative
uncertainties of the main components are in the range of 1%. The uncertainties
of the secondary components can reach up to approximately 5% (see also
ApplNote-Slags_Pellets n.d.; LabReport-XRF_053 n.d.).

Reference samples for the analysis of slags are offered by NIST, NSC, Fluxana,
and others (see also Section B.2.1).

10.9 Ceramics and Refractory Materials

10.9.1 Analytical Task

Ceramic materials that exhibit high strength up to temperatures of 1500 ∘C are
referred to as refractory materials. These are ceramic materials, which consist
predominantly of oxides of Mg, Al, Si, Ca, Cr, or Zr, but carbon or carbides can
also be added. Refractory materials are mainly used as furnace linings in various
production processes, for example, in the metallurgical industry or in manu-
facturing of glass. Owing to their high strength in association with their high
temperature compatibility, the materials are also used as cutting tools. Typical
concentrations of refractory materials are given in Table 10.9. Traces of Cr, Y, Zr,
Hf, and Ce can be found as well. The concentrations of the individual oxides can
vary a lot, which makes a standardized analysis very difficult.

The requirements for refractory materials are becoming ever higher with
regard to their temperature range of use or their durability. Therefore, a con-
tinuous monitoring of the material quality is required. This applies to the raw
materials, which usually are of geological origin, but above all to the finished
products to ensure their product quality. For specific requirements, the raw
materials are very often synthesized in order to ensure the required product
properties by virtue of their sufficient purity.

10.9.2 Sample Preparation

Preparation as fusion beads is the preferred method. The main components of
refractory materials are oxides of light elements, which are very hard. Grinding
the material finely enough to prepare powder pellets is therefore difficult. Fusion
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Table 10.9 Mass fractions ranges of refractory materials.

Oxide Na2O Al2O3 SiO2 K2O CaO TiO2 Fe2O3

Content (wt%) 0.05–10 1–99 1–99 0.01–5 0.01–70 0.01–5 0.01–30

Table 10.10 Results of repeated measurements on a refractory.

Oxide Al2O3 SiO2 K2O TiO2 Fe2O3

Nominal (wt%) 83.84 10.34 0.07 3.70 1.51
𝝈nominal (wt%) 0.23 0.16 0.007 0.015 0.057
Analyzed (wt%) 84.04 10.35 0.05 3.65 1.55
𝝈analysis (wt%) 0.047 0.042 <0.001 0.009 0.028
𝝈rel (%) 0.056 0.41 <0.001 0.26 1.78

Source: According to Körber (1998).

beads not only ensure a very even sample surface with a homogeneous depth pro-
file, but grain size effects are also prevented. For the fusion process the material
should be sufficiently crushed. Sufficiently hard grinding vessels and tools should
be used that do not contain any analyte elements. For this reason, often tungsten
carbide is used. When analyzing W, Ni, or Co, corrections in order to account
for abrasions of the grinding tools might be necessary. The grain size should be
at least less than 63 μm after milling. The sample material is dried at 105 ∘C, and
then mixed with Li2B4O7 as flux in the ratio of at least 1 : 10. For challenging con-
ditions, for example, for materials containing SiC or Cr2O3, adding of Na3PO4 or
NaNO3 as well as a higher dilution of the sample with the flux is useful. The melt-
ing process should be carried out for about 10 minutes at temperatures of at least
1200 ∘C. The preparation procedure is described in detail EN ISO 12677:2011.

10.9.3 Measurement Technology and Analytical Performance

For the analyses of refractory materials usually WDS instruments are used, since
the analytical focus is on the light elements. The better low-energy resolution
of the instruments, in particular the higher fluorescence intensities due to the
improved peak-to-background ratios, achieves smaller statistical errors.

Körber (1998) published repeated measurements made on refractory reference
material that was individually prepared for every measurement. The results of
three repeated analyses are summarized in Table 10.10.

The first two rows indicate the nominal values of the reference sample as well
as the permissible standard deviations in accordance with DIN-EN-955-5 (n.d.).
The following rows of Table 10.10 are the results of the repeated measurements.

The mean values of the concentrations, calculated using calibration with
standard-based models, agree well within the permissible standard devia-
tions. The standard deviations of the repeated measurements (fourth row) are
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significantly smaller than the ranges specified by the DIN standard. The very
small relative standard deviations (last row) show the high precision that is
typical of XRF, not only for the individual measurements but also over the entire
working range of the analytical method.

In addition to the use of standard models, standard-less fundamental
parameter-based quantification models were also tested (Flock et al. 2008).
The advantage of fundamental parameter-based models is their high flexibility,
mainly when the composition of the analyzed materials is in question, which
is important for refractories due to their highly varying compositions, but
also with regard to the excitation conditions of the X-ray measurements. If
the incident spectrum is known, quantification can be carried out at varying
excitation conditions. The standard-less analyses were carried out on fusion
beads prepared with lithium tetraborate. A comparison of the analytical results
shows that satisfactory results for the main components can be achieved with
fundamental parameter models; using standards in the quantification process
does not lead to significant improvements. The accuracy is however limited
for the secondary components and especially for traces when compared to
standard-based analyses.

10.10 Dusts

10.10.1 Analytical Problem and Dust Collection

Dusts are liquid or solid components of the atmosphere, which may be of natural
origin caused by erosion, volcanic activity or fires, but also of manmade sources,
such as road and rail traffic or industrial sources. The distribution of the dusts
depends on the individual weather conditions as well as on the intensity of the
dust source and their altitude. Monitoring the dust load may be necessary for a
variety of reasons, such as assessing the health hazard, to gauge the effectiveness
of dust reduction, or to monitor compliance with certain limits of dust exposure.
The analytical problem is always the same, determining the qualitative and quan-
titative composition of the dusts. The analytical methods however can be very
different. They are determined by the amount of dust available for the analysis as
well as by its composition. In addition to the actual measurement, the collection
of the dust and its preparation must also be factored in. Some examples of the
analyses of dusts, as a function of the dust load, are discussed below.

Very low dust loads can occur far away from manmade sources or in a particu-
larly clean atmosphere, such as clean production rooms. Throughout their moni-
toring, the dust concentrations are very low; therefore their analysis also requires
very sensitive analytical methods. In this case, total reflection X-ray spectrometry
(TXRF) can be used. For this purpose, small sample quantities can be collected
directly, on the sample carrier, for example by deposition in an impactor. Then
the direct qualitative as well as quantitative analysis of the dusts is possible. Com-
parable analyses are described in Section 12.4.2.2.

Medium dust loads can occur during environmental monitoring in urban areas
or also in workplaces with lower dust loads. In order to determine the dust load
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in these areas and to have a sufficient amount of material for the analysis, larger
quantities of air are pumped through a separation system via a dust collector and
the dust is collected on filters. Different filters are used:

• Surface filters where the dust particles rest on the filter, such as membrane
filters, Teflon® filters, or nitrate cellulose filters.

• Depth filters where dust particles infiltrate the filter, such as glass fiber or paper
filters. When using depth filters, their influence on the matrix interaction dur-
ing an X-ray analysis must be taken into account. Radiation of lighter elements
is more readily absorbed, especially when the dust particles penetrate deep into
the filter.

The filter can then be directly measured for the analysis. When measuring,
make sure that the filters are flat and in the same position as a solid sample to
avoid variations in intensity due to different distances of the sample to the spec-
trometer. In addition, the blank value of the filter material must also be factored.
This means that the filters must be clean, should not contain elements that are
expected in the dust, and their composition should not change from batch to
batch. It is therefore recommended to measure the unloaded filters to clearly
identify the differences between the loaded and unloaded filters. The spectra of a
loaded filter and a blank filter are shown in Figure 10.7.

The collected amount of dust can be gravimetrically determined, i.e. from the
weight difference between the loaded and the unloaded filters.

A further possibility is the ashing of the filters, for example in an oxygen plasma.
The ash can then directly be analyzed, for example as a pressed pellet. Another
possibility is adding nitric acid and an internal standard to the ash. This would
allow for the analysis by TXRF (see Section 12.4.1), which can then provide not
only qualitative but also quantitative information about the dust composition
(Schmeling et al. 1995).
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Figure 10.7 Spectra of a blank and a loaded filter.
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Figure 10.8 Element distribution along the trace of collected dust.

The advantage of XRF for this task is the simple preparation and measurement
of the samples. However, quantifications are being complicated by the influence
of the filters on the measured intensities and by the lack of appropriate reference
samples. One way of producing standards is to deposit small particle powders
of known composition onto the filters. Geological standards can be used for this
purpose, but they do not correspond to the actual compositions of dusts. For the
preparation of the reference sample, filters with real dust loads are also analyzed
by means of alternative methods, such as ICP. For this purpose, homogeneously
loaded filters are divided into several parts; one is used for the analysis with ICP,
and the others can be used as reference for the XRF analysis.

For heavier loads it may also be interesting to examine the chronological
sequence of the emissions and thus the dust loads (Lienemann 2009). For this
purpose, the collected dusts are deposited on a tape that changes the deposition
position with time. This creates traces that represent the time-based sequence of
the load. An example of the deposition of urban dust over a period of 24 hours is
shown for some elements in Figure 10.8. The recordings start at night with low
loads; in the early morning hours, the first higher loads are noticeable, perhaps
from the emission of heating or power plants. At approximately 7.00 a.m., the
load increases significantly from the emissions of road traffic, and in the evening
at around 8.00 p.m. the load decreases again.

The absolute quantity of dust is also important for the assessment of the haz-
ards. A person breathes on average about 170 l/h of air. During the collection of
dust, much higher throughputs – up to 100 times more – are targeted to be able
to collect a sufficient amount of dust for an analysis in reasonable time.

In work environments, relatively large amounts of dust can be generated. Here,
it is important not only to determine the chemical composition but also the par-
ticle size distribution – their respirability affects the potential health risk. At
workplaces also larger particles can be generated, but these cannot reach the lung.
However, smaller particles with sizes of less than 10 μm are respirable and are
therefore a health hazard. With cascade impactors a size separation of the dust
particles is possible. In a cascade impactor the air stream is channeled through a
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series of spray valves of different sizes onto impacts plates. Only particles with
inertia above a certain threshold value will be deposited on the impact plate;
smaller particles will flow around the initial impact plate until their inertia is large
enough to be collected by the next impact plate. After collecting the dust from the
impact plates, it can be analyzed. The appropriate preparation method depends
on the collected amount of dust or collection time.

Another possibility for separating the dust particles by their size is the cyclone
separators in which the particles are separated by their inertia on the cyclone
walls, which depends on their weight or size as well as on the air flux.

For a meaningful quantification, the samples should always have the same mass.
This can be achieved by mixing the dust with a binder and pressing it into a pellet
(see Figure 3.10) or by preparation as fusion bead.

10.10.2 Measurement

Both WDS and EDS instruments as well as the corresponding quantification
models meet the analytical requirements. When EDS instruments are used,
the simultaneous detection of the entire spectrum has the advantage that even
unexpected elements are automatically detected. By optimizing the excitation
conditions, sensitivities can be achieved that are significantly lower than the
requirements of the EPA (EPA IO-3.3 1999; ApplBrief-Airborne_particles n.d.).
Using a WDS instrument for routine analysis, this would require a complete
scan resulting in a relatively long analysis time.

The optimum test conditions must be selected for all elements of interest. This
can require several excitation methods. The measurement times must be adjusted
for the available amount of dust. For low amounts they are increased in order to
achieve a sufficiently sensitivtiy and small statistical error. Where necessary it
is also possible to use excitation methods in which the spectral background is
suppressed, for example, an excitation with polarized radiation (Jonkers 2006) or
with secondary target radiation.

For dust analyses the obtainable accuracies strongly depend on the total
amount of dust analyzed, on the errors made during sample preparation, and
on the correct treatment of the matrix interactions. The errors made during the
actual measurement are usually small against these. The analytical accuracies
are therefore usually not as good as for bulk materials or for powders.

10.11 Food

10.11.1 Analytical Task

Food may be contaminated with hazardous substances. These can already be
present in the raw materials but can also be introduced into the foodstuffs
during the production process. Toxic substances can be organic as well as
inorganic. Therefore, a strict monitoring of these hazards is necessary. They are
regulated by government regulations, for example (EU-regulation_466 2001;
EU-regulation_22 2001). However, the diversity of the food and the possible
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amounts of contaminations cover such a large range that comprehensive
regulations are not possible.

Beverages take special position in the analyses of foodstuffs since they can be
analyzed directly with the AAS or ICP. One of the best controlled beverages is
drinking water. XRF methods can also be used for this purpose. Owing to the
required low detection limits TXRF is used (see Section 12.4.1). For some bev-
erages relatively complex sample preparation is required, in particular to isolate
organic components.

Solid or pasty substances can be directly examined with XRF. Two examples
with a high inorganic load and their analyses with XRF are discussed exemplarily
below.

Some analytical questions in which the thresholds of the elements to be mon-
itored are very small, require the use of XRF in total reflection, for example the
detection of very toxic elements.

10.11.2 Monitoring of Animal Feed

The EU regulates the exposure of animal feed to undesirable substances by
EU-regulation_32 (2002). The maximum loads can be different for the various
feed forms and apply to a variety of organic toxins as well as some toxic elements.
A selection of values of these pure element limits are summarized in Table 10.11.
These are (except for Hg) concentrations that are easily detectable with XRF. As
a result of the very different matrices as well as the range of possible elements,
energy-dispersive analysis is advantageous due to the simultaneous detection of
the entire spectrum. This also facilitates quantification, since knowledge of the
entire element spectrum is required when using standard-less models. A further
advantage compared to the usual analyses using atomic spectroscopic methods,
such as ICP–OES, is that the results of the analyses are available much faster,
due to the simpler sample preparation, but also by potential on-site analysis.

The sensitivities for most elements are sufficient by simply pouring the sample
into the sample cup. A sufficient precision of the analysis was demonstrated by
repeated measurements on repeatedly prepared samples; the relative standard

Table 10.11 Average limits for toxic
elements in animal food.

Element Limits (mg/kg)

As <30
Cd <10
K <60
Hg <0.5
Pb <50
Ni <20

Source: According to EU-regulation_32
(2002).
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deviations for the low contents of the toxic elements were in the range of 2%
(ApplBrief-Animal-feed n.d.).

10.11.3 Control of Infant Food

Infant foods require very high standards with regard to hazardous substances.
This includes not only the usual toxic elements but also other elements such as
Na, Mg, P, Cl, K, Ca, Mn, Fe, or Zn.

In ApplNote-Cereals (n.d.), studies were carried out on children’s soft food in
which these elements were analyzed. The samples were prepared both as loose
powders in a cuvette with a 4 μm Prolene film cover, as well as pressed pellets,
pressed at 100 kN without any binder. The measurements were carried out with
an ED spectrometer using several excitation conditions to optimize the measured
fluorescence intensities. The instrument was calibrated using reference samples,
in which the element concentrations were determined with ICP–OES. For the
heavier elements the detection limits for the two preparation methods were only
marginally different. For the light elements (Na, Mg) they are better by a fac-
tor of 2 for the samples prepared as a pressed pellet. The light element radiation
was easily absorbed by the film cover of the sample cup, resulting in lower col-
lected fluorescence intensities. The two preparation methods have only a small
effect on the trueness of the results. As demonstrated in Table 10.12, they are
very similar and adequate for this analytical problem. The table shows the ana-
lyzed concentration range, the correlation coefficient R2 (see Eq. (5.18)) for the
agreement between nominal and analyzed values of the used calibration stan-
dard, as well as the limits of detection for both types of sample preparation, i.e.
for loose powder and pressed pellets. The loss of sensitivity for light elements and
accuracy for the loose powder preparation is marginal, and for heavier elements
even negligible.

Table 10.12 Comparison between calibration results and limits of detection for two types of
sample preparation.

Element Concentration range
(mg/100 g)

Correlation
coefficient R2

LOD
(mg/100 g)

Pellet Powder Pellet Powder

Na 6–276 0.9908 0.9867 14 71
Mg 16–137 0.9837 0.9864 5 25
P 120–560 0.9955 0.9934 2 2.5
Cl 25–455 0.9958 0.9964 2 2
K 84–945 0.9977 0.9973 2 2
Ca 163–630 0.9931 0.9899 1.2 1.2
Mn 0.13–3.4 0.9978 0.9980 0.2 0.2
Fe 4.30–26 0.9895 0.9872 0.2 0.2
Zn 1.3–5.5 0.9379 0.9697 0.2 0.2
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10.12 Pharmaceuticals

10.12.1 Analytical Task

Pharmaceuticals are subject to strict controls to prevent exposures to toxic ele-
ments. They consist not only of the respective active ingredients but also of vari-
ous fillers. The concentration of the essential elements such as Mg, Si, Ca, Fe, Zn,
or Se is important; however, toxic elements such as V, Cr, Ni, As, Cd, Hg, or Pb
are dangerous. In the often catalytic production process of the active ingredients,
pharmaceuticals can become contaminated with elements such as Ru Pd, Ir, or
Pt, which also pose a hazard. The maximum exposure amounts are determined
by the frequency at which the drugs need to be used and the content of toxic sub-
stances. This is specified by the maximum permitted daily exposure (PDE) (ICH
Guideline Q3D on elemental impurities 2016). These values are summarized in
Table 10.13 for different administrations of the drug taken. They vary far and wide
for the various possibilities of administering the drug. The drugs vary in form and
size. The various shapes and sizes also mean that the mass fractions that need to
be detected also depend on the specific form of drug administration.

10.12.2 Sample Preparation and Analysis Method

Since not only the type of drug administration but also the matrices vary, univer-
sal guidelines for the analysis are not useful. These have to be specified based on
the elements, their concentration as well as by the changing inorganic or organic
matrices. Conventional analytical methods such as AAS or ICP have high sen-
sitivity, but the processes producing measurable samples are different and their
costs are often high. The analysis, however, often does not require very high sen-
sitivity since the maximum loads indicated in the PDE are mostly concentrated
in small-sized pharmaceuticals.

The European Pharmacopeia proposes XRF as an appropriate analytical
method (European-Pharmacopoeia 2008). XRF as an analytical method offers
several advantages. Since the raw materials used for the preparation of the
pharmaceutical are often fine-grained powders, they can be measured directly
as a loose powder placed in sample cups; this ensures a short analysis time.
Since energy-dispersive XRF instruments simultaneously detect a wide energy
range of the spectrum, the risk of missing to detect any contaminations is very
low. The light element matrices of pharmaceuticals produce a high scattering
background. By normalizing the element intensities to the Compton-scattered
intensity of the tube radiation, it is possible to take the different matrices into
account during quantification. Utilizing fundamental parameter methods then
simplifies the calibration effort that would be necessary for different matrices.

The achievable relative standard deviations under repeatability conditions and
achievable accuracies are in the range of 1–5%. These results can be achieved even
at concentration levels down to 10 times the detection limit. This is sufficient for
the monitoring of the load level. However, for the analysis of pharmaceuticals
exist special requirements in regards for data handling and archiving to avoid
any type of manipulating the analytical results. This concerns the measurements
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Table 10.13 Maximal amount of intake of toxic elements per
day in micrograms.

Element
Oral
intake

Intake by
injection
or infusion

Intake by
inhalation

V 100 10 1
Cr 11 000 1100 3
Ni 200 20 5
Cu 3000 300 30
Co 50 5 3
As 15 15 2
Se 150 80 130
Ru 100 10 1
Pd 100 10 1
Cd 5 2 2
Sb 1200 90 20
Ir 100 10 1
Pt 100 10 1
Au 100 100 1
Hg 30 3 1
Tl 8 8 8
Pb 5 5 5

of the samples itself but also all additional measurements for checking the instru-
ment status, for example monitor measurements, recalibrations etc.

10.13 Secondary Fuels

10.13.1 Analytical Task

Industry and households are delivering a continuously increasing amount of
waste, which is too valuable to be stored in landfills. It can be utilized for other
purposes. Frequently they are used as secondary fuels, in particular when the
calorific value of the waste is higher than 10 MJ/kg. Secondary fuels are mainly
used in industrial heat generation, i.e. in cement or lime production plants,
in the paper industry, or in steel mills, but also in the district central heating
plants for domestic heating supply. Prior to combustion, in order to be able to
control the combustion processes and to reduce or avoid the emission of toxic
substances that are present in the waste or that can be formed by the combustion
process, the composition of the waste must be determined. On the other
hand, it is also necessary to protect the incineration plants against corrosive
media and thus against damage. Most importantly, the emissions need to stay
within the allowable limits of all legal regulations. Several factors determine
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Table 10.14 Reference values for the
content of heavy metals in secondary
fuels.

Element
Concentration
(𝛍g/g)

V 25
Cr 250
Mn 500
Co 12
Ni 160
Cu 350
As 13
Cd 9
Sn 70
Sb 60
Tl 2
Hg 1.2
Pb 200

Source: According to RAL-GZ-724 (2012).

the classification of secondary fuels – the heating value and the exposure to
toxic substances take precedence. The calorific value is primarily given by the
hydrocarbons contained in the waste; the maximal allowable contents of toxic
elements are given by the RAL-GZ-724 (2012), and summarized in Table 10.14.

In addition, halogens, sulfur as well as phosphorus are important because these
elements can be converted into aggressive substances during combustion, leading
to accelerated corrosion of incineration plants and thus limiting their durabil-
ity. Depending on the combustion temperature, highly toxic dioxins can also be
produced.

The composition of secondary fuels is usually extremely nonhomogeneous,
both in terms of their elemental composition and their material structure. XRF
is therefore particularly well suited for the analyses of such materials because
very different material qualities can be analyzed, and a broad element and
concentration range can be detected.

10.13.2 Sample Preparation

10.13.2.1 Solid Secondary Raw Materials
The major challenge for the analyses of secondary fuels is still the sampling and
the preparation of the material for the analyses. In the following, it is assumed
that a representative sampling was used and that the sample material is available
to the laboratory in sufficient quantities. Depending on the material quality, the
preparation methods are very different. It is determined by the condition of the
raw material, by the analytical task, but especially by the requirements regarding
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(a) (b)

Figure 10.9 Examples of raw secondary fuels (a) and crushed material (b).

the analytical accuracy. The sample material is usually very inhomogeneous, in
terms of the size of the individual parts (see Figure 10.9a) and its composition.

To obtain a representative sample, as a first step, the sample is broken up, fol-
lowed by often multistep successive mixings and dividings. Secondary raw mate-
rials are usually not hard and cannot easily be ground into smaller pieces; the
following steps are therefore required to prepare the sample:
• Separation of metallic components, for example, magnetic separation of iron

alloys.
• Crushing of soft materials by cutting, for example, with cutting mills. This can

achieve good results even for soft materials, but with particle sizes that are still
in the range of up to 0.3 mm (see Figure 10.9b). From this material, a represen-
tative sample can be obtained by mixing and dividing.

• This sample already would allow a fast analysis, however, with limited accuracy.
The material can either be poured into a sample cup or pressed into a pellet.
Since fibrous components are often present in the material, the pellets are usu-
ally not stable; over time their strength decreases due to volume expansion.

• A further breakup of the sample material, for example to produce reference
samples, can only be achieved by grinding in ball or centrifugal mills. How-
ever, in order to achieve an effective grinding result, the hardness of the mate-
rial should be increased. This is possible by freezing the material, for example
with liquid nitrogen. This option also exists for the processing of the coarsely
pre-processed raw material. The crushed material with grain sizes in the range
of less than 300 μm can then be pressed into pellets. Despite the mostly soft
sample components, the pellets are not always stable. A mixture with a binder,
such as cellulose, can increase the stability of the pellets. With such type of
sample preparation, even if it might be more time consuming, more accurate
results can be achieved because of the comparable sample mass and densi-
ties. These samples can also be archived and are then available for follow-up
investigations.

• Pressing soft and organic materials under elevated temperatures can also
increase the stability of the pellets. This was demonstrated for the preparation
of wood flour (Füchtjohann et al. 2004). Figure 10.10 shows pressed wood
flour pellets prepared without binder but at increased temperatures. At an
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(a) (b) (c)

Figure 10.10 Pellets produced at different temperatures have different strength: (a)
80 ∘C – not stable, (b) 140 ∘C – stable, (c) 180 ∘C – partly carbonized. Source: According to
Füchtjohann et al. (2004).

optimum press temperature, stable pellets can be produced, which are even
vacuum-capable. If the temperature is too low, the particles do not stick
together sufficiently, and the pellets are not stable. If the temperature is too
high, or the pressing time too long, there is a danger that organic parts of the
sample can pyrolytically decompose and analytes evaporate from the sample.
This is mainly the case for volatile elements such as F, Cl, As, or Hg. However,
their contents are often subject to supervision, for example in accordance
with the “Old-Wood” regulation (AltholzV 2002).

• Another possibility to prepare secondary raw materials is to carry out a diges-
tion. However, there are several potential issues. On the one hand, the matrices
can be very different, which makes it necessary to adapt the digestion process.
On the other hand, there is a risk that the recovery rates are less than 100%,
since not all substances are digested the same or elements can become lost.
Furthermore, the sample is diluted by the digestion, which reduce the sensitiv-
ity for the detection of traces. In this case for some elements the requirements,
summarized in Table 10.14, can no longer be met by XRF analysis.

10.13.2.2 Liquid Secondary Raw Materials
Obtaining a representative sample from liquid secondary raw materials also
offers a challenge, even though fluids in general are more homogeneous than
solid waste. Nevertheless, the matrices can vary from low to high viscosity, phase
formation can occur, emulsions can be formed, or suspended solids are present
in the liquid.

However, for this purpose we assume that the laboratory sample is large enough
to sufficiently represent the liquid to be analyzed.

For the measurement liquid cups are used (see Section 3.5.1). Since secondary
raw materials can consist of various organic solvents, acids or bases, mineral oil
products or even aqueous solutions, the selection of a suitable foil material for the
sample cup window is of particular importance. It must have sufficient chemical
resistance to the liquids, and at the same time the absorption of the fluorescence
radiation of the light elements (P, S) that need to be measured must be as low
as possible. A durability test of the foils is always recommended. The test sam-
ple should be sufficiently homogenized before the measurement, which can be
achieved by mixing and by separating any phases or suspended matter (see also
Chapter 11).
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One possibility to standardize the different matrices of toxic liquids is described
in ASTM-D_6052 (2008). For this purpose, 5 g of the liquid to be analyzed should
be mixed with 15 g of activated Al2O3 powder (grain size< 150 μm). The mixture
can be prepared manually in a wide-necked 20 ml polypropylene bottle with two
steel balls. The resulting mixture can easily be compressed into a bulk material
and can then directly be analyzed. However, this preparation technique dilutes
the sample, which can be disadvantageous when traces need to be analyzed.

10.13.3 Instrumentation and Measurement Conditions

The very inconsistent elemental compositions of secondary raw materials require
a flexible analysis technique. EDS instruments are used for the analyses because
simultaneous detection of a wide range of elements is possible. WDS instruments
can also be used; however, they require a sequential measurement at several ele-
ment and background positions; for unknown materials it is even necessary to
perform a complete scan. With WDS instruments a better resolution of the indi-
vidual elements is possible; however, it takes a long time to detect the large num-
ber of measurement points.

Even if the separation of the individual element lines in the energy range
<15 keV is not as good when using EDS instruments, the spectra can be
satisfiable deconvoluted. While this results in slightly larger errors in peak area
determination, they are still small compared to the uncertainties introduced
during the sampling and preparation of secondary raw materials, due to their
large inhomogeneity. In the energy range larger than 15 keV, for example for the
elements Ag, Cd, In, Sn, and Sb, the resolution is comparable to that of WDS
instruments or even better (see Figure 4.1).

Important line overlaps for toxically relevant elements are summarized in
Table 10.15.

The excitation conditions are to be selected for the elements or groups of ele-
ments to be investigated. This is possible by adjusting the tube parameters, by

Table 10.15 Typical line overlaps for toxic elements.

Peak overlap Solution

S-Kα–Pb-Mα WD: optimized resolution
ED: deconvolution

V-Kα–Ti-Kβ WD: optimized resolution
ED: deconvolution

As-Kα–Pb-Lα Evaluate the β-lines of both elements
Use of Pb-Lβ and correction of As-Kα with the help of the Pb-Lβ

Br-Kα–As-Kβ–Hg-Lβ Switch to Br-Kβ, Hg-Lα, Pb-Lβ
As-Kβ by deconvolution

Cd-Kα–Rh-Kβ
Sb-Kα–Cd-Kβ

Cd-Kα by deconvolution
Switch to Sb-Kβ and optimizing of measuring conditions for WD by
increased resolution to filtering of the background
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using filters to suppress the scattering background, or by optimizing the resolu-
tion of the spectrometer by the choice of crystal or collimator. In any case, the
test conditions should be adjusted for the required accuracy.

10.13.4 Measurement Uncertainties in the Analysis of Solid Secondary
Raw Materials

The strong inhomogeneity of secondary raw materials presents a particular chal-
lenge not only with respect to the preparation of the material, but it also requires a
particular approach in the evaluation of the measured spectra, caused by the large
variability of the composition. Supplying suitable reference samples for this type
of material is complicated and complex. Therefore, the use of standard-less mod-
els is simpler and more common. Although there are limitations to the analyti-
cal accuracy the higher flexibility does clearly compensate for this disadvantage.
The measurement errors made are, in most cases, small against the uncertain-
ties that have occurred before the measurement by sampling and preparation
(DIN-51720-03 2001; DIN-51729-10 2011-04; DIN-EN-ISO-16967 2013-03).

In Table 10.16 the analyses results given for a sample prepared twice and mea-
sured on both sides are summarized. They give an indication of the limits of the
analytical accuracies that are achievable.

Table 10.16 Results of repeated measurements for secondary fuels.

Elem
Results prep 1 (𝛍g/g) Results prep 2 (𝛍g/g) Relative standard

deviation (%)Front Back Front Back

Na 1200 1000 1100 1200 8.5
SiO2 27 400 19 900 21 100 25 900 15.4
P 300 200 200 300 23.1
S 2800 1900 1900 2600 20.4
Cl 9000 4400 4800 7900 34.8
CaO 10 300 8900 8900 10 000 7.7
TiO2 8500 7500 7600 8400 6.5
Cr 20.9 16.6 16.8 17 11.5
Ni 4.7 3.2 3.6 4.2 16.8
Cu 46.8 42.5 44.8 49 6.1
Zn 218 217 211 219 1.7
Br 717 540 614 750 14.7
Sn 33 29.6 33.2 30.8 5.5
Sb 17.4 17.9 16.7 16.2 4.4
Hg 20.6 21.0 20.8 20.7 0.8
Tl 3.1 3.2 3.1 2.9 4.1
Pb 76.4 70.6 68.3 77.2 6.0

Source: According to Hanning and Janssen (2005).
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In Table 10.16, in addition to the individual analyses results, the respective rel-
ative standard deviations of the results are given in the last column. The following
conclusions can be drawn from these results; they can also be applied to compa-
rable sample types:

• The differences in results obtained from the front and back sides as well as
the results between the two separately prepared samples are of the same mag-
nitude. This leads to the conclusion that the reason for the relatively large
variations in the results is mainly the nonhomogeneity of the samples.

• The relative standard deviations for the light elements are larger than for heavy
elements. Their information depth is the smallest and thus the sample volume
contributing to the analysis result is less. As a result, changes in the actual sam-
ple composition have a greater impact. For the heavier elements, the relative
standard deviations of the results are lower since a larger sample volume con-
tributes to the analysis result.

• How the results vary also depends on the concentration of the elements and
therefore on the statistical error of the measured intensities; and also peak
overlaps have an influence. Examples for the low measured intensities are Ni
and Tl, and Br and Pb for a peak overlap.

10.13.5 Measurement Uncertainties for the Analysis of Liquid
Secondary Raw Materials

Marx (2000) carried out studies on the reproducibility and trueness of the
analyses results of liquid secondary raw materials on a real phase- and
sediment-forming sample prepared according to ASTM D6052. To test the
reproducibility the sample was prepared ten times and each preparation was
analyzed three times. To test the accuracy, a further sample was prepared with
known concentrations and analyzed three times. The results are summarized
in Table 10.17. They show relative standard deviations in the order of 1–3%,
both regarding the reproducibility and the trueness of an identical, multiple
times prepared sample with concentrations in the trace region. For the analysis
task at hand this is a satisfactory result, in particular, when considering the
uncertainties that the effort to collect a representative sample contributes.

Table 10.17 Reproducibility and trueness of the analyses of toxic liquids.

Element S Cl Cd Pb

Reproducibility
waverage (mg/g) 0.99 1.45 0.0056 0.0098
𝝈rel (%) 3.1 1.9 2.2 3.2

Trueness
Nominal (mg/g) 0.85 1.65 0.046 0.0184
Analyzed (mg/g) 0.73 1.62 0.05 0.0182

Source: According to Marx (2000).
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11

Analysis of Liquids

X-ray fluorescence (XRF) is frequently used for the analysis of liquids. The range
of applications can be very broad. The following problems must be considered
for all applications:

• Liquids usually have a light matrix, which results in a strong scattering of the
incident radiation. As a result, the spectral background increases and the sen-
sitivity is reduced.

• For measurement, the liquids must be placed in special measurement cups
within the X-ray spectrometer. Since, in most instruments the excitation is
carried out from below, the measurement cup must be covered at the bottom,
which means, both incident and fluorescent radiations are absorbed by this
cover. Even if very thin films (PE, PET, etc., see Table 3.11) are used for this
purpose, absorption is not negligible and detection is limited, in particular, for
low-energy radiation, which restricts the analysis of light elements.
The fact that the analysis of liquids is not possible in vacuum makes matter
worse, especially since air readily absorbs the low-energy radiation.

• Liquids usually are homogeneous and therefore require no special sample
preparation. In the case where liquids are nonhomogeneous, i.e. if they consist
of liquids of different densities, or are emulsions or suspensions, preparation
techniques to homogenize or to filter and separate can be required. Subse-
quently, the various phases or any incorporated particles can be analyzed
separately.

• The analysis of liquids can also be required in close proximity to a manufac-
turing process. Then the measurements are often carried out in flow cells. The
liquid continuously flows through the cell in order to be analyzed, i.e. a current
process sample is always available.

• For light element and trace detection in liquids, special measurement or prepa-
ration techniques have been developed that reduce the spectral background
and thus increase the sensitivity of the measurement.

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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11.1 Multielement Analysis of Liquids

11.1.1 Analytical Task

The analysis of liquids focuses on the determination of the substances contained.
However, the solvents themselves can also provide an X-ray signal. The element
contents are usually in the low concentration range, often only in trace amounts;
therefore, the focus has to lie on performing measurements of high sensitivity.

The samples can be aqueous solutions as well as organic liquids. Other ana-
lytical methods, such as inductive coupled plasma spectrometry (ICP), are often
used for this problem. However, for samples with high concentrations or spe-
cific elements, for example, salt solutions, or organic liquids such as oils or fuels,
sample preparation for XRF can be simpler and faster. Nevertheless, using XRF
with standard excitation conditions is often not sufficient to achieve satisfactory
sensitivities. Special preparation methods or optimized excitation conditions and
geometries can significantly increase the sensitivity.

11.1.2 Sample Preparation

The direct measurement of liquids is usually done with special sample cups,
which are covered with polymer films (see Figure 3.17).

Depending on the consistency of the liquids, it may be necessary to carry out
homogenization. This is possible by stirring or shaking the liquid. In the case of
multiphase liquids, separation of the phases and their separate analysis is also
possible. After filtration, the suspended matter can be analyzed directly or on the
filter itself. The preparation methods are then similar to those for dust filters (see
Section 10.10).

As mentioned before, liquids cannot be analyzed in vacuum; in order to still
measure light elements the sample can be placed into a He atmosphere, which
avoids the evaporation of the liquid and reduces the absorption of low-energy
radiation. In this case, only the volume between the sample and the spectrometer
has to be flushed with He. Additional preparation techniques for the same are
described below.

11.1.3 Measurement Technology

Both wavelength-dispersive spectrometry (WDS) and energy-dispersive spec-
trometry (EDS) instruments are used for the analysis of liquids. The broad range
of excitation energies allows the analysis of many elements. The scattering of
the incident radiation at the usually light matrix of the solvent produces a high
spectral background. This reduces the sensitivity for traces, which are common
in solutions due to the high weight percentage of the solvent.

While using WDS special attention has to be paid to the sample cup window
because the higher primary intensity in these instruments is an additional stress
for the plastic films.

For the analysis of specific elements, single-element instruments can be used,
which by means of special measuring geometries and optics achieve a significant
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improvement in the peak-to-background ratios for individual elements and are
thus highly selective and very sensitive (see Sections 11.3, 11.4, and Chapter 12).

11.1.4 Quantification

Quantification is usually carried out using standard-based methods. Single and
multielement standards for various matrices are commercially available. They can
be adjusted by dilution or adding components to the desired concentration. Alter-
natively, it is possible to create calibration solutions tailored to a specific matrix,
using primary substances. Compared to the analysis of solids, this is a big advan-
tage, since this makes it possible to produce complete sets of calibration samples
from only a few primary substances. This possibility exists for both aqueous solu-
tions and oils and fuels.

The selection of the quantification model strongly depends on the respective
matrix, i.e. the solvent. For aqueous solutions it can be assumed that the matrix
influence is low and that the analytes are usually present in low concentrations.
Therefore, for these types of samples, considering any matrix influences is not
challenging.

On the other hand, the influence of the matrix in the various oils and fuels
can vary and can be significant. Therefore, for an accurate analysis, either the
matrices of standards and samples have to match, or quantification models
with matrix correction have to be used. However, if the calibration factors are
determined on the basis of fundamental parameters, these models are widely
applicable (Bühler 2002).

If the matrix is correctly accounted for and the weight percentages of the ana-
lytes are comparable to those of solid samples, the achievable accuracies are also
comparable, i.e. the statistical errors do not differ significantly.

11.2 Fuels and Oils

The analytical problems for the analysis of liquid oils and fuels are many. On
the one hand, predominantly of interest is the monitoring of threshold values
for hazardous additives in fuels, such as P, S, halogens, or Pb. On the other
hand, analyzing the additives that give lubricating oils their special properties
is of interest. Their exact concentration determines the quality of the finished
product and is therefore of great analytical interest. Lastly, the determination of
abrasive materials in used oils can be of interest, for example, in order to assess
the status of an engine.

A key problem with these analyses is the composition of the basic oil, that
is, of the matrix. Depending on the linking of the hydrocarbons, oils and fuels
can have a very different consistency and thus also a very different matrix
influence. Since the analytical problems discussed here are primarily relevant
for the quality control of a production process, it can be assumed that the same
products consist of the same matrices. For a standard-based calibration, the
respective matrices are automatically taken into account, especially since for
small concentrations the calibration curves are usually linear. When transferring
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calibrations to other matrices, accounting for the matrix influence is also possible
using Compton–Rayleigh ratios (see Sections 2.2.4 and 5.5.2).

The element range that needs to be detected in the analysis of oils and fuels
depending on the specific task can be very wide. In the following, some of these
questions will be discussed in more detail.

11.2.1 Analysis of Toxic Elements in Fuels

When burning fuels such as petroleum, diesel, or gasoline, combustion products
are released, which are hazardous to the environment. For this reason, standards
regulate the concentration of various elements; for example, P is regulated in
DIN-51440 (2003, p. 03), S in DIN-EN-15485 (2007, p. 11), ASTM-D_6334-12
(2012) and ASTM-D_7039-15a (n.d.), halogens in DIN-51577 (1994, p. 02),
and Pb in DIN-51769-10 (2013, p. 04) and DIN-EN-13723 (2002, p. 10),
ASTM-D_5059-14 (2014). The use of WDSs for the analysis of oils and fuels
are described in ASTM-6376_110 (2010) and for the sensitive excitation with
monochromatic radiation in ASTM-D_7039-15a. The use of EDS for this
purpose is described in ASTM D6052 – 97(2016).

In the last few years, depending on the respective national legislation the maxi-
mum concentrations have been continuously reduced. They vary for the individ-
ual elements but are always in the lower milligrams per kilogram range. Therefore,
the requirements concerning the sensitivity of the measuring technique were
continuously raised in order to unambiguously identify the trace elements.

To achieve high accuracy and comparability of the analytical results, the meth-
ods for sampling (for example DIN-51750-02 (1990, p. 12) or DIN-EN–ISO-3170
(2004, p. 06)), for carrying out the measurements both with WDS instruments
(for example ASTM-D_2622–08 (2010)) and with EDS instruments (for example
ASTM-D_4294-16 (n.d.)), and also the regulations for the control of analysis
quality (for example, DIN-EN-ISO-4259 (2006, p. 10) and ASTM-D_5839-15
(n.d.)) are standardized.

11.2.1.1 Measurement Technology
The relatively high spectral background due to the scattering of the incident
radiation on the light matrices of the solvent makes the analysis difficult. Because
the measurements are frequently carried out in an in-line production process
there is not much time available, nor can elaborate preparation techniques be
used. The simplest and fastest way is to fill the sample in a measuring cup and
carry out the measurement or even use a flow cell as a bypass in the production
flow (see for example Fig. 18.10). The measurement technique itself must then
have sufficient sensitivity.

Trace analysis sensitivity is largely dependent on the peak-to-background ratio
of the element of interest. In most of the analysis tasks described here, often only
the detection of a single element is required. In that case there are several possi-
bilities to improve the peak-to-background ratio.

The measurement signal of an element to be analyzed can be increased by
an effective excitation condition. This requires that the excitation spectrum
must have high intensity at the energy of the absorption edge of the element
of interest. This can be achieved by optimizing the X-ray tube parameters or
through monoenergetic excitation for example by radiation of an element whose
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fluorescence energy is slightly higher than the absorption edge of the element to
be analyzed.

Realizing a high peak-to-background ratio is not only achievable by a large sig-
nal intensity but also by a low spectral background. For this purpose, the following
methods can be used.

• Filters in the excitation beam path can be used to reduce, within certain energy
ranges, the bremsstrahlung intensity. This is possible with small effort. How-
ever, optimal filter materials are not available for all analyte elements and the
achievable sensitivities using filters is not always sufficient.

• Using monochromatic radiation for the excitation of the analyte prevents the
scattering of bremsstrahlung in the energy range below the peak of the analyte.
The monoenergetic radiation can be generated by the fluorescence radiation of
an element (secondary excitation) or by using a monochromator between exci-
tation source and sample. The peak-to-background ratio then depends only
on the excitation efficiency of the analyte; cf. Figures 4.25 and 4.26. While the
range of applications for this instrument technology is limited to a small ele-
ment range, it ensures high sensitivity for these elements.

• Reducing the intensity of the scattered radiation from the sample can also be
achieved using polarized radiation for excitation. The fluorescence signal can
then be measured in the polarization plane of the radiation with a low back-
ground (see Figure 4.27). In this case, high sensitivity is possible in a wide range
of energies despite the broadband excitation.

• Finally, high sensitivity is also achievable with good resolution of the instru-
ment. This condition is given using WD spectrometers with the appropriate
crystal. It is then possible to use the Rh-L radiation of the tube for optimal exci-
tation, for example, of P, S, and Pb-M lines. Ideally, if possible, a low excitation
voltage and high tube current are used.

Instruments are commercially available that utilize each one of the methods
described. Selecting an instrument depends on the required sensitivity and
whether any other analytical task needs to be solved. In Table 11.1, detec-
tion limits for the element sulfur, which frequently must be measured and is
strictly regulated in liquid fuels, are summarized. Thereby an assessment of the
performance of the individual methods is possible.

To prepare the samples, cuvettes are used which should be filled with a
sufficient and equal amount of sample material. When selecting a foil, ensure

Table 11.1 Limit of detection for S in fuels depending on the measuring method.

Measuring method Manufacturer
Limit of detection
for S (mg/kg)

Filter method For example, Horiba 20
Excitation with Rh-L For example, Bruker 1
Polarized radiation For example, Spectro 0.5
Monoenergetic radiation For example, XOS, Horiba 0.2
WD spectrometer For example, Bruker, Thermo,

Panalytical, Rigaku
0.3
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sufficient strength and chemical resistance against the fuel. The measurements
should be made as soon as possible after filling the samples. In addition, mea-
surements in He atmosphere are recommended to reduce the absorption of the
low-energy radiation of the analyte elements.

11.2.1.2 Analytical Performance
Mostly standard-based models are used for the quantification of fuels. Base ref-
erence standards are available and can be prepared by dilution or addition. The
matrices of the reference standard and the unknown samples should be compa-
rable in order for the matrix influence to be similar.

For small weight percentages the achievable accuracies are mostly determined
by the statistical error. This means that the measurement uncertainty can be
reduced by a longer measurement time. Usually, the measurement time is set as
a function of the measuring error that can be achieved for these tasks.

The previously mentioned standards specify the measurement procedure and
the evaluation of the analytical data, and also the precision and long-term stability
of the analytical process to be achieved. For example, ASTM D 2622-08 for WDS
instruments defines that the difference between two successive determinations
of sulfur in 19 of 20 cases must be less than 0.57 mg/kg when the concentration
is in the range of 5.5 mg/kg. This determines both the sensitivity of the method
and its precision.

DIN-EN-ISO-20884 (2011, p. 07) and DIN-EN-ISO-20847 (2004, p. 07) define
as a function of the respective content the repeatability (analysis under identical
conditions – instrument, measuring conditions, operator) as well as the repro-
ducibility (same method but different instruments, operator, lab) for both WDS
and EDS instruments. These values are summarized in Table 11.2.

The specifications show that the requirements for the analytical capabilities are
high, but also prove that XRF analysis is well suited for a reliable detection of the
smallest concentrations of light elements in a strongly scattering matrix.

11.2.2 Analysis of Additives in Lubricating Oils

Lubricating oils are primarily used to reduce friction, thus reducing the wear on
machine parts, reducing noise, and rapidly dissipating heat. The base material

Table 11.2 Repeatability and reproducibility limits for the detection of sulfur in gasoline and
diesel fuels.

Repeatability (mg/kg) Reproducibility (mg/kg)

S-content (mg/kg) WDS EDS gasoline/diesel WDS EDS gasoline/diesel

10 2 2
30 3 3
50 3 11/9 3 17/13
100 4 14/11 12 28/15
350 4 20/15 31 50/18
500 4 25/17 42 67/20
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of lubricating oils can be very different – it can be of mineral or biological ori-
gin – but it can also be produced synthetically. In order to produce the desired
properties of the lubricant, various additives are added to the base oil. These are
intended to improve the tribological properties, such as reducing wear or fric-
tion, but also improving viscosity and corrosion protection. Additives can make
up a large percentage of a lubricant. They can be organic compounds, usually also
including inorganic constituents, which can be measured by XRF. Special prop-
erties of the lubricant can be assigned to certain elements; for example, Ca and
Ba are anti-foaming agents and prevent the formation of antioxidants, P and S
reduce wear, and together with Zn they prevent corrosion.

The analysis can be performed with EDS or WDS instruments. Sample prepa-
ration is simple, only equal sample amounts have to be filled into sample cups,
and the analysis should be performed shortly thereafter to avoid segregation. The
sensitivity of EDS instruments is adequate, and the simultaneous detection of a
wide energy range allows for short measuring times. On the other hand, the sen-
sitivity of WDS instruments is greater due to their better energy resolution; also,
the measurement times are adjustable for each element, in order for the statis-
tical errors of all elements to be comparable. Using WDSs the influence of the
high excitation intensity to the sample cup window and the sample itself needs
to be considered. The concentrations that need to be detected for the various
elements that are characteristic of the additives of typical lubricating oils as well
as the required repeatability and reproducibility requirements are summarized
in Table 11.3. They are according to ASTM_D 4927:2015 (n.d.) for WDS instru-
ments as well as according to ASTM-D_6481:2014 (n.d.) for EDS instruments.
Repeatability limit is again the standard deviation under repeatability conditions,
and the reproducibility limit is the standard deviation for measurements under
varying conditions.

For WDS instruments, repeatability depends mainly on the statistical error,
which is dependent on the concentration (ASTM-D_6443 2010).

Table 11.4 summarizes the analyzed element concentration of the sample, the
achievable detection limits for WDS instruments at a total measurement time
of approximately 250 seconds, as well as the relative standard deviations for 20
successive measurements.

The summary demonstrates the performance, both in terms of sensitivity and
precision of the analysis, and hence the ability of XRF to solve this analytical
problem.

Table 11.3 Requirements according to ASTM D 4927-05 and ASTM D6481.

Repeatability limit Reproducibility limit

Element Percentage (wt%) WDS (wt%) EDS (%) WDS (wt%) EDS (%)

P 0.001–0.5 0.004 ≈4% rel 0.018 ≈15% rel
S 0.001–1.5 0.006 ≈2% rel 0.019 ≈15% rel
Ca 0.001–0.8 0.003 ≈10% rel 0.016 ≈20% rel
Zn 0.001–0.5 0.002 ≈2% rel 0.012 ≈25% rel
Ba 0.001–1.0 0.001 0.016
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Table 11.4 Analytical performance for additives with a WD spectrometer.

Element
Nominal content
(wt%)

Limit of detection
(wt%)

Analyzed content
(wt%)

Mg 0.08 0.017 0.074± 0.0011
P 0.05 0.007 0.050± 0.0004
S 0.275 0.066 0.280± 0.0015
Cl 0.05 0.019 0.051± 0.0002
Ca 0.20 0.01 0.196± 0.0004
Cu 0.02 0.004 0.020± 0.0001
Zn 0.05 0.003 0.050± 0.0005

Source: According to Bühler (2002); LabReport-XRF_101 (n.d.).

11.2.3 Identification of Abrasive Particles in Used Lubricants

Waste oils are often contaminated with abrasive particles. Their characterization
can provide information about load and wear of an engine or transmission, thus
providing an indication of possible failures. The information can also be used to
make decisions on timely, but not too early replacement of the oil or of subassem-
blies. Therefore, the analysis of abrasive particles is of great interest. The wear
debris usually consists of metallic particles with grain sizes of less than 0.3 mm.
Several possibilities exist for their analysis with XRF.

One possibility is the direct measurement of the used oils or lubricant greases.
For this purpose, they are filled into sample cups after homogenization by shak-
ing or ultrasonic treatment. Note that the same sample amounts shall be used
in order to avoid the measured analyte intensities being dependent on the sam-
ple quantity. The measurement should start shortly after preparation in order to
avoid the sample segregation again. The mixtures can be stabilized by using a spe-
cial emulsifier (for example, Triton B). Solid lubricants can be placed into special
sample carriers. Again, it is important that the same sample amounts are used.

This type of analysis is also regulated by standards, for example (DIN-51396
2008, p. 11, DIN-51399 2010, p. 01, and DIN-51829 2013, p. 03). The standards
describe the determination of the elements Al, Si, Cr, Fe, Ni, Cu, Mo, Sn, and
Pb in lubricating oils and of the elements Na, Mg, Cl, Ca, Ti, and Ba in lubri-
cating grease. According to the standards, the analysis can be carried out with
both WDS and EDS instruments. First and foremost, the standards specify the
repeatability and reproducibility requirements of the analysis. A precise analy-
sis of spent oils is complicated since their matrices can vary a lot and are usually
unknown. Therefore, the values for the relative repeatability is set at 10–20%, and
for reproducibility at 30–50%.

A further possibility is the direct analysis of the debris particles themselves;
in this way, wear-sensitive components can be identified. For this purpose,
the debris particles must first be separated from the used oil. This is possible
by sedimentation, filtration, or centrifugation. The separated sludge can
then directly be analyzed. Larger particles can be separated and individually
characterized using spatially resolved methods (see also Section 15.1).
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11.3 Trace Analysis in Liquids

11.3.1 Analytical Task

Very often, the levels of toxic or environmentally relevant additives in liquids
must be monitored. Their maximum concentrations are regulated by standards
and their levels, for example, in waste water (DIN-EN-ISO-11885 2007) for ele-
ments such as Cr, Pb, and Cd can be very low. Since the concentrations that need
to be detected are very low, the requirements for the sensitivity of the analysis
are very high. Traces in the lower or even sub-milligram per kilogram range must
be clearly identifiable. The relatively high spectral background from the scatter-
ing of the primary radiation at the light matrix of the solvent makes this task
difficult.

For the simultaneous, sensitive detection of several elements in liquids, excita-
tion over a wide energy range is necessary in order to excite all the elements to be
analyzed with only one excitation condition. Consequently, this does not leave
the option to improve the peak-to-background ratio by monoenergetic excita-
tion. The reduction of the spectral background is therefore the best way to achieve
high sensitivities. Within certain limits, using polarized radiation or a suitable but
more time-consuming sample preparation technique makes this possible.

11.3.2 Preparation by Drying

When analyzing substances in liquids the focus is not on the solvent. Removing
the matrix, i.e. the solvent, does not only result in higher concentrations of the
sample but also in a reduction of the matrix influence. Removing the matrix of
aqueous solutions and also of other solvents can easily be done by evaporation.
After removing the light solvent, only the material of interest remains.

The analysis of light elements in liquids poses a further problem. Since their
low-energy radiation is readily absorbed in air, measurements in vacuum would
be necessary. This, however, is not possible since solutions rapidly evaporate in
vacuum. Removing the liquid matrix, however, makes measurements in vacuum
possible.

A proven technique for this type of preparation is the deposition of a defined
number of drops with a micropipette onto a special sample holder. Depending on
the subsequent measuring method, this holder may be a polished glass, a plas-
tic disc, or a thin plastic film. For a polished glass holder the analysis is possible
with total reflection XRF; otherwise, the glass substrate would produce a high
scatter background (see Section 12.4.1). Plastic films are more suitable for mea-
surement with conventional X-ray spectrometers. If these films have hydrophilic
areas while the surrounding area is hydrophobic and the drops are applied in the
hydrophilic area, the dissolved substances are confined to the hydrophilic area
during drying (see Figure 11.1a). This process can be repeated several times in
order to improve the detection limits by enriching the analyte by addition.

After evaporation of the solvent the dissolved substances remain as a very thin
layer on the thin substrate holder. The incident radiation excites the residuals
on the film; it is only insignificantly scattered by the plastic film. Therefore, the
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Figure 11.1 Plastic film with a drop of a solution (a), spectra of a solution and the residual after
drying (b).

spectral background is very small, and the peak-to-background ratios are signif-
icantly improved compared to the solution, i.e. the sensitivity is improved. This
is illustrated in Figure 11.1b, which shows the spectra of a solution as well as the
residuals of this solution, which were dried on a plastic film. The peak intensi-
ties of elements are comparable, but the spectral background shows significant
differences.

When measuring such samples, one should pay attention that only the actual
sample is excited and not the material of the sample chamber located underneath
the sample holder. To avoid this, the plastic film carrying the sample can be pre-
pared, for example, by mounting the film on a liquid cuvette (see, for example,
Figure 15.2).

The evaporation of the solvent can be performed in several ways, either by
storing the sample for a sufficiently long time under normal laboratory condi-
tions or by increasing the temperature. However, it must then be ensured that
volatile ingredients will not be depleted during heating. Another possibility is by
increasing the surface area of the sample to be analyzed, for example, by apply-
ing the solution as droplets to the support. The large surface-to-volume ratio then
promotes, as in the case of an inkjet printer, rapid evaporation of the solvent. Cor-
responding investigations were carried out by Fittschen and Havrilla (2010) and
Fittschen et al. (2011). In this way, not only can the preparation time be signifi-
cantly reduced but the sensitivity can also be optimized depending on the droplet
size and their number. If the droplets are applied multiple times the sample can be
enriched. Absolute mass fractions down to the lower nanogram range can then be
detected. However, it is to be noted that the risk of cross-contamination with this
preparation technique is very large. The droplets can be generated and deposited
with inkjet printing heads. They require extensive cleaning after each preparation
in order to avoid cross-contamination in the trace concentration range.

11.3.3 Quantification

With only a thin material layer on a plastic substrate, quantification is significantly
simplified, since matrix interactions are largely negligible. This means that for
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quantification it is possible to use the models that have already been discussed
for TXRF (Eqs. (5.14) and (5.15)). Similar to TXRF, addition of internal standards
is also possible for this analysis; in this way, the analysis becomes independent of
the applied sample mass.

The detection limits can be improved by the already mentioned repeated appli-
cation and drying of drops from the liquid sample. Various studies have shown
that the detection limits for such a sample preparation on plastic films and mea-
sured with conventional ED spectrometers are only about one order of magnitude
worse than for TXRF (see Section 12.4.1).

A general problem of this type of preparation can be the loss of volatile ele-
ments during evaporation. This is true for elements such as P, S, and As. It is
therefore useful to determine the recovery rates for the individual elements based
on comparable reference samples or methods.

Owing to the negligible matrix interactions, the uncertainties of the analysis are
essentially determined by the statistical error, i.e. by adjusting the measurement
time the required accuracies can be achieved.

11.4 Special Preparation Techniques for Liquid Samples

11.4.1 Determination of Light Elements in Liquids

A further approach for the analysis of light elements in liquids is a method
patented under the name LiTrap by F. Rüttimann (2008b, 2011). The liquids are
applied onto a porous solid-state absorber for example an AlO(OH) substrate.
The liquid permeates into the solid and can then be analyzed. Measurements are
then also possible in vacuum, which means that also light elements with atomic
numbers from 8 (oxygen) upwards can be analyzed with a WDS instrument. The
elements of the sample carrier (primarily Al) are, of course, excluded from the
analysis. Sample carriers of this type are shown in Figure 11.2.

Before any analysis with this type of sample preparation trials to determine the
recoverability of the individual elements are recommended. How deep the solu-
tions penetrate into the sample carrier depends on the viscosity of the liquid. The
information depth of the individual elements is also affected by it. The achievable
recovery rates with this method are at least 98% and the relative standard devia-
tions of repeated analyses with WDSs are in the range of 1%, even for elements
up to fluorine.

In addition to the analysis of liquids, this preparation method also makes it
possible to determine suspended particles in solutions. They do not penetrate
into the absorber, as in the case of filter paper, but they accumulate on the top of
the sample holder (see Figure 11.2b). This then allows their direct analysis.

Quantification must be performed using standard-based methods that have
been calibrated with similar sample types, since recovery rates and penetration
depths strongly depend on the sample to be analyzed. The achievable accuracies
strongly depend on the quality and comparability of the calibration samples with
the samples to be analyzed.
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(a) (b)

Figure 11.2 LiTRap-sample holder, not used (a) and with metal particles from an oil sample
(b). Source: Courtesy of F. Rüttimann.

11.4.2 Enrichment Through Absorption and Complex Formation

Since traces can reach the human food chain via groundwater or soils and have
a direct impact on health, their determination in water has become increasingly
important. Several analytical methods have been developed for this purpose, but
they are often not sensitive enough. By utilizing enrichment methods, XRF can
provide an effective and efficient solution for these analytical questions (see also
Cybik 2003; Janßen and Flock 2004).

Enrichments by a reduction in volume, for example, by evaporation of a solu-
tion, have already been discussed. However, enriching a sample is also possible
by separating the matrix by chromatographic methods or by chemical reactions
such as precipitation, complexing, and extraction.

After enrichment with a solid-phase absorber, the leaching of the adsorbed
substances into a smaller volume is possible or alternatively a direct analysis of
the solid phase itself. Suitable solid phases are activated carbon, silica gels, and
microcrystalline naphthalene or Amberlite® XAD, a styrene-divinylbenzene
compound (Nerin et al. 1995).

Chelate-forming ion exchangers are commercially available in many variants.
In most cases they are made of cellulose, or synthetic resins with chelate-forming
binding groups. They can either be used in the form of filter layers or short
columns or they can directly be added to the solution in the so-called batch
process. After the enrichment on the exchanger, the latter can then be pressed
into mechanically stable pellets or further processed by adding a synthetic resin
to form a sample. Figure 11.3a shows the pellet of an ion exchanger, which is
mounted in synthetic resin, using the well-known ion exchanger Chelex® 100.
A large number of cations can be analyzed with this ion exchanger and this
preparation technique.

As complexing agents, dithiocarbonates (DTC), ammonium O,O-
diethyldithiophosphate, or 1-pyridylazo-2-naphthol (PAN) can be used.
The detectable cations in solution are complexed and can either be just filtered
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(a) (b)

Figure 11.3 Samples after complexation: a Chelex®-100-pellet with synthetic resin as binder
(a), precipitated on a membrane filter (b).

(see Figure 11.3b) or absorbed on a collector material, for example, activated
carbon. This procedure can usually be used for several elements, which then
makes simultaneous detection of different elements possible.

For the analysis, the solid phase can directly be measured. To control the purity
a preliminary blind sample analysis is recommended. To quantify, calibration
with solutions of known composition that underwent the same preparation pro-
cedures is required. The absorption capacity is reflected in the recovery rates.

Using enrichment methods, a significant increase in sensitivity can be achieved
and even the analysis of light elements in liquids is then possible.
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12

Trace Analysis Using Total Reflection X-Ray Fluorescence

12.1 Special Features of TXRF

First papers using grazing incidence radiation to reduce the spectrum back-
ground were published in the mid-1970s (Aiginger and Wobrauschek 1974;
Knoth and Schwenke 1978). This reduction in the spectral background is
illustrated in Figure 12.1. It shows two spectra measured on water fleas (Wald-
schläger 2016). The spectrum measured in conventional geometry is the sum
spectrum of a distribution analysis carried out on a single water flea prepared
on a thin plastic film, i.e. already with a reduced spectral background (see Section
11.2.3). The acquisition time for this spectrum was approximately 5.5 hours.
For the spectrum measured in total reflection X-ray fluorescence (TXRF)
geometry, a thin section of the sample prepared on a quartz disk was measured
with grazing incidence of the excitation radiation; the measurement time was
500 seconds, about 40 times quicker. Nevertheless, the improvement of the
peak-to-background ratio is significant. For Fe and Zn, which are detectable also
in the conventional geometry, the improvement is on the order of 700. Other
elements such as Mn, Cu, Pb, and Sr can only be seen in the TXRF spectrum.
As the spectra proves, this can be primarily attributed to the reduction of the
scatter background in the TXRF measurement.

The strong reduction of the spectral background in the total reflection geom-
etry has two reasons: On the one hand, scattering of the incident radiation is
reduced due to its total reflection on the sample holder, even compared to the
relatively low background caused by the preparation on a thin polymer film. On
the other hand, a further reduction of the spectral background can achieved,
using monoenergetic radiation for the excitation in total reflection; in our
example, it is the Mo-K𝛼 line that is filtered from the tube spectrum with a
monochromator, which results in a further reduction in the background since
there is no radiation energy that can be scattered. A drawback however is that
only elements with absorption edge energies close below the Mo line are excited
effectively (see also Figure 4.26 and Section 4.3.3.2).

Since, for TXRF the scattering of the incident radiation at the sample is sup-
pressed, the detector collects only the fluorescence radiation from the sample
at the sample holder. Consequently, the signal-to-background ratio is signif-
icantly improved and finally also the sensitivity for traces. Furthermore, only

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.



268 12 Trace Analysis Using Total Reflection X-Ray Fluorescence

105

104

103

102

10

2 4 6 8 10 12 14

Energy (keV)

Total reflection

Conventional
measurement
geometry

In
te

n
s
it
y
 (

c
o

u
n

ts
)

16 18 20

Figure 12.1 Spectra of water fleas measured at conventional excitation geometry and below
the critical angle of total reflection (y-axis in log scale). (Source: Waldschläger, U., personal
information)

the smallest sample quantities are required for the analysis. However, for this
excitation geometry some specific features must be considered:

• The incidence angle of the radiation must be very small in order to be totally
reflected at the sample holder. The critical angle of total reflection depends
on the radiation energy and the material of the sample carrier. For the fre-
quently used quartz or acrylic glass holders and using Mo-K𝛼 radiation this
angle is about 0.1∘; for the lower energy of Cu-K𝛼 radiation it is about 0.2∘.

• Such small incident angles enable the use of only a small solid angle of the
source radiation. Therefore, intense point focus sources are required to pro-
duce sufficiently high excitation intensities.

• The sample holders must be very flat for a total reflection of the incident radi-
ation. Highly polished quartz glasses or acrylic disks are therefore used.

• Only very small sample quantities are required for the analysis. The incident
radiation would be scattered at larger sample quantities. The low sample
amount can be an advantage for certain analytical questions; on the other
hand, however, particularly in the case of a larger sample quantity high
preparation effort is required in order to produce a representative sample.

• Very high care is required for sample preparation to avoid contaminations due
to the high sensitivity of TXRF.

• The small sample quantities as well as the low concentrations to be analyzed
with TXRF provide only low fluorescence intensities. This results in relatively
long measuring times in order to ensure sufficiently small statistical errors.

• The basically background-free spectra allow for very high sensitivity. The
achievable detection limits depend on the sample and the element to be
analyzed. They are in the low micrograms per kilogram range, using special
preparation methods even in the sub-micrograms per kilogram range.
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• As a result of the small sample quantities, the matrix interaction is negligible
and simple quantification models can be used (see Section 5.5.2, Eq. (5.14)).
However, it must be ensured that the sample quantities are so small that matrix
effects are negligible.

• The measurements are usually done in air. Since the detector is directly above
the sample the absorption of the fluorescence radiation in air is low and the
analysis of Si and even Al is possible.

The method is now being used in a wide range of applications. A detailed
description of the physical basics, the specific instrument features, and various
applications have already been summarized by Klockenkämper and von Bohlen
in a second edition (2015).

12.2 Sample Preparation for TXRF

In principle, both solid and liquid samples can be analyzed with TXRF. It is,
however, necessary to convert the material to be investigated into a suitable
form. Herewith it is especially important that the very small measurement
sample amount characterizes the material to be investigated sufficiently.

The sample preparation also requires extremely clean work, since the TXRF is
very sensitive and even the smallest contaminants influence the analysis result.
Contamination can be of different origin. Laboratory environment, touching the
sample, cross-contamination by pre-prepared samples, and many other influ-
ences can lead to a falsification of the result. It is valid even more than for other
analytical methods: Only a very clean work during the preparation ensures also
correct analysis results!

The typical procedures for the preparation of different sample qualities are
summarized in Table 12.1.

The preparation of very small particles is the simplest. They can be applied
directly to the sample holder and analyzed. Other sample materials, such as
solids, coarse grains, suspensions, or matrix-loaded solutions, must be converted
into liquid form, that is, into solutions or suspensions.

Solids must first be broken and very finely milled and then transferred into a
suspension. A further possibility would also be digestion, in which the sample is
dissolved. However, the recovery rates depend on the matrix, the digestant, and
the digestion method.

Suspensions needs usually to be diluted, optionally with multi-distilled water
or another high-purity solvent, and to be homogenized. The solutions generated
in this way can be supplied with an internal standard to support quantification.
No analyte elements should be used for this purpose. Yttrium or gallium is often
used in acidic solutions, and germanium in basic solutions.

Aliquots of this solution can then be applied to the sample holder. The
material of the sample holder is mostly polished quartz or acrylic glass, but
boron nitride, sapphire, Si wafers, or glassy carbon are also used. The easiest
way to do this is by pipetting. Sample quantities of about 10 μl are dropped
and dried by heating the sample holder or by evacuation. However, it is also
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Table 12.1 Preparation procedures for TXRF.

Analyzed material Steps for preparation Remarks

Solid samples
Soils, sediments, minerals,
food, pharmaceuticals, etc.

Grinding
Milling, pestling, acid
hydrolysis

Grain size< 20 μm
Mill material can generate
contaminations

Weighing 20–100 mg
Convert to a solvent
⇒Like suspension

High pureness of the solvent
necessary!

Suspensions
Sludge, wastewater,
matrix-loaded solutions,
blood serums, pigments

Shaking to a suspension

Dilution
⇒Solution aliquotation
⇒ Like liquids

With aqua dest

Liquids
Drinking water, beverages,
urine, organic solvents

Addition of standards High pureness necessary!

Homogenization Use of highly pure materials
(quartz, PTFE, PE) as tools

Application to the sample
holder

5–20 μl, sample holder highly
polished

Drying
⇒ Measurement

Heating or vacuum
Required time: ≈10 minutes

Small particles
Nano particles, gunshot
residue, proteins, pigments,
dusts

Transfer to sample holder Q-Tip, scalpel

Carrying out the
measurement

Required time: 5–15 minutes

possible to use sample-portioning systems that position small droplets on the
sample holder (Fittschen et al. 2011) (see also Section 12.4.1). Owing to the large
surface–volume ratio of the small droplets, the evaporation of the solvent does
not need stimulation by heating or by vacuum. In addition, this preparation
offers the possibility of several applications of the solution to be analyzed in
several steps, which would increase the sensitivity of the method. Further, a
smooth distribution of the sample on the sample holder is achieved, so that
matrix effects can also be avoided even for stronger exposures. However, high
care must be taken in order to avoid cross-contamination in these systems by a
thorough purging of the positioning system.

In summary, it can be ascertained that the sample preparation for the TXRF
in general is simple, but must in each case be adapted for the respective sample
type and thus have high variability; and in any case it must be carried out under
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the highest purity requirements. In Section 12.4, different applications with their
preparation techniques are described in more detail. These can be used also for
applications of comparable sample materials.

A general problem of TXRF is the representativeness of the measurement sam-
ple. Since only sample amounts in the range of only a few micrograms are ana-
lyzed, the preliminary preparation steps, that is, preparation, mixing, and divid-
ing of the material, must be carried out not only without any contamination but
also ensuring the representativeness of the test sample. If a sufficient amount
of sample has been converted into a liquid and if this is homogeneous even the
smallest amounts of liquid are aliquots of the sample solution produced.

12.3 Evaluation of the Spectra

12.3.1 Spectrum Preparation and Quantification

The evaluation of TXRF spectra is analogous to that of other ED spectrometers
(see Section 5.4). Peak overlaps must be considered by fitting or deconvolution
procedures; the treatment of the spectral background is easy since this has only
marginal intensities and detector artifacts are corrected by the instrument soft-
ware of commercial instruments automatically. If a background subtraction is
required, a simple interpolation between background-free areas is sufficient.

A special feature of the TXRF is that the information depth should be large
compared to the sample thickness caused by the very small sample amounts.
Accordingly, the matrix interactions should be negligible. Therefore, for quantifi-
cation linear calibration curves can be assumed (see Eq. (5.14)). The sensitivity 𝜀i
depends on the element (i) but also on the measuring conditions (excitation spec-
trum, geometry). The sensitivities can either be calculated by using fundamen-
tal parameters for a known excitation spectrum or they can also be determined
experimentally for the specific measuring conditions. For this purpose, solutions
of different elements i are measured under the same conditions and their peak
intensities I i are determined. Using the knowledge of the known concentrations
wi, the sensitivities of the individual elements can then be calculated according
to Eq. (5.14) with

𝜀i = (Ii∕Iref ) ⋅ (wi∕wref) ⋅ 𝜀ref (12.1)
The sensitivities for Mo excitation for Bruker’s S2 Picofox are shown in

Figure 12.2.
For quantification, usually internal standards are used, which can be applied in

two kinds.
If only the concentration of one element has to be determined, a solution of

this element can be added in different amounts to aliquots of the analyte solution.
Displaying the intensities of these solutions over the known element concentra-
tions results in a calibration line that can be used to determine the content in the
unknown sample. In case an intensity is determined also for a blank sample, the
calibration curve does not pass through the zero point but intersects the concen-
tration axis at negative values (see Figure 5.14) and an additional constant term
is required for the description of the linear calibration curve.
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Figure 12.2 Element-
dependent sensitivities of a
TXRF spectrometer.

If, however, several elements must be analyzed, it is more effective to add a
known amount of a reference element to the sample as internal standard. If this
element is not an analyte, the determination of the element quantity of each ana-
lyte element in the sample is possible, as already described in Eq. (5.15), with the
aid of the sensitivities 𝜀i.

wi = 𝜀i∕𝜀ref ⋅ Iref∕Ii ⋅ wref (12.2)

12.3.2 Conditions for Neglecting the Matrix Interaction

Anyway, care must be taken that the matrix interaction is really negligible, which
means the material amounts, in particular the thickness of the applied mate-
rial to be analyzed, must be sufficiently low. To illustrate this requirement, it is
assumed that this condition is fulfilled if the material layer absorbs only 1% of
its fluorescence radiation. An estimate of this thickness d1% can be made from
Lambert–Beer’s law (Eq. (1.5)).

d1% = 0.01∕(𝜇 ⋅ 𝜌) (12.3)

with 𝜇 as the mass attenuation coefficient of the material under consideration
and 𝜌 its density. For some typical matrices these thicknesses are illustrated in
Figure 12.3. They depend on the energy of the analyte radiation – the higher the
energy, the less their absorption and the more the sample thicknesses can be.
However, they also depend on the sample matrix – the matrix interaction is small
for light matrices, for example in organic samples, accordingly the sample thick-
nesses may be larger. On the other hand, for heavier matrices, such as minerals
or even metallic specimens – in Figure 12.3 an iron alloy is assumed – the inter-
action increases and the critical sample thicknesses correspondingly decrease. In
general, these thicknesses are in the micrometer range, and in the case of metallic
matrices even considerably less.

These are very small sample thicknesses. For illustration, a scanning electron
microscope image of a dried water drop, a typical TXRF sample, is shown in
Figure 12.4 (von Bohlen 2015). It can be seen that the sample thickness is in the
range of several micrometers, in some areas even significantly more. This means
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Figure 12.3 Critical sample
thicknesses for neglecting
the matrix interaction.
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Figure 12.4 Secondary electron microscope (SEM) image of a TXRF sample (dried drop of
water) in two different magnifications. Source: Courtesy of A. von Bohlen.

that there is no interaction-free emission of fluorescence radiation. Consequently,
quantification errors have to be expected.

In extreme cases, these effects can even be seen in the spectra. This is illus-
trated in Figure 12.5, which shows spectra of different amounts of a fine-grained
Zn powder. At low amounts, the Zn particles are distributed separately on the
sample carrier and the matrix interaction is negligible. For larger amounts the Zn
particles conglomerate; therefore, matrix interaction cannot be neglected. This is
illustrated by the increased spectral background, which is caused by the scatter-
ing of the tube radiation at massive sample areas.

12.3.3 Limits of Detection

The small sample quantities as well as the very limited usable solid angle of the
incident radiation result in only very low fluorescence intensities. Therefore, mea-
surement times up to 1000 seconds are common for TXRF. However, detection
limits in the lower micrograms per litre range are achievable. Nevertheless, this
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Figure 12.5 Spectra of different amounts of fine-grained Zn-particles. esc, escape peaks of
main components. Source: Courtesy of A. von Bohlen.
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Figure 12.6 Limits of detection in
aqueous solutions. Source:
According to LabReport-XRF_425
(n.d.).

depends on the element under consideration, just as for conventional excita-
tion geometries, caused by the different excitation probabilities and fluorescence
yields. Furthermore, peak overlaps also influence the limits of detection for the
current sample. Detection limits for aqueous solutions, determined from mea-
surements on a standard for traces in water (NIST: SRM 1643), are summarized
in Figure 12.6. These limits can even be improved by enrichment as described in
Section 12.2, i.e. by a repeated application of the sample. For other sample sys-
tems, similar or slightly poorer detection limits are achieved, depending on the
preparation.

12.4 Typical Applications of the TXRF

12.4.1 Analysis of Aqueous Solutions

12.4.1.1 Analytical Problem and Preparation Possibilities
The analysis of aqueous solutions is a simple and often used application for TXRF.
In this way, rainwater, groundwater, drinking water, and mineral water can be
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analyzed almost directly, just as also dilutions of concentrated aqueous solutions.
Such a solution (1–2 ml) should only be acidified (for example, with HNO3 to
about pH 2) by adding a standard solution; then the sample can be applied to the
sample carrier, dried, and measured.

The simplest way for sample application is by pipetting, which allows sample
quantities in the microliter range. Drying is carried out by heating or vacuum
drying. Repeated pipetting would increase the amount of the sample, but it can
also lead to thicknesses of the residual that do not allow neglecting the matrix
interaction.

Using small droplets, it is possible to increase the surface–volume ratio and
reduce the evaporation time (Klockenkämper and von Bohlen 2015). These
smaller droplets may, for example, be produced by pressing the solution through
a capillary in nanoliter size (Miller and Havrilla 2004; M2-Automation 2016).
The diameters of the capillary positioned tightly above the sample holder surface
are in the range of 10 μm. Drying times are between 20 seconds and 2 minutes,
and the diameter of the dried remainders on the sample holder is 10–300 μm,
depending on the hydrophilic/hydrophobic properties of the sample holder. A
further reduction in the droplet size is possible by the use of inkjet printer heads,
which position the liquid sample in picoliter amounts onto the sample carrier
by means of piezoelectric pulses (Fittschen et al. 2011). This further increases
the surface area to volume ratio of the droplets and reduces the drying times
to only a few seconds. The droplet volume then is adjustable to 1–200 pl and
the sample amounts deposited are in the range of 1 pg–2 ng depending on the
sample. The residues of the dried droplets have a size of 5–10 μm and can be
applied in patterns, so that a uniform distribution of the material to be analyzed
on the sample carrier is possible. Even multiple depositions are then possible in
order to improve the detection limits.

12.4.1.2 Example: Analysis of a Fresh Water Standard Sample
The requirements for monitoring drinking water are very high and are speci-
fied, for example, in the Drinking Water Ordinance (TrinkwV_2001 2001; Klock-
enkämper et al. 1993). In Table 12.2 the threshold concentrations for inorganic
elements are specified. Both toxic elements and indicator elements are listed,
which themselves are nontoxic but are considered to be indicative of biological
contaminations.

With a suitable sample preparation TXRF can meet these high requirements.
The analysis of a freshwater reference sample (NIST: SRM 1640) was used as an
example (LabReport-XRF_425 n.d.). For this purpose, 1 ml of the sample was
mixed with 20 μl of a 10 mg/l Ga solution as an internal standard. A volume of
10 μl of the solution was then pipetted on a quartz sample holder and dried. This
procedure was repeated three times so that the total sample quantity was 30 μl.
The spectra shown in Figure 12.7 were acquired at 1000 seconds.

The entire analysis including sample preparation was repeated 10 times. This
then provides information about the repeatability and reproducibility of the
method. The analysis results are summarized in Table 12.3. They show the
certified concentrations of the individual elements CNIST together with their
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Table 12.2 Concentration limits
of elements in drinking water.

Element Limit (mg/l)

B 1.0
Al 0.2
Cr 0.05
Mn 0.05
Fe 0.2
Ni 0.02
Cu 2.0
As 0.01
Se 0.01
Cd 0.003
Sb 0.005
Hg 0.001
Pb 0.01
U 0.01
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Figure 12.7 Spectrum of NIST SRM 1640 – fresh water. Source: Courtesy by Bruker Nano
GmbH.

uncertainties ΔCNIST, the mean values of the 10 repeated analyses Cmeas, as well
as their standard deviations ΔCmeas and the calculated limits of detection CLOD.

These results show that the trueness is very good for most of the elements, and
deviations from the nominal values are in the range of the uncertainties. Slightly
larger deviations are observed for the elements Mn, Co, Zn, and Se. One has to
take into account that these analyses are in the range of ultra-traces and devia-
tions in the range of 10% are easily possible. It is remarkable that the reproducibil-
ity of the results for the complete analysis, i.e. including sample preparation, is
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Table 12.3 Quantification results of the fresh water sample (NIST SRM 1640).

Element CNIST (𝛍g/l) 𝚫CNIST (𝛍g/l) Cmeas (𝛍g/l) 𝚫Cmeas (𝛍g/l) CLOD (𝛍g/l)

S n/a 5012 21 40
Cl n/a 2121 10 20
K 994 27 963 3.0 10
Ca 7045 89 7300 10.8 7
Ti n/a 4.2 0.48 1.5
V 13.0 0.37 12.7 0.48 1.4
Cr 38.6 1.6 38.0 0.53 1.1
Mn 122 1.1 135 0.80 1.0
Fe 34.3 1.6 39.0 0.37 0.9
Co 20.3 0.31 13.8 0.18 0.7
Ni 27.4 0.8 31.5 0.28 0.6
Cu 85.2 1.2 80.9 0.55 0.5
Zn 53.2 1.1 61.9 0.32 0.4
As 26.7 0.41 29.2 0.21 0.3
Se 26.7 0.41 19.8 0.91 0.2
Rb 2.0 0.02 1.78 0.06 0.2
Sr 124.2 0.7 123 0.37 0.4
Y n/a 0.76 0.12 0.8
Ba 148 2.2 163 1.59
Pb 27.9 0.14 28.5 0.21

Source: According to LabReport-XRF_425 (n.d.).

extremely good. For most elements, it is below 1%, which is usually even below
the uncertainties of the certificate.

The detection limits for freshwater samples have already been shown in
Figure 12.7. They are listed in the last column of the table and are significantly
smaller for all elements than their concentrations in the sample, in some cases
up to 2 orders of magnitude.

12.4.1.3 Example: Detection of Mercury in Water
Mercury is highly toxic. Its sources can be of natural origin, such as volcanic erup-
tions, but also industrial emissions such as the burning of coal and cement and
gold production. In this way, Hg enters the environment and can then contami-
nate drinking water or even food.

Because of its high toxicity the allowable limits for Hg are very low. They
are defined at 1 μg/l in Europe according to Custo et al. (2006), and are thus
only slightly above the limit of detection of TXRF. In addition, there is the
risk that the volatile Hg can be lost from the sample by the preparation pro-
cedures. Therefore, a preparation technique was designed with no element
losses (LabReport-XRF_430, n.d.). This is achieved by forming a complex with
ethylene-diamine-tetra-acetate (EDTA), which is added to the sample in a ratio
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Figure 12.8 Analysis results
for Hg determined with and
without EDTA-complexing.
Source: According to
LabReport-XRF_430 (n.d.).

of 1 : 3. After a thorough homogenization of the mixture, the sample can be
applied to a sample holder and dried. This process eliminates the underreporting
of Hg, as shown in Figure 12.8.

Owing to the addition of EDTA, the limits of detection are somewhat reduced,
since the lighter matrix of this complexing agent slightly increases the scattering,
i.e. the spectral background. This is, however, only a small effect, which can easily
be compensated by extending the measuring time.

12.4.2 Analysis of the Smallest Sample Quantities

12.4.2.1 Example: Pigment Analysis
Another very common application, which was one of the first uses for TXRF, is the
analysis of the smallest pigment particles, for example the analysis of paintings
(Klockenkämper et al. 2000; Salva et al. 1993). Pictures are painted with differ-
ent pigments, which are often of inorganic origin. The individual pigments have
a characteristic composition and they can be identified by a few elements only.
This is important, for example, for the dating of paintings or for a customized
restoration (see Section 16.5.4).

Since the damage of historical objects of art is prohibited, only small amounts
of samples can be used for the analysis. For TXRF these small amounts are already
sufficient. The sampling and preparation are carried out by removing only a very
small sample quantity from the painting surface, for example, by swiping with a
Q-Tip over the area to be examined. In this way, a sample quantity of about 1 μg
can be taken. The transfer to a sample holder takes place by a single tap of the
Q-Tip. If the amount deposited is 100 ng, it is already sufficient for collecting a
spectrum.

For the characterization of a pigment, the identification of the elements present
as well as their intensity ratios is sufficient. Complete quantification is difficult
with these type of samples since no internal standards can be applied. However, it
is possible to estimate the concentrations of the various elements by a normaliza-
tion of all identified elements to 100% using the known elemental sensitivities. A
prerequisite, however, is that there are no undetectable elements in the pigment.
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12.4.2.2 Example: Aerosol Analysis
Aerosols are particles or liquid droplets of natural or anthropogenic origin in
the air. The size of the aerosols ranges from a few tens of micrometers to the
sub-micrometer range. Depending on the particle size and the particle compo-
sition, different health hazards due to aerosols can be expected. The smaller the
particles, the deeper they enter the respiratory system and can then penetrate into
the body. Therefore, knowledge of the aerosol quantity as well as its composition
is important for an assessment of the health hazard of dust pollution.

On the other hand, the contamination in clean rooms with aerosol can also be
of analytical interest. They can contaminate the materials processed in the clean
room. Determining the composition of such contaminants can be helpful in the
identification of their sources and thus in their avoidance.

The sample collection can be carried out in various ways. The big advantage
of TXRF for this analytical problem is the very small amount of sample material
required. This means that the collection times for a sufficient sample quantity can
be relatively short and therefore even time-dependent dust contaminations can
be tracked.

The simplest way to collect the sample is through the deposition of the
aerosol particles in an impactor. In this process, the particles are directed and
deposited by an air stream onto an impact plate. In a multistage instrument,
even size-dependent separation is possible by changing the air flow intensity
with variations of the nozzle size. If the sample holders of the TXRF instrument
are used as impact plates, they can directly be used for the analysis. In this case,
for better adhesion of the aerosol particles, the sample plate may be treated with
a silicon solution (LabReport-XRF_438 n.d.).

Another possibility is the collection of aerosol particles on filters. The parti-
cles collected in this way can then be separated from the filter. For Nuclepore
filters this is possible by separation in an ultrasonic bath, and for membrane fil-
ters by a digestion of the filter containing the aerosols. To the resulting solutions
an internal standard can be added, applied to the sample holder, and analyzed
after drying. Care must be taken when using these preparation methods that the
filter material is very clean and that only pure solvents are used. For this pur-
pose, blind sample analyses should continuously be carried out in order to detect
impurities and, if necessary, to take them into account. The reproducibility of the
method can be checked by repeated analyses.

The spectrum of an aerosol sample together with the quantities determined
with the help of internal standards is shown in Figure 12.9, with the values in
nanograms.

12.4.2.3 Example: Analysis of Nanoparticles
Nanoparticles are particles with diameters of typically less than 100 nm, which
often consist of only a single element, but they can also be coated. Nanoparti-
cles have properties that differ significantly from those of larger particles or even
from solids of the same composition. Owing to the large surface area, they are
highly chemically reactive and have, due to the small size, very low weights so that
molecular forces can already have an influence and gravitational forces are negli-
gible. They are increasingly used for a wide variety of surface-active reactions, for
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Figure 12.9 TXRF spectrum
of an environmental aerosol
sample, particle size 2–4 μm,
with 10 ngGe as internal
standard.

example, in catalysts or to prevent the growth of fungi or bacterial cultures. How-
ever, these particles can also cause health damages, since they can not only enter
the lung due to their small size, but can even directly enter the cells through the
blood. Therefore, the analysis of nanoparticles is of great importance – regarding
both their quantity and composition (von Bohlen 2010).

For the analysis, the nanoparticles are deposited on the sample carrier. This can
be done by direct application or by drying of a suspension. In the second case, the
addition of internal standards for quantification is possible. If the nanoparticles
are coated, the diameter of the particles and the coating thickness can be deter-
mined assuming spherical particles and uniform coating. Typical analysis times
are again in the range of 1000 seconds.

Varying the incident angle of the excitation radiation (see Sections 4.3.3.8 and
14.4.6), intensity profiles can be measured, which are dependent of particle size
and quantity, both for the fluorescence radiation of the element and for the elas-
tically scattered radiation. These profiles can be used to determine particle size
and quantity (LabReport-XRF_77, n.d.). For the quantification, however, iterative
calculation models for the particles will be necessary.

12.4.3 Trace Element Analysis on Human Organs

12.4.3.1 Example: Analysis of Blood and Blood Serum
The presence of trace elements in body fluids can be indicative of the health con-
dition of people; missing essential elements such as Cr, Mn, Fe, Ni, Cu, Zn, or Se
can lead to diseases, as well as to high concentrations of toxic elements such as
As, Hg, or Pb.

A sample type that is often examined for this purpose is blood. Blood consists of
about 40% of blood cells (erythrocytes, leukocytes, thrombocytes) and about 60%
of blood plasma. Frequently, blood serum is analyzed, which is obtained when the
liquid fraction is centrifuged from the blood.

The processing of the serum for the analysis is most easily accomplished by a
tenfold dilution with ultrapure water and the addition of an internal standard, for
example a Ga solution. Approximately 10 μl of this solution needs to be pipetted
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Table 12.4 TXRF results of blood serum compared with certified values.

Element CNIST (𝛍g/𝛍l) 𝚫CNIST (𝛍g/𝛍l) Cmeas (𝛍g/𝛍l) 𝚫Cmeas (𝛍g/𝛍l)

K 137.6 4.3 133.4 2.8
Ca 120.8 3.5 109.1 1.8
Fe 1.98 0.27 2.14 0.021
Cu 1.10 0.10 1.08 0.02
Zn — 1.21 0.04
Se — 0.101 0.006
Pb 0.020 0.003 0.025 0.012

Source: According to Klockenkämper and von Bohlen (2015).

onto a sample holder and dried (Greaves et al. 2006). Another possibility, which
can be applied to the blood constituents, i.e. to pure blood as well as to blood
plasma, is microwave digestion in nitric acid. For this purpose, 1 ml of the sample
is mixed with 5 ml of ultrapure nitric acid and the mixture is digested for about
15 minutes at 550 ∘C, and in a second step for 20 minutes at 400 ∘C. Then, an
internal standard can be added. For the analysis an aliquot of 10 μl of this solution
can be pipetted at the sample carrier. The measurement times range from 600 to
1000 seconds. In Table 12.4 the analysis results of a serum standard (NIST SRM
909 human serum) are compared to the certified values. The results show very
good correlation, even for the elements with lower concentrations.

An important medical application is the monitoring of blood from chemother-
apy patients. Agents for chemotherapy often contain platinum, which generally
has a high toxic potential. Since cancer patients often also suffer from kidney
insufficiencies, the available functional window for the therapy is small. Monitor-
ing patient blood requires a fast analysis to allow a quick reaction and accurate
dosage adjustments. The analysis process starts already with the sample prepara-
tion. The preparation is carried out by centrifuging the serum at 10 000 rpm. The
serum is then transferred to the sample holder with a pipette and dried at −4 ∘C
(von Bohlen et al. 1987). If the Pt intensity is normalized to the Compton peak of
the tube radiation (Mo tube) no internal standard needs to be added. Preparing a
calibration by adding an ultra-pure Pt solution to a serum resulted in a linear cal-
ibration curve (see Figure 12.10). The resulting detection limit was determined to

Figure 12.10 Calibration curve for
platinum in blood serum. Source:
According to Greaves et al. (2006).
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be 0.67 μg/l. Therefore, the method is sensitive enough to detect Pt in the blood
of chemotherapy patients.

12.4.3.2 Example: Analysis of Trace Elements in Body Tissue
The analysis of trace elements in body tissue can provide important information
about the supply of vital elements or, on the contrary, about exposure to toxic
elements. A possible preparation technique is an ashing or digestion of the tis-
sue. However, the risk of contamination is relatively high as well as the possibility
to lose volatile elements. Another possibility is the analysis of very thin tissue
sections that are being directly applied to the sample carrier. For this purpose,
a piece of the tissue with an approximate size of 4–8 mm is frozen to −15 to
−25 ∘C. The frozen tissue can then be cut with a microtome. The tissue sections
are between 5 and 15 μm thick. These sections can be transferred to a sample
carrier, which is a hydrophobic surface and is slightly cooled. In this way, the tis-
sue section can be prepared evenly and without any damage. When the sample
carrier is then heated, the tissue slice dries quickly and adheres to the sample
holder.

For quantification, usually an internal standard is required. In order to
determine a suitable standard, a spectrum of the tissue should be measured after
preparation. Then the element with the fewest peak overlaps can be selected. A
10 μl solution of this element, for example, Ga or Y, can be pipetted as an internal
standard to the already prepared sample. This solution is readily absorbed by
the cut. The concentrations to be determined are usually in the 1 μg/ml range.
During the drying process by heating or evacuation, the sample size usually is
slightly reduced; subsequently the sample can be measured. The analyzed sample
quantity must be determined by a differential weighing of the sample holder
with and without the sample. Typical weights are in the range of 100 μg. Now
the concentrations of the individual elements in the sample can be determined.
A normalization of all concentrations to 100% is not possible since the elements
with the highest concentration in the tissue are not measurable because of their
small atomic number.

This preparation technique is applicable for different types of body tissue – for
example, kidney, lung, or liver. An example is the analysis of a dust-loaded lung
tissue (von Bohlen et al. 1987). For this purpose, the lungs of individuals with-
out any heavy dust exposure were analyzed. The spectra of the samples were very
similar and could be averaged to a “normal spectrum”. The comparison with the
spectrum of a foundry worker who was heavily exposed to dust shows clear dif-
ferences, especially for some heavy metals (see Figure 12.11). High loads of Ti,
Cr, and Pb were detected in the upper microgram per gram range. The peaks of
these elements as well as the peak of the internal Ga standard are marked in the
spectrum.
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Figure 12.11 TXRF spectrum
of lung tissue of a foundry
worker. Source: Courtesy of
A. von Bohlen.
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The contamination with specific elements depends on the profession of the
individuals examined. How much the spectrum deviates from the “normal spec-
trum” depends very much on the individual, their overall health, the duration of
the exposure, and if any protective covers were used.

12.4.4 Trace Analysis of Inorganic and Organic Chemical Products

The simplicity of the sample preparation makes TXRF ideal for the analysis of
high-purity chemicals, such as acids, bases, solvents, ultra-pure water, or even
organic materials such as oils, fuels, or pharmaceuticals.

For inorganic liquid chemicals, often only a dilution with ultra-pure water is
required. Limits of detection down to 0.1 ng/ml are then achievable (Huber et al.
1988), which is similar to aqueous solutions (see Figure 12.6).

For organic material, the preparation is more material specific. Depending on
their consistency, different methods are used. For highly volatile liquids, such as
petrochemical products, pipetting the material to the sample holder is sufficient,
along with the evaporation of the organic matrix. After adding an internal stan-
dard, the measurement can be carried out. Detection limits down to 5 ng/g are
possible.

Macromolecular materials with stronger interlinking bonds vary in their con-
sistency from liquid to viscous and even to solid. This means that both oils and fats
and polymers cannot be prepared very easily as their high molar mass prevents
an evaporation of the matrix. For these samples cold-plasma ashing is a suitable
preparation technique. For this purpose, an internal standard is added to 1 ml
of the sample, and it is then incinerated in a quartz vessel in an oxygen plasma
(300 W for one hour at 500 Pa O2 pressure). The ash is then dissolved in nitric
acid; 50 μl of this solution can then be analyzed on the sample holder after drying.
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With this method, the limits of detection can be improved by about 1 order of
magnitude; however, the time required for the preparation, approximately two
hours, is often too long, especially for process monitoring. Furthermore, volatile
elements such as S, Se, As, or Hg can be lost. For the detection of these elements,
a high-pressure digestion method with subsequent cold ashing is required. This
increases the preparation time to about 10 hours, which further limits its use for
process monitoring.

12.4.5 Analysis of Semiconductor Electronics

12.4.5.1 Ultra-Trace Analysis on Si Wafers with VPD
Si wafers are the raw material in the production of electronic components. The
degree of integration has increased enormously in recent years, i.e. the dimen-
sions of the individual components have been drastically reduced and their den-
sity has increased. Structure dimensions are now less than 20 nm and the dis-
tances between switching points are 500 nm. This requires not only high-tech for
the structuring of features but also an extreme control of the cleanliness of the
wafers, the manufacturing environment, and the influence it has on the produc-
tion process.

Si wafers are cut from specifically grown crystals with diameters of up to 18 in.
(approximately 450 mm) at thicknesses of up to 750 μm and are polished to a
roughness of 0.1 nm. This first process step already requires extreme cleanliness.
Alkali metals such as Na and K can affect the breakdown voltage of the sili-
con; transition metals such as Cr, Fe, Co, Ni, Cu, or Zn can cause leakage cur-
rents or short-circuits; and radioactive elements such as U or Th can generate
crystal defects by emission of 𝛼-radiation, which can cause malfunctions. There-
fore, such impurities are allowed only in the smallest concentration, the currently
allowed value being 2.5× 109 atoms/cm2 for all elements. If only Cu would be
present as impurity, this would be about 43 fg/cm2. For a wafer with the above-
mentioned diameter this corresponds to a total amount of approximately 7 ng.

TXRF for such examinations is used in two different ways (Klockenkämper
and von Bohlen 2015). On the one hand, a direct analysis is possible. The detec-
tion limits are then in the range of 109 atoms/cm2, which is the range of the
requirements for the sum of all elements. In this case, it is possible to examine
the wafer nondestructively and to distinguish between particles just lying on the
wafer and contaminations embedded within the very top layers by varying the
incident angle of the excitation beam. The nondestructive nature of this method
makes it suitable for process monitoring. However, the sensitivities are not good
enough for an appropriate assessment of the contamination.

An increase in the sensitivities by about 2 orders of magnitude is possible by
vapor phase deposition (VPD) yielding detection limits of 107 atoms/cm2 (Klock-
enkämper et al. 2003). This method, however, can only be used for non-structured
wafers since the method will influence the wafer surface. Using VPD, the impu-
rities are collected from the entire wafer surface and then measured in a precon-
centrated state. The improvement in sensitivity results from the ratio of the size of
an individually measurable surface to the total area of the wafer. For the collection
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of the contaminants, the wafer surface is covered with a thin layer of hydroflu-
oric acid via vapor phase condensation. This dissolves the oxide layer deposited
on the wafer, including embedded impurities and any other impurities on the
wafer surface. Pure silicon automatically stops this etching process. As a result of
this process, many small droplets are formed on the hydrophobic wafer surface,
which contains the impurities. The individual droplets are collected by means
of a droplet of ultra-pure deionized water, which is guided on a spiral inward
path over the wafer surface. This drop can then either be directly dried for an
analysis on the wafer or it can be removed and deposited on a quartz sample
carrier for the measurement. Accordingly, this drop could also be used for other
analytical methods, such as atomic absorption spectrometry (AAS) or inductive
coupled plasma–mass spectrometry (ICP–MS). However, with AAS usually only
one element can be analyzed, and the sample is consumed in the process by both
methods. It is then no longer available for further analysis or for archiving for
later control measurements. Since the sample is not consumed during the analy-
sis, TXRF does not have that disadvantage.

12.4.5.2 Depth Profile Analysis by Etching
Depth profile analysis of surface layers of a wafer is possible by a stepwise
removal of the wafer surface and repeated measurements of the removed
material or the surface composition (Klockenkämper and von Bohlen 2015). The
removal of material can be carried out in various ways.

One way to do this is similar to the VPD method described in the previous
section. In this case, the wafer is first oxidized in approximately 30% H2O2 solu-
tion. This oxide layer can then be etched in 4% HF solution. Using the weight
difference after each etching process, the thickness of the layer can be deter-
mined when the wafer surface is accurately known, and the density of pure Si
is assumed. Determining the wafer area is possible with an uncertainty <0.01%,
and the weighing uncertainties are in the range of 2–5%. This results in accura-
cies for the determination of the layer thickness of approximately 5–10%. TXRF
analysis can then be carried out directly on the wafer, or the etching solution is
transferred to a sample holder and then analyzed. Repeating the described proce-
dure, information about concentration gradients, for example, of implanted ions
can be obtained.

Another possibility to remove material from a large area is by ion sputtering of
the wafer surface, between the individual TXRF analyses (Klockenkämper et al.
2003). In this case, the wafer material is uniformly removed by Ar+ ions with
relatively low energies of about 500 eV. The removal rate is proportional to the
sputtering time; the layer thickness that is removed in each case can be deter-
mined by differential weighing as in the case of the etching method. Another
possibility that permits the determination of the layer thickness with higher accu-
racy is the use of an interferometer. The height difference between the stripped
surface and a surface that was masked off during the sputtering process can then
be measured. This allows to control the removal of thicknesses of a few nanome-
ters reproducibly. Sputtering eliminates the risk of any contamination from the
chemicals that are required for the etching process. The surface composition can
then again be measured with TXRF.
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Figure 12.12 Depth profiles of
As ions in a Si wafer determined
with TXRF, RBS, and by Monte
Carlo (MC) simulation. Source:
Courtesy of A. von Bohlen.

An example of such a depth profile determination is shown in Figure 12.12.
Here, a Si wafer was implanted with about 1017 As ions/cm2 at an energy of
100 keV. Thirty two layers with thicknesses of about 6 nm were analyzed. The dis-
tribution of the As concentration (as molar ratio of As and Si) was determined
by TXRF, Rutherford backscattering (RBS), and with the aid of a Monte Carlo
simulation (Figure 12.12). It can be seen that the different profiles correlate well,
except close to the surface. The deviations in this range can be partly explained
by the limited depth resolution of the analytical methods.
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13

Nonhomogeneous Samples

Very often, the samples and parts to be analyzed are not homogeneous or
cannot be homogenized by a corresponding preparation technique, because
various manufacturing steps have already taken place during their production.
Also prohibitive to homogenization are samples with potentially high monetary
values or if they are integrated into production processes or their analysis result
must be available very quickly. In these cases, a position-sensitive analysis may
be the solution, which means only small sample areas will be analyzed. X-ray
analysis offers this possibility by concentrating the incident beam on a small
sample surface. Another possibility is to collect the fluorescence radiation from
only a small area of a larger excited sample surface; however, in this case the
excitation intensity must be rather high.

Instruments with spot sizes of various diameter are available. With collimators,
the tube radiation can be restricted to diameters of about 0.3 mm. For smaller
collimators, the intensity of the incident radiation is too low. With X-ray optics,
spot sizes with sufficiently high excitation intensities, as low as 5–10 μm can be
achieved (Janssens et al. 2000; Kanngießer and Haschke 2006; Haschke 2014).
Owing to the small area analyzed, these instruments are referred to as micro
X-ray fluorescence (μ-XRF).

13.1 Measurement Modes

μ-XRF spectrometers make it possible to analyze individual points due to the
small areas being excited; this can be interesting for both inhomogeneous and
irregularly shaped samples. These sample types cannot accurately be character-
ized when analyzing large areas. For inhomogeneous materials, an averaging of
the composition would be the result; the not so well-defined geometry of irregu-
larly shaped samples will influence the analysis result due to the variation of the
sample–detector distances.

In contrast, if only a small sample area is analyzed, it is usually possible to find
a homogeneous and plane sample area for the analysis.

A position-sensitive element analysis can also be used for the measurement
of many points. If these points are arranged equidistantly on a line or on an
area, one-dimensional or two-dimensional element distributions (line scan

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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or xy-maps) can be generated. μ-XRF therefore allows for the comprehensive
characterization of different materials. In particular, during the measurements of
these samples, complete spectra for each measurement point are stored. In this
way, the so-called HyperMaps are created, and they offer various opportunities
for the evaluation of the measured data.

A special type of inhomogeneous samples are coated materials. In this case,
the inhomogeneity exists perpendicular to the sample surface. For X-ray spec-
trometry, the layer material as well as the substrate layer will be excited during
the measurement of the coated sample. Both fluorescence intensities depend on
the layer thicknesses and under certain circumstances, they can be used for a
nondestructive characterization of the layers, for the determination of both layer
composition and layer thickness. Many products are coated with layers for dec-
orative and/or functional purposes. These products are often inhomogeneous as
well as irregularly shaped. This means that in order to obtain reliable quantitative
results without destroying the sample by preparation, the analysis is often only
possible on small sample surfaces.

13.2 Instrument Requirements

The available excitation intensity is limited as a result of the small spot sizes.
When using collimators, the intensity is proportional to the diameter of the col-
limator squared, i.e. comparing an analysis with a diameter of the analyzed area
of 30 mm to one with 1 mm diameter, the intensity is reduced approximately by
a factor of 1000, and even by a factor of 10 000 for diameter of 0.3 mm. The exci-
tation intensities cannot be increased substantially, since wavelength-dispersive
spectrometers (WDSs) are already using high-performance X-ray tubes with a
power of 3–4 kW. Energy-dispersive spectrometers (EDSs) are offering a solution
for this problem. Because of the simpler EDS instrument design, the detector can
be much closer to the sample than in a WDS instrument. The result is an increase
in solid angle of up to a factor of 100, which allows for the collection of more
fluorescence radiation. Consequently, sufficient fluorescence intensities can be
collected even at low tube power, especially if the measurement geometry is very
narrow. Suitable intensities can then already be generated with low power tubes
with outputs of<50 W; they are also easier to handle and more cost effective, also
because they have not to be cooled by an external system.

To achieve even smaller spot sizes, X-ray optics are required. With these,
a larger amount of the primary radiation can be collected from the tube and
then concentrated on the sample. Depending on the optics, spot sizes down to
5–10 μm are possible. The increase in brilliance at the excited area can be up to
4 orders of magnitude. Capillary optics concentrate a broad energy spectrum
into their focus. These optics provide efficient excitation conditions for a wide
range of elements and can therefore be used for a wide range of applications.
Additionally, optics such as shaped multilayer structures or curved crystals
exist, which focus only a narrow energy band. They are used for the selective and
efficient excitation of individual elements for their highly sensitive analysis.
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For ideal sample positioning, μ-XRF instruments excite samples from the top;
this allows to adapt the measurement geometry to various sample shapes. The
samples to be analyzed are placed on a programmable xy-stage with an additional
programmable z-axis to adjust the distance of the sample to the focal plane of the
X-ray spot. The sample can then be exactly positioned according to the beam
in xy-stage and z-directions. Especially for very small spots, generated by X-ray
optics, an optical microscope is useful for an exact positioning.

Depending on the analytical task, different detectors are used for position-
sensitive analysis; they differ in the size of the active area, resolution, and impulse
rate capability.

Proportional counters have large active areas and can therefore collect fluo-
rescence radiation from a large solid angle; however, they have a limited energy
resolution. For this reason, they are primarily used for monitoring production
processes where the qualitative composition or the layer structure of the prod-
ucts to be inspected is known. With this knowledge, peak area calculation using a
peak fitting algorithm yields sufficient accuracy, despite the peak overlap of indi-
vidual X-ray lines. An important further limitation of the low-energy resolution
is the limited peak-to-background ratio and thus a lower sensitivity for traces.

Solid-state detectors do not have the resolution and peak to background disad-
vantages. The detectors are usually made out of silicon, they have a much better
resolution, but also smaller active areas. Otherwise, solid-state detectors have
much higher count rate capabilities. The smaller detection solid angle, resulting
from the smaller active surface area of the detector can be partially compensated
by shorter distances to the sample. A comparison of the energy resolution of pro-
portional counters and solid state detectors, in this case, a silicon drift detector
(SDD), can be made looking at the spectra in Figure 4.4.

A summary of the most important properties of the commonly used
energy-dispersive detectors is given in Table 13.1.

WDSs can also be used for point analysis; in this case the area to be analyzed
is limited by a collimator. However, the fluorescence intensity decreases propor-
tionally with the size of the area to be analyzed, resulting in reduced repeatabil-
ity of the measurements. The lower intensity can be compensated by increasing
the intensity of the incident radiation or by extending the measurement time or
both. With such a system, the analysis of individual points, such as inclusions
or individual particles, is possible. The determination of element distributions,
however, is not useful with this method; the spatial resolution is limited by the
relatively large beam size, and the increased analysis times for compensating the

Table 13.1 Properties of energy-dispersive detectors.

Parameter Proportional counter PIN-diode SDD

Effective area Up to 1000 mm2 25 mm2 Up to 100 mm2

Energy resolution for Mn-K𝛼 Approx. 1000 eV Approx. 180 eV 130 eV
Maximum count rate Typical 10 kcps Up to 20 kcps 50 kcps >500 kcps
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low fluorescence intensities can become relatively large. This is in particular true
because with WDS each element must be measured individually.

The spatial resolution of a distribution map primarily depends on the size of
the excited area, but also influenced by the distance between the measurement
points; the total accumulated intensity also affects the quality of the distribution
images of the elements. For a given spot size, the spatial resolution can be
improved by using small distances between measuring points. However, the
number of points to be measured for a given area then increases, and therefore
also the total measurement time and the size of the data file. To achieve good-
quality images step sizes of about 30% of the spot size can be used (Haschke 2014).

High fluorescence intensities allow for the detection of small intensity differ-
ences as a result of the smaller statistical error. The required high fluorescence
intensities can either be achieved by high excitation intensities or longer measur-
ing times per measuring point.

13.3 Data Evaluation

A further special feature of a position-sensitive analysis is the evaluation of the
spectra. For point analysis, comparable algorithms can be used as for conven-
tional spectrometry (see Section 5.5). However, inhomogeneities of the material
can influence the analysis result due to potential variations of the matrix at the
measurement point, which restricts the analytical accuracy. It should be noted
that calibration samples can also be nonhomogeneous, in particular for very small
analyzed sample volumes. The certified concentrations of a reference sample are
valid only for larger sample volumes; reference samples with defined inhomo-
geneities are very rare.

Moreover, different calibration sample sets would be required for a complete
analysis of a inhomogeneous sample. Even if they would be available, using them
would require much effort. Position-sensitive analysis methods therefore mostly
use standard-free quantification models; they match the achievable accuracies
that can be obtained from the nonhomogeneous samples. The analytical accura-
cies for inhomogeneous materials depend on the concentrations of the different
elements – typically they are in the range of more than 10% relative.

For layer analysis, special evaluation methods are required; they have already
been described in Section 5.6.

Many options exist for the presentation of element distribution data – especially
for the evaluation of the multidimensional data sets consisting of the spatial
coordinates, the energy, as well as the intensity. There are many different
methods available which, however, must be adapted to the analytical problem
at hand.

In the following chapters, examples of various applications of position-sensitive
element analysis and their evaluation methods are presented. The various possi-
bilities of data presentation and position-dependent analysis are demonstrated
using specific applications. The methods can easily be transferred to compara-
ble analytical tasks. Decision on the best evaluation strategy to be used must be
based on the particular sample type and the analytical task.
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14

Coating Analysis

14.1 Analytical Task

Layer analysis is a very common analytical problem for X-ray fluorescence (XRF).
It is primarily used as a quality management tool in industrial control. Many
products are coated for functional as well as for decorative reasons. A very large
number of layer systems exist, and the main parameters of interest are the layer
thicknesses and, in the case of alloy layers, their composition (DIN-EN-ISO-3497
2001-12; ASTM-B_568-98 2014).

For a nondestructive layer analysis, the layer system is excited from above,
which means that both the layer and the substrate are excited to emit fluorescence
radiation, which can be used for the evaluation (see Figure 5.23). The fluorescence
intensity from the layer increases with increasing thickness and approaches a sat-
uration value, which corresponds to the value of an infinitely thick layer, in other
words to the information depth of the radiation. On the other hand, with increas-
ing layer thickness, the fluorescence radiation of the substrate decreases since
more radiation is absorbed in the layer.

Depending on which signal is used for the evaluation, different measurement
modes are possible:
• The emission mode uses the radiation emitted by the layer material for eval-

uation. This radiation is the most applied variant for layer analysis. Using the
fluorescence of the layer material is the only possibility for the analysis of mul-
tilayer systems.

• The absorption mode uses the absorption of the substrate radiation in the layer.
This mode is used preferentially for single-layer systems. It is especially inter-
esting for layers made of light elements.

• The relative mode uses both layer and substrate radiation; it can be used just for
single-layer systems. By utilizing both beam components, a layer characteriza-
tion is possible where the given measurement geometry of the instrument is
not maintained, for example, for variations of sample-detector distances or in
the case that the instrument spot size does not match the measurement area.
The intensity of the fluorescence radiation is used for the quantitative deter-

mination of the layer parameters. It should be noted that with XRF, only mass
per unit areas can be determined; they are then converted into layer thicknesses
using the layer density (see Eq. (5.26)).

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Layer analysis has some of its own characteristics:
• Layer systems must mostly be characterized on finished products. The

products usually vary in shape and are often inhomogeneous. The anal-
ysis can therefore be only performed on small sample areas, resulting in
low fluorescence intensities that are best analyzed with energy-dispersive
(ED) instruments.

• Only layers that are not infinitely thick can be measured, i.e. the layer thickness
has to be less than the information depth of the corresponding fluorescence
radiation. Thicker layers cannot be analyzed with XRF.

• An independent signal must be available for each layer parameter to be ana-
lyzed, which means the elements in each layer and the substrate must be dif-
ferent. However, it is possible to evaluate the same element in different layers if
they emit a measurable radiation at different energies (i.e. K-, L- or M-radiation
or α- and β-radiation). For alloyed layers, it is possible to reduce the number
of required intensities by one, due to a normalization of the total element con-
centration to 100%.

• For quantification the layer structure (sequence and qualitative composition)
must be known; only then a correct analysis of the measured intensities is
possible. For practical purposes this is not a problem; for industrial process
control, this information is known for the layers applied during the production
process.

14.2 Sample Handling

The samples that are being analyzed are usually subassemblies or finished
products; as already mentioned, they often are nonhomogeneous or irregularly
shaped, and they should not be reworked for the analysis. Some products
require even 100% inspection, which would not allow for a destructive sample
preparation. This means the analysis for highly structured samples has to be
done either on small sample surfaces in order to adjust the measurement point
to the sample structure, or, in the case of coating applied to large areas, a large
number of measurements must be done to get a representative characterization
of the coating. Finished products can often be larger in size; the sample chamber
of the instrument must be sufficiently large to hold the entire sample. Further,
short analysis times are required for 100% inspection processes. The conclusion
is: mostly sample preparation is not possible, but also not necessary.

In order to control a plating process, it is important that all measurements
are done at the same sample position; only in this way results are comparable,
and procedures for statistical process control can be implemented. Layer thick-
nesses can vary across shaped surfaces and are therefore dependent on plating
location and plating method. For instance, thicker layers are often observed at
edges and bends compared to flat surfaces (in electroplating, areas of high current
density plate grow faster). In the case of vapor deposition, the layers are usu-
ally homogeneous, but they are dependent on the orientation of the coated sur-
face with respect to the evaporation source. Thus, the deposition rate of several
plating methods is dependent on the direction of material transport and sample
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topology. On the other hand, very uniform coating of parts can be achieved by
the electroless or autocatalytic plating process.

When small sample areas are to be measured, the exact positioning of the sam-
ple with respect to the incident beam is important. Therefore, the instruments use
cameras and optics as well as high precision xy stages. The small sample areas are
positioned according to the given measurement geometry, that is, parallel to the
sample stage.

Slotted sample chambers are used when samples such as large printed circuit
boards (PCBs) need to be measured. Sections of the PCB will protrude outside
the sample chamber, which avoids the destruction of the sample. In this way it
can be returned into the production process undamaged.

14.3 Measurement Technology

ED spectrometers are the preferred choice for layer analysis. The small areas
and the thin layers analyzed only produce low fluorescence intensities. The
spectrometers must therefore be capable to create high intensity primary beams.
Only in the relatively rare case when the surfaces are flat and sufficiently large
wavelength-dispersive (WD) spectrometers can be used for the analysis.

Energy-dispersive spectrometer (EDS) use both proportional counters and
high-resolution semiconductor detectors. Proportional counters have the
advantage of having a large effective area, hence they collect a large solid
angle of fluorescence photons, but their limited energy resolution restricts the
measurement sensitivity. In layer systems usually only a few known elements
are found, which means that the determination of the individual peak areas by
peak fitting algorithms is not a problem even with the limited spectrometer
resolution. However, using high-resolution semiconductor detectors, the better
peak-to-background ratios give better sensitivity, which results in the capability
to measure very thin layers.

At the same time, due to fewer peak overlaps because of the better energy
resolution, the errors in the peak area calculation are reduced. The slightly
larger statistical error caused by the lower collected intensity due to the smaller
effective area of these detectors is therefore compensated by the improved peak
area calculations. Table 14.1 summarizes the results of 10 repeated measure-
ments of an Au–Ni layer system measured with a proportional counter and a
silicon drift detector (SDD) instrument. The measurements were performed
with the same excitation conditions (40 kV, 600 μA, 0.7 mm spot size, 15 second
measurement time). For their evaluation the mean values of intensities and layer
thicknesses were calculated, as well as the relative standard deviation of the
repeated measurements.

The results show that with the same measuring conditions, the intensities are
approximately by a factor of 10 lower for the high-resolution SDD compared with
the proportional counter. Correspondingly the relative intensity fluctuations 𝜎Irel
(see Eq. (6.3)) as well as their statistical errors 𝜎stat are larger by approximately a
factor of 3. On the other hand, the absolute and relative standard deviations of
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Table 14.1 Detector influence on analytical results.

Detector
Prop counter SDD

Au Ni Au Ni

Intensity, counts (15 s) 27 000 78 000 2650 6500
𝝈Irel (%) 0.87 0.42 2.04 1.31
𝝈stat (%) 0.61 0.36 1.94 1.24
Thickness (μm) 0.48 2.47 0.50 2.53
Δs (μm) 0.0135 0.069 0.009 0.033
𝝈drel (%) 2.94 2.79 1.75 1.10
dLOD (μm) 0.1 0.5 0.005 0.02

the layer thicknessesΔs and 𝜎drel are better by a factor of 2 for the high-resolution
SDD than for the proportional counter. This means the fitting process for the peak
area determination contributes obviously additional errors to the measurement
result of the proportional counter.

The better energy resolution also increases the instrument sensitivity, which is
reflected in the significantly improved estimates for the detection limits dLOD of
the SDD setup.

The analyzed volume of very thin layers and very small features is very small; for
a layer thickness of 10 nm, it is only a few cubic micrometers. To collect enough
fluorescence intensity from these small volumes, it is necessary to focus an inci-
dent beam with high intensity onto these small areas. This is only possible using
polycapillary X-ray optics. In addition, the detector must have an energy reso-
lution sufficient enough to achieve the peak-to-background ratio necessary for
the required sensitivity. Using a grazing incidence geometry or low-energy flu-
orescence lines, it is further possible to increase the analytical sensitivity. For
the grazing incidence geometry, one can achieve higher fluorescence intensities
since the path length of the incident radiation within the layer is increased. Using
low-energy fluorescence lines requires the measurement in vacuum; the vacuum
requirements, however, are not particularly high, and pressures in the range of
20–50 mbar are usually sufficient.

14.4 The Analysis Examples of Coated Samples

In the following the analysis of various coated samples and their layer systems
will be discussed. The examples will cover different layer structures as well as the
already briefly mentioned varying measuring modes.

14.4.1 Single-Layer Systems: Emission Mode

Single layers are applied for functional or decorative purposes. A Zn on
steel coating, for example, is a functional layer used for corrosion protection,
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Figure 14.1 Calibration curves for Au-layers for both Au-L- and Au-M-fluorescence.

Pd coatings on ceramics improve the effectiveness of catalysts, Au coatings on
connectors ensure good electronic contact properties and solder pastes are used
on PCBs, etc.

Decorative layers are used on consumer goods to improve their appearance
(for example, Cr coatings on bathroom fixtures or in the automotive industry), as
precious metal coatings on jewelry, or as paint coatings. Often these layer systems
meet both application goals. Typical single-layer systems are:

For the corrosion protection: Cr/Fe, Cu/Fe, Cd/Fe, Ni/Fe, Ni/Cu, Ni/CuZn, Zn/Fe
For electrical contact: Ag/CuZnSnFe, Ag/Al, Au/Ni, Au/CuZnSnFe

It is also possible that the layer consists of an alloy, as in the case of electroless
NiP coatings, ZnNi coatings, or solder coatings such as SnPb or a lead-free alloy
(SnAgCu).

The excitation conditions are selected such that the elements of the layer
are effectively excited. The X-ray lines appropriate for the analysis are selected
depending on the layer system and the expected thicknesses of the layers.
Figure 14.1 shows the intensities of the Au-L and Au-M radiation as function of
the layer thickness normalized to the intensity of an infinitely thick sample.

These curves show the following:

• The fluorescence intensities for very thin layers increase linearly with increas-
ing layer thickness, and the curve then flattens because of the self-absorption
and then asymptotically approaches the value of an infinitely thick sample.
For very thin layers, the change of intensity allows for high sensitivity because
of the steep slope of the calibration curve; however, the statistics of the low
intensity signal of the thin layer limits the analytical accuracy.
The shallow slope of the calibration curve for thick layers goes along with a
decrease in sensitivity, which means that small intensity fluctuations result in
significant fluctuations of the measured thickness that causes a poor repeata-
bility. An analysis with acceptable uncertainties is therefore only useful up
to a maximum of about 90% of the infinite thickness. The lowest measure-
ment uncertainties can be expected for mid-range layer thickness; however,
the absolute values depend of course on the considered element.



296 14 Coating Analysis

• The low-energy Au-M radiation is more readily absorbed within the layer, and
the saturation thickness therefore already occurs for much thinner layers than
for the Au-L radiation. This can be easily seen by the steeper slope of the cali-
bration curve. As a result, it can be concluded that the low-energy radiation of
an element is more sensitive for the analysis of very thin layers.

The measurement time is set to meet the required accuracy. It should be con-
sidered that layer thicknesses are rarely homogeneous. Depending on the coating
method, thicknesses can vary across a coated area between 1% and 10%. The mea-
surement time should be selected in such a way that the expected statistical error
is of the order of magnitude of the variation of the layer thickness. Measurement
times of a few seconds are often enough. This is also evident from the example
in Table 14.1. Measurement times of 15 seconds for the SDD detector were used
to match the variation of the layer system, which means that the relative stan-
dard deviation from statistics and the coating thickness are of the same order of
magnitude. For the proportional counter, the layer thickness results vary signifi-
cantly due to the uncertainties in the peak area calculation; even for a measuring
time of 5 seconds, the statistical error would not significantly contribute to the
measurement uncertainty.

There are many different coating systems. Even for single-layer systems, the
composition of the layer and its thickness and the composition of the substrate
can vary. For multilayer systems, the combination of sample parameters becomes
even greater. This makes the availability of suitable reference samples compli-
cated; particularly for very thin layers of reactive materials, the layers are then
not stable over a longer period of time, but they can corrode or diffuse.

A distinction is made between calibration foils and solid standards, i.e.
hard-plated standards. Foils thicker than about 1 μm, depending on the layer
material, can be produced as self-supporting films, while foils as thin as 50 nm
can be produced with thin polymer films as support. Foils can be stacked on
substrates of different composition, and it is also possible to stack several layers
of the same composition to produce thicker layers. Thin air layers between
the individual films are negligible for layer thicknesses >1 μm. Calibration foils
should not be stacked if low-energy lines are used for calibration. Stacking of
multiple foils of various elements especially for thin PCB applications such as
Au/Pd/Ni/Cu/PCB is also not recommended. In this case stacking multiple foils
with several polymer films in between will have an absorption and geometry
effect. The advantages of separate layers on foils are that they will not create
intermetallic compounds with the substrate and that they can be used for calibra-
tion on different substrate materials. This is important since different substrates
can have a big influence on the measured intensity especially for very thin films.

The advantage of hard-plated standards is that they are easier to produce and
more robust. They are not as easily damaged as foils when used for contact
measurement, for example, with handheld XRF. Hard standards can also have
better uniformity since not all pure element standards can be easily rolled into
thin films.

To achieve the best calibration results, it is recommended that the calibration
samples closely represent the makeup and thickness range of the coating system
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that needs to be analyzed. It is not advisable to calibrate thicknesses in the tens
of nanometers with several micrometer thick foils.

National standards labs such as NIST or BAM only offer a very limited num-
ber of certified thickness standards. The whole range of commercially impor-
tant thickness standards are offered by companies such as MicroMatter, Hel-
mut Fischer GmbH, and Calmetrics Inc. (see Section B.2.2). The certification of
layer thickness reference samples can be carried out, for example, with gravi-
metric methods, with Rutherford backscattering (Götz and Gärtner 1988), with
profilometry, or with a reference-free evaluation of synchrotron measurements
(Hönicke et al. 2015; Unterumsberger et al. 2011). The abovementioned compa-
nies offer calibration standards certified according to ISO 17025.

Quantification of layer systems can be performed standard-based or
standard-less as discussed in detail in Section 5.6.3. The achievable accuracies
are similar for both quantification methods. Under ideal test conditions, the
repeatability and trueness for single-layer systems are in the range of 1–3%
depending on the layer thickness.

14.4.2 Single-Layer Systems: Absorption Mode

For light element layers whose fluorescence intensity is low and whose radiation
in addition will be absorbed in air, the layer thickness can be determined by ana-
lyzing the absorption of the substrate radiation in the layer.

The absorption mode can preferently be used for single-layer systems since only
one measurement parameter, the fluorescence intensity of the substrate, is avail-
able for evaluation.

Typical applications where the absorption mode is used are layer systems of Al
and Si and even carbon-containing layers such as paints or plastics on different
substrates. If the substrate is made of several elements, the fluorescence radiation
of the element that has the largest measuring effect, i.e. sufficient absorption but
enough fluorescence intensity, should be used.

The excitation conditions for the layer analysis must be selected such that the
substrate radiation is effectively excited. The measuring time is selected in order
to achieve the required accuracy.

Reference samples can be used in the same way as for the emission method.
Similar restrictions apply regarding their availability, design, and stability.

If a vacuum capable instrument is available, the emission signal of the light
elements may also be used for the evaluation, assuming that it is detectable.

An application example for the absorption method is the analysis of Al layers on
an Fe substrate. The test conditions were 40 kV and 200 μA with a measurement
time of 20 seconds.

The right-hand side of the y-axis in Figure 14.2 shows the measured Fe inten-
sities plotted against the layer thickness (open squares). The left-hand side of the
y-axis gives the relation between the analyzed and given layer thicknesses of the
plotted calibration line.

The achievable accuracies depend on the test conditions and the thickness of
the coating. In the case of a careful calibration, they are essentially determined
by the statistical error.
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Figure 14.2 Calibration curve for Al
layer thickness based on Fe
absorption.

At ideal measuring conditions, accuracies of about 3–5% can be achieved using
the absorption mode for single-layer systems.

14.4.3 Single-Layer Systems: Relative Mode

14.4.3.1 Analytical Problem
This measurement mode can be used to determine layer thicknesses as well as
the composition of alloy layers, especially for cases where the given instrument
geometry cannot be meet, for example, for concave sample surfaces or for sam-
ples with a high aspect ratio, where the measurement distance cannot be adjusted
as required. It even can be used if the structures that need to be measured are
smaller than the exciting beam size, in which case the surrounding area of the
measurement location will be excited too.

Any deviation from the measuring geometry results in a change to the intensity
of the measured radiation, which will lead to an error during quantification. Using
both emission and absorption signals, it is possible to correct such deviations with
this relative method.

Preparing the sample is usually not possible because a preparation would
destroy the sample. The relative mode allows for measurements where it is not
necessary for the sample to be at the exact measurement geometry. Nevertheless,
attempt should be made to carry out the measurements as close as possible to
the required geometry and to surfaces that are parallel to the sample stage.

14.4.3.2 Variation of the Specified Working Distance
By using the relative mode, variations in the working distance can be corrected.
This is demonstrated in Figure 14.3, in which the layer thickness results of
an approximately 50 nm thick gold layer were determined at varying working
distances. The working distance changed by ±5 mm. The results of the emission
mode show a variation of the calculated thicknesses from 37 to 67 nm; this
is a change of about 6% mm−1. On the other hand, the results for the relative
mode change only little, and all results are close to the nominal thickness of the
sample. The results are superimposed by the statistical variation of the analysis
results, and the variation is only slightly larger than the normal measurement
repeatability.
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Figure 14.3 Results of coating
thickness measurements in
relative and emission mode.
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The achievable accuracies for the relative mode are comparable with those
of the emission mode when using the same measurement geometry; for large
deviations from the measurement geometry, slightly greater uncertainties are
to be expected, which are, however, significantly smaller than those for the
emission mode.

14.4.3.3 Sample Size and Spot Size Mismatch
For very small homogeneous sample surfaces, it is possible that the X-ray spot
size exceeds the size of the area to be analyzed, which means that not only the
intended sample area but also the surrounding area is being irradiated and will
contribute to the measured signal. If in this case the relative mode is used, a cor-
rection is possible too.

Measurements of Au and Ni coatings on a Cu base are used as an example.
This application is typical for contact and bonding surfaces on PCBs. The 0.2 mm
wide contact surface is shown with collimator images of two different sizes to the
sample area mismatch in Figure 14.4.

The analysis results for the different spot sizes and quantification modes are
summarized in Table 14.2. Additional collimator sizes were used where the mis-
match between spot size and sample area varies between 70% and 100%. The
relative standard deviations of the measurements 𝜎rel meas for the relative mode
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Table 14.2 Coating thickness results of an Au/Ni/Cu layer system evaluated in emission and
relative mode.

Spot size
(mm)

Sample area
covered by
spot size (%)

Au
emission
(𝛍m)

Au
relative
(𝛍m)

Ni
emission
(𝛍m)

Ni
relative
(𝛍m)

0.1× 0.3 100 0.248 0.256 2.17 2.47
0.2× 0.2 About 95 0.218 0.261 1.92 2.52
∅ 0.3 About 80 0.181 0.265 1.65 2.51
∅ 0.5 About 70 0.156 0.273 1.51 2.49

𝝈rel meas 16.3% 2.8% 13.5% 0.9%

are comparable to the statistical variation, i.e. 2.8% for the Au and 0.9% for the Ni
layer thickness, and the variations of the values in the emission mode are signifi-
cantly larger and for both layers in the range of 15%.

The data shows that when using the relative mode, it is possible to compensate
intensity differences due to deviations from the given measurement geometry.
Therefore an improved analytical accuracy is achieved.

14.4.3.4 Non-detectable Elements in the Layer: NiP Layers
Nickel is an often used surface coating. It is usually electroplated; this of course
requires an electrically conductive substrate. If the parts are not conductive, for
example, plastics, electroless plating Ni plating, an autocatalytic plating process,
is used. The process deposits a Ni–P alloy. Depending on the application and
required properties, the NiP coating can contain between 2% and 14% P. For an
accurate thickness analysis of the coating, both the Ni and P concentrations must
be known. The P content changes the density of the coating and therefore the
calculation of layer thickness. The P content also influences the mechanical and
corrosion resistance properties of the coating; it is therefore important to be able
to measure the content within an uncertainty of approximately 1 wt%. Because of
the low energy of the P radiation, a direct determination of the P content usually
requires the measurement in vacuum. However most coating thickness instru-
ments do not have a vacuum chamber. The direct determination of P in air is
only possible with instruments with SDD detectors with a thin detector window
and at very close measurement distances. This adds additional costs to the instru-
ment, and they are usually not common in general plating shops. It is however
still possible to use non-SDD detector instruments if in addition to the Ni signal
also the signal from the substrate is evaluated, i.e. a relative mode is used for the
evaluation (ASTM-B_733 2015). This works well for Fe substrate, Cu and Al sub-
strates are already problematic because of the closeness in energy of Cu and Ni
radiation, and Al does not give a measurable substrate signal.

Simulated spectra of a 5 μm thick NiP/Fe system with different P contents are
displayed in Figure 14.5. Due to the measurement in air and the thick detec-
tor window, there is no P signal. As can be seen, the P in the layer reduces the
absorption of the Fe fluorescence from the substrate i.e. the Fe intensity increases
with increasing P content. The Ni intensity, on the other hand, decreases with
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Figure 14.5 Simulated spectra of a 5 μm NiP/Fe system with different P content for a
prop-counter instrument.

increasing P content caused by the reduced Ni content in the layer. The intensi-
ties of Ni and Fe as well as their intensity ratio can be used for the determination
of both layer thickness and P content.

The analytical performance for the determination of the P content for different
coating thicknesses and P contents is illustrated in Figure 14.6, and the measure-
ment time was 30 seconds. It can be seen that for thick layers and high P content,
the agreement is very good and the differences are less than 0.5 wt%. For these
samples the effect of P is relatively large. For lower P concentration or thinner
layers, the results deviate much more. It can be concluded that for thicker layers
than 5 μm and P contents greater than 4 wt%, an indirect determination of the P
content for a NiP/Fe system is possible even with prop-counter instruments.
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Figure 14.6 Comparison of given and analyzed P contents in NiP layers.
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For a measurement time of 30 seconds for 12 repeated measurements, the fol-
lowing results were obtained: 12.9± 0.1 μm and 9.40± 0.25 wt% P. The results are
comparable with a direct analysis with more expensive instruments, with which
only the uncertainty of the thickness can be slightly reduced (Rössiger and Con-
rad 1989).

14.4.4 Characterization of Ultrathin Layers

Layer thicknesses below 50 nm require special measuring conditions because of
the very low signal intensities the thin layers generate. Examples for such layer
systems are found in microelectronics and leadframe applications where only an
few nanometers of Au and Pd are plated IPC-4552 (n.d.), IPC-4556 (n.d.). Typ-
ical layer systems are ENIG (electroless nickel, immersion gold) and ENEPIG
(electroless nickel, electroless palladium, immersion gold), which are plated on
Cu/PCB and Cu alloys such as C19 or on Si4. In addition, the features that are
plated are very small; they can have dimensions down to 50 μm or even smaller.

High excitation intensities are required to obtain sufficiently fluorescence
intensities from these small features and thin coatings. The applications are best
measured using EDS instruments with X-ray optics. They are available with
different detectors: prop counters with an energy resolution of approximately
1000 eV, PIN diodes with an energy resolution of 200 eV, or SDDs with an energy
resolution of approximately 140 eV. Because of the thin layers and various peak
overlaps, for example, Au-L𝛼 with Cu-K𝛼, Au-Lß with Br-K𝛼 (used as fire
retardant in PCBs). or Pd-L with Ar-K (for measurements in air), a high energy
resolution detector is helpful. With an SDD, moreover, lower energies can be
detected due to the available thin detector windows. For measurements where
a vacuum system can be used, an additional improvement of the sensitivity is
possible using low-energy lines. Their calibration curves have a steeper slope for
thin layers (see Figure 14.1).

A spectrum measured with an SDD on an Au/Pd/Ni/Cu system in vacuum is
shown in Figure 14.7. It illustrates the good energy resolution of the SDD that
separates the different lines and allows the use of the higher sensitive Au-M and
Pd-L radiation for the quantification.

Another possibility to increase the sensitivity for very thin layers is exciting
under very small incident angles. In this case, a larger part of the primary radia-
tion is absorbed in the upper surface layer, thus producing higher fluorescence
intensities. However, there exist some restrictions: this special measurement
geometry requires special instruments (see Section 4.3.3.8), and this type of
analysis is possible only for larger areas because the excitation beam spot is
enlarged by the grazing incidence.

Measurement results with three different detectors are summarized in
Table 14.3. Shown are the absolute (nm) and relative (%) standard deviations for
two Au/Pd/Ni-standards:

Standard 1: Au: 13 nm, Pd: 16 nm, Ni: 2000 nm
Standard 2: Au: 49 nm, Pd: 327 nm, Ni: 2700 nm

For both standards, 10 repeated analyses were done, 30 seconds each.
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Figure 14.7 Spectrum of an Au–Pd–Ni layer system.

Table 14.3 Absolute and relative standard deviations of 10 repeated measurements
on two Au/Pd/Ni standards 30 seconds each.

Detector Prop-counter PIN-diode SDD

Energy resolution (eV) 950 200 150
Intensity (cps) 9500 4400 55 000
Spot size (μm) 250 350 60
Thicknesses
of the reference samples

Absolute (nm) and relative (%) standard deviations
For the 10 repeats

Au: 13/49 (nm) Abs.: 2.4/2.4
Rel.: 18/4.9

1.2/2.1
9.2/4.3

0.7/0.4
5.4/0.8

Pd: 16/327 (nm) Abs.: 3.6/6.3
Rel.: 22/1.9

5/8
31/2.4

2.2/1.4
13/0.4

Ni: 2000/2700 (nm) Abs.: 46/124
Rel.: 2.3/4.6

23/17
1.1/0.6

2.9/2.5
0.2/0.01

The following conclusions are possible from these results:

• With all three detectors, depending on the measurement specifications, the
analysis is theoretically possible; however, the analysis quality is significantly
improved with better energy resolution of the detector. In practice propor-
tional counters should not be used.

• For SDDs this improvement is also a result of their higher count rate capability
and higher excitation intensity by using X-ray optics that concentrates a high
amount of primary radiation to the analyzed area.
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Table 14.4 Selection of reference standards and their uncertainties (95%).

Standard Au (nm) Pd (nm) Ni (nm)

1 213.8± 2.6 103.6± 4.1
2 486.8± 4.7 250.4± 8.5
3 117.5± 1.3 2510± 35
4 114.1± 1.3 5710± 46
5 28.4± 0.6 2217± 32
6 21.6± 0.6 2101± 35
7 87.3±0.9 2363± 33
8 333.2± 2.6 2263± 29
9 48.1± 0.7 21.1± 0.8 2211± 33
10 44.0± 0.7 92.1± 0.9 2354± 35
11 45.8± 0.7 331.7± 2.7 2693± 30
12 11.8± 0.2 18.7± 0.4 2425± 34

• A further improvement is caused by the use of the low-energy Au-M- and
Pd-L-lines with their steeper slope of the calibration curve.

• The standard deviations of the hidden layers of comparable thickness are larger
due to the error propagation from the upper layer(s).

The trueness of the analysis results can be assessed by measuring reference
samples. Table 14.4 gives the analytical results of measurements for several refer-
ence samples. It demonstrates that even for these thin layers, adequate accuracies
can be achieved.

14.4.5 Multilayer Systems

14.4.5.1 Layer Systems
Most coating systems for functional or decorative purposes are multilayer sys-
tems. Several layers can be used to ensure adhesion of the layers to the substrates,
to ensure a cost-effective production, and to ensure the desired functionality of
the layer systems.

For the vast amount of plating applications, hundreds of different layer systems
are in use; therefore only a few selected can be mentioned here, for example:

• Decorative coating systems: Cr/Ni/Cu/ABS (bathroom fittings, automotive
parts), Cr–Ni/Fe (corrosion protection)

• Functional layer systems: ZnO/CdS/CuInGaS/Mo/glass (solar cells),
Pd/Cu/ZrO (catalysts)

Two examples will be discussed in more detail to demonstrate the complexity
of these layer systems and the achievable analytical performance.
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14.4.5.2 Measurement Technology
For most applications the same instruments can be used as for single-layer
applications. However, more and more spectrometers with high-resolution
semiconductor detectors are being used for more challenging applications,
in particular when multiple line overlaps occur. This allows for both better
sensitivities and better accuracy of the analysis. However, high enough excitation
intensities are required because of the small effective areas of the detectors.

The analytical accuracy that can be achieved depends very much on the indi-
vidual layer system and on the sequence of the layers within the system. Higher
accuracies can be expected for the top layers than for layers that are covered. The
determination of the fluorescence intensities of the elements of covered layers
has a higher statistical error and is also influenced by the uncertainty in the cal-
culation for the covering layers. This results in a fault propagation from layer to
layer. In general, the accuracies of the top layers are comparable with those of
single-layer systems. The uncertainties for the covered layers increase by approx-
imately 3–5% with each additional layer.

14.4.5.3 Example: Analysis of CIGS Solar Cells
Modern thin film solar cells are often designed as a ZnO/CdS/CuInGaSe/
Mo/glass layer system. In this case, the top layers are required for passivation
(ZnO) and contact by a n-type semiconductor (CdS). In the p-type CuInGaSe
(CIGS) semiconductor absorber layer, the conversion of light energy into
electricity takes place, and the Mo layer is a contact layer again. This structure
is shown in Figure 14.8 with thickness ranges typical for this layer system. The
composition of the absorber layer is particularly important for the efficiency of
the solar cells and must be monitored carefully. In-process monitoring of the
composition is, therefore, a prerequisite in the production of the solar cells. This
means that the analysis needs to be done in-line, directly after the deposition of
the CIGS layer.

The X-ray lines representing the layer elements are well separated and can be
easily determined. However, the determination of the In intensity is problematic
because the K-radiation (24.2 keV) is poorly excited and the L-radiation (3.3 keV)
is already significantly absorbed in air. Nevertheless, the determination of all layer
parameters is possible with a single measurement.

Table 14.5 provides information on the accuracies that can be achieved.
Here, the analysis results of the layer stack were obtained after each individual

ZnO
Typical thicknesses

ZnO:    0.80 – 1.80 μm
CdS:    0.05 – 0.10 μm
CIGS:  1.50 – 2.00 μm
Mo:      0.30 – 0.40 μm

CdS

Mo

Float glass

CuInGaS(Se)

Figure 14.8 Design of CIGS solar cells.
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Table 14.5 Measurement results of a CIGS layer system.

Layer system
Mass fractions

(wt%)
Coating thickness

(𝛍m)

Elements Se In Ga Cu Mo CIGS CdS ZnO

Mo–CIGS 52.7 19.6 8.9 18.8 0.27 1.51
Mo–CIGS–CdS 52.5 20.0 8.8 18.7 0.27 1.53 0.10
Mo–CIGS–CdS–ZnO 53.1 20.1 8.7 18.1 0.28 1.58 0.10 1.50
EDS 52.1 20.0 9.0 18.8
Profilometer 1.5

Source: Wittkopp et al. (2000).

production step was completed, i.e. the composition of the absorber layer and
the thicknesses of the applied layers were determined each time subsequently
after the application of the absorber layer, the CdS layer, and the ZnO layer. For
validation, a direct determination of the composition of the absorber layer in an
electron microscope with an EDS system and the layer thickness of the absorber
layer with a profilometer was carried out. These measurements show that the
results of the X-ray spectrometer are consistent independent of at what step
in the production process the measurement were made; in addition, they also
match the results of the reference methods well. This application demonstrates
well the capabilities and the performance of X-ray spectrometry even for com-
plex layer systems. However, no other analytical method can provide equivalent
results in an in-line environment.

14.4.5.4 Example: Analysis of Solder Structures
Electronic solder joints can be very complex in geometry, size, and thickness,
depending on the type and shape of the electronic components being soldered.
The characterization of both composition and thickness is important. This is only
possible when for every parameter that is measured one separate fluorescence
line is available. Since the analyzed volumes are again very small, the analysis is
complicated by the low fluorescence intensities.

The application in this example is a multilayer system consisting of a SnPb sol-
der on a Ni diffusion barrier on an AgPb metallization layer plated on a ceramic
substrate. Two layers of this system contain Pb (Figure 14.9). For the determina-
tion of their thicknesses and composition, it is necessary to use different fluores-
cence lines of Pb. The low-energy Pb-M-radiation and the Sn-L-radiation can be
used for the characterization of the upper layer because their information depth is
very small, i.e. the fluorescence intensity detected can only be from the top SnPb
layer. On the other hand, the Pb-L- and Sn-K-radiation with their higher energies
can be used for the characterization of the AgPb metallization layer. Because the
element concentration in an alloy layer needs to add up to 100%, it is only neces-
sary to quantify one element in a binary alloy; therefore two signals are sufficient
to determine both thickness and composition. A typical analytical result for such
a layer system is summarized in Table 14.6.
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Figure 14.9 Spectrum of a SnPb solder system.

Table 14.6 Characterization of a SnPb/Ni/AgPb/ceramic system.

Layer Thickness (𝛍m) Composition (wt%)

1. SnPb 1.9± 0.04 Sn: 100.0± 0.18 Pb: −0.02± 0.02
2. Ni 1.3± 0.007
3. AgPb 33.0± 0.5 Ag: 98.3± 0.05 Pb: 1.74± 0.05

It should be noted that even though the application is defined to measure Sn
and Pb in the top layer, the analysis correctly identified the top layer as a pure
Sn solder. This is not trivial especially for Restriction of Hazardous Substances
(RoHS) applications where lead-free solder needs to be identified. But even more
important is that the Pb from the AgPb metallization layer is not attributed to the
top Sn layer. This is important for high reliability applications where Sn whisker
growth needs to be avoided, which is achieved for solders containing more than
3% Pb.

14.4.6 Samples with Unknown Coating Systems

With the previously described measurement modes, only known layer structures
can be investigated, which means that the layer sequence and the elements of the
individual layers must be known to correctly interpret the fluorescence inten-
sities. The advantage is that the method is nondestructive and the samples are
available for further use after the analysis. If, however, layer systems need to be
measured where neither the layer sequence nor the elements in the layers are
known or where the layers have even a concentration gradient, other methods
are required. Some of the methods that utilize XRF but require a special sam-
ple preparation or specific measurement geometries are briefly presented here.
Further also fundamental-parameter based total pattern fitting algorithms with
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an intelligent use of the goodness-of-fit parameters can be utilized to identify
unknown layer structures.

14.4.6.1 Preparation of Cross Sections
If a coated sample is cut perpendicular to the surface, the layer structure is
visible in a cross section. The cross section can then directly be examined, for
example, with microscopes. The layer thicknesses can be determined optically
(ASTM-B_487−85 2013); the composition of the layers can be determined using
spatially resolved analysis methods. For this purpose, the spatial resolution of
the instrument then must be adapted to the thickness of the layers. A frequently
used method is the excitation of the XRF with electrons in an electron micro-
scope. Very small spot sizes can be achieved since electrons can be strongly
focused. However, the time and effort for such an analysis are relatively high,
since the sample not only has to be cut but also needs to be polished and, if not
conductive, needs to be coated to make it electrically conductive. Furthermore,
the measurement needs to be done in vacuum, which puts additional demands
on the sample type.

Another possibility is the excitation with X-rays; the smallest spots that cur-
rently can be achieved are in the 5–10 μm range, which means that depending
on the layer system, they are similar to the thicknesses but can also be signifi-
cantly larger than the layer thicknesses to be measured. Care must be taken in
the preparation of the cross sections, which needs experience and practice. The
layer structures can be broadened if they are cut at an angle or tilted during pol-
ishing of the samples, as shown in Figure 14.10. This can also be done deliberately
at a known angle in order to increase the measurable surface.

For the analysis of cross-sectioned samples as shown in Figure 14.10, commer-
cially available μ-XRF instruments can be used. Figure 14.11 shows an example of
a low-alloy steel, which is coated with a Zn-Al coating for corrosion protection.
The layer structure was polished at an angle of 5.7∘. This broadens the structures
by a factor of 10. The result of a distribution analysis of the polished sample is
shown in Figure 14.11a for the elements Fe, Zn, and Al. The measurement tech-
nique used for the distribution analysis with μ-X-ray is described in more detail
in Chapter 16.

The distribution of the elements on a line perpendicular to the layer structure
is shown in Figure 14.11b. It shows the Fe substrate (red), which has a Fe content
of 99.4 and 0.6 wt% Mn. The substrate is coated with an approximately 2–3 μm
coating of Al and a final Zn cover layer. From the distribution curve, it can be

Vertical VerticalTilted Tilted

Figure 14.10 Layer structure form a vertical and tilted polished section.
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Figure 14.11 Element distribution in a cross section (a) and along a line perpendicular to the
layer structure (b).

concluded that the layers are not clearly separated, but that the Al has diffused
into both the Fe substrate and the Zn cover layer. In the element distribution
map, this can be seen in the mixed colors; the line scan in Figure 14.11b shows
the overlap of the individual distributions directly. The use of the Al intermediate
layer improves the protection against electrochemical corrosion, especially when
exposed to water, since the relatively large difference in the redox potential of Fe
and Zn is reduced by Al.

14.4.6.2 Excitation at Grazing Incidence with Varying Angles
When radiation hits a sample, it penetrates the sample and generates fluores-
cence radiation. The absorption length depends on the energy of the incident
radiation and the mass attenuation coefficient of the analyzed sample. However,
the penetration depth normal to the surface depends on the incident angle of the
radiation with respect to the sample (see Figure 4.34). Here, the incident radia-
tion hits the sample at different shallow angles, and the penetration depths for
the same absorption length vary with the incident angle.

When the fluorescence radiation is detected perpendicular to the sample
surface, different spectra as a function of the incident angle are produced. At
higher incident angle, deeper layers are excited. This allows to determine the
layer sequence as well as their composition by comparing spectra measured at
different incident angles.

The grazing incidence of the primary radiation gave the method its
name – grazing incidence X-ray emission (GIXE).

This analysis method is also nondestructive but requires an instrument that
can vary the incident angle of the primary radiation. Commercially, instru-
ments for coating thickness testing using this method are not yet available.
However, this method is still primarily used in experimental setups, such as
at synchrotrons. Moreover, newer total reflection X-ray fluorescence (TXRF)
instruments will offer the possibility of tilting the sample or changing the tube
position; in this way the measuring geometry can be adjusted.

The interpretation of the data requires complex calculations. They are currently
only possible with a forward calculation based on an assumed layer model. Due
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CIGS layer system measured
with grazing incidence.
Source: Courtesy of B.
Kanngießer, TU Berlin.

to this higher effort in data evaluation and collection, this method is currently
primarily used for research purposes and is not yet available for routine analysis.

In the following, an application example of the method for the CuInGaSe sys-
tem, which was already discussed in Section 14.4.5.3, is presented. Figure 14.12
shows spectra that were measured at different incident angles for this layer system
(Spanier et al. 2016). The spectra were acquired at excitation voltages of 25 kV and
with measurement times of 100 seconds each. A polycapillary optics with a small
exit beam divergence was used to excite the sample. On the detection side an SDD
with an effective area of 30 mm2 was used. The incident angles were increased by
0.5∘ for small angles and by 1∘ and 5∘ for larger angles.

It was found that at very small angles the excitation of the sample was very low,
with increasing angles; however, the fluorescence intensities of the absorber layer
elements (Cu, In, Ga, Se) increase. These intensities decrease again at the larger
angles because of the absorption of the incident radiation through the layers. Mo
is the exception; it is the contact layer that is deposited directly on the glass sub-
strate and it is covered by the CIGS layer. The intensity profiles, as a function
of the incident angle normalized to the intensity maximum of each element, are
shown in Figure 14.13. It shows that the intensity profiles of the elements of the
absorber layer differ slightly from each other. As a result of the unfavorable exci-
tation conditions for the Mo-K radiation, its fluorescence intensity is relatively
small; however, it shows a noticeable increase at larger incident angles when Mo
is excited sufficiently as the primary beam reaches the deeper layers of the sample.

The varying distribution of the intensities of the absorber elements depends on
their different energies, but they will also be influenced by concentration gradi-
ents in the composition of the absorber elements. In the absorber layer, a gradient
of the Ga concentration is desired to optimize the efficiency of the absorber for
the respective radiation energy by adjusting the associated bandgap. The setting
of this gradient must be adjusted by the production technology and therefore
needs be monitored. The intensity profiles of the fluorescence radiation of the
absorber elements can be used for this purpose. Using a forward calculation for
an assumed layer model, the intensity profiles for the individual elements are cal-
culated and compared with the measured intensity profiles. To obtain correct
results, for these calculations, corrections must be carried out with respect to the
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Figure 14.13 Intensity profiles of the components of the CIGS layer system for different
incident angles. Source: Courtesy of B. Kanngießer, TU Berlin.

excitation geometry and the excited sample volume as a function of the incident
angle.

By means of iteratively changing the layer model, it can be presumed that the
assumed layer model represents the analyzed layer system well if the calculated
(solid line in Figure 14.13) and the measured (dots in Figure 14.13) intensity pro-
file matches.

This method allows for the nondestructive characterization of unknown layer
structures, including concentration gradients in the individual layers. The mea-
surement and the computational effort, however, are very high, so the use as a
process-oriented quality control method is not possible. Important information
can nevertheless be gained during technology development.

14.4.6.3 Measurement in Confocal Geometry
A further possibility to investigate unknown layer sequences is using a confocal
measurement geometry (see also Figure 4.33). Here, both the incident radiation
and the fluorescence radiation are localized by X-ray optics and define in this way
a volume element that exclusively contributes to the measurement signal. If this
volume element is moved all over the sample, it is possible to investigate both
unknown and nonhomogeneous layer structures.

The focusing achievable with capillary optics allows volume element diameters
down to 20 μm. However, this is already close to penetration depth for many
materials. Therefore, this analytical method can only be used for light matrices
(see also Kanngießer et al. 2005; Mantouvalou et al. 2011; Mantouvalou 2016).
This method, nevertheless, is very interesting for the characterization, for
example, of pigment multilayers on art objects. With this method it is possible to
determine three-dimensional element distributions; however, the measurements
are very time consuming because several two-dimensional (2D) distribution
maps at different sample depths must be acquired. Another possibility is the
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Figure 14.14 Distribution of pigment layers on both sides of a parchment (a) and the depth
profiles of few individual elements (b). Source: Lachmann et al. (2016).

measurement of depth profiles that can provide information about the layer
sequence and composition of a layer system in a specific sample position.

Lachmann et al. (2016) describe the investigation of similar pigment layers that
were painted on two sides of a parchment. Just a 2D distribution map does not
allow to make a clear decision on which side of the parchment a specific pigment
is because both excitation and fluorescence radiation penetrates the parchment.
Being able to determine the element distributions at different sample levels allows
for a clear separation of the pigments from both sides of the parchment, as can be
seen in Figure 14.14a. The figure shows the distribution of the pigment elements
in a vertical section through the sample, i.e. it shows the distribution on both
sides of the parchment. It should be noted that the parchment was not flat and in
order to avoid any damages to the parchment, it was neither flattened or tightly
clamped down for the measurement (the scaling for y- and x-axis differ by a factor
of approx. 20).

The depth profile, shown in Figure 14.14b, results from the measurement of the
fluorescence intensities at a line with different depth positions within the sample.
From the depth profile, it is then also possible to characterize the thickness of the
individual pigment layer. Figure 14.14b shows the measured intensities at various
depths in a specific sample position (dots) for the individual elements (or com-
pounds) as well as the intensity profiles determined by a forward calculation for
a presumed layer system (solid line).

The agreement between measured and calculated results is very good. It can
therefore be assumed that the method allows for the characterization of unknown
layer systems, keeping in mind the limitations imposed by the sample matrix and
by the spatial resolution.
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15

Spot Analyses

15.1 Particle Analyses

15.1.1 Analytical Task

The characterization of individual particles may be necessary for a variety of rea-
sons: it may be for analyzing contaminations in order to determine their origin,
making it then possible to locate and eliminate the source of the contamina-
tion; it may be for analyzing wear particles in lubricants, which then provides
information on the condition of engines or turbines; it may also be for analyzing
fragments or chips, which are of forensic interest. Several other reasons exist for
making a spot analysis. In Figure 15.1 a particle, whose largest dimension is about
150 μm, is shown together with a 25 μm diameter measurement spot.

When analyzing individual particles, it is essential to determine their material
composition in order to make a positive identification. It should be noted, how-
ever, that the analysis and their quantification may be accompanied with some
complications:

• The surfaces of the particles are usually not flat, which influences the absorp-
tion and thus the intensity of the fluorescence radiation, in particular of
low-energy radiation.

• Very small particles have usually not the saturation thickness, which means
that their thicknesses can be smaller than the information depth of the partic-
ular fluorescence radiation. Their intensity depends therefore not only on the
concentration of the elements in the sample but also on the particle thickness.

• The surfaces of the particles may be contaminated with material from the
source where they were embedded; this may influence the spectrum by an
increase the scattering background, or additional elements may be present in
the spectrum.

Often the objective of the investigation of particles is not the exact quantifica-
tion, but the identification of their material, which can already be obtained from
intensity or concentration ratios.

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.



314 15 Spot Analyses

300 μm

Figure 15.1 Example of a metal particle; the analysis spot is marked.

15.1.2 Sample Preparation

The preparation of individual particles must be done very carefully:

• so that the preparation does not change the composition
• so that during the measurement only the particle contributes to the signal and

not its sample holder and
• so that the often very small particles are not lost.

For this purpose, the particles can be positioned on a substrate whose fluores-
cent radiation is absorbed as far as possible by the particle itself and at the same
time only contribute as little as possible to the scatter background. Figure 15.2
shows a sample cup that usually is used for the analysis of liquids, its top covered
with a thin plastic foil. The particles can then be positioned on top of the thin foil.
The contribution of the very thin foil to the scatter background of the spectrum
is negligible, and the light elements of the polymer cannot be detected.

Fluorescence
radiation

DetectorIncident
radiation

Sample

Sample cup

Thin
plastic
foil

Figure 15.2 Sample cup with particles.
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Individual particles can also be fixed onto the supporting foil. For this purpose,
materials must be used, which consist only of light elements and do emit only
low-energy fluorescence. Hairsprays have proven to be usable for this purpose
if the particle is sprayed with a fine mist of it. Since they are water soluble, the
samples can later be easily removed. Before using any hairspray, their spectral
purity should be checked.

15.1.3 Analysis Technology

Micro-X-ray fluorescence (μ-XRF) spectrometers are particularly suitable for this
type of analysis. Their spot sizes should be close to the particle sizes. For larger
particles, instruments with collimators are sufficient, but for smaller particles,
instruments with capillary optics should be used; they are of course also suitable
for larger particles.

When using wavelength-dispersive spectrometers (WDSs) instruments, the
collimation of the incident radiation onto the particle is necessary. The smallest
available collimator sizes for these instruments are in the range of 0.5 mm.
Then, however, only a small portion of the primary radiation can be used for the
excitation of the sample because the total excitation intensity is only available
over the entire sample area (e.g. 30 mm). The intensity decreases with the square
ratio of the spot diameters, that is, (0.5/30)2 = 0.03%. This must be compensated
with a longer measuring time for a sequential spectrometer even for every
individual element.

The test conditions as well as the measurement times must be adjusted to the
requirements of the analytical task, i.e. to the elements to be analyzed, as well as
to the desired analytical accuracies.

15.1.4 Application Example: Wear Particles in Used Oil

As an example, the analysis of two different size steel wear particles, found in a
used lubricating oil, is presented. One particle was rather small, close to the infor-
mation depth, and the other was much larger. The spectra shown in Figure 15.3
were measured with an energy-dispersive spectrometer (EDSs) are normalized
to the Ar intensity. The Ar peak is due to the measurement in air. Argon in the air
is excited in the path from the sample to the detector and contributes to the over-
all signal. The peak is suitable for normalization, since for both measurements,
the distance from the sample to the detector is constant, and therefore the Ar
intensity will also be similar.

The spectrum of the larger particle resembles the spectrum of a bulk sample.
No influence due to the size of the sample can be seen. The spectrum of the
small particle, on the other hand, is influenced by the sample size, in particular
by its thickness, which is close to the information depth of the heavier elements.
It shows a larger spectral background for higher energies since the radiation
is scattered by the sample holder. Further traces of Cl and Ca are visible due
to the particle being contaminated with the used oil. The larger particle did
not show these elements because these contaminations could be removed.
Due to the overall low intensity of the signal of the small particle, elements of
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Figure 15.3 Spectra of two particles of the same material but of different sizes (y-axis in
square root scale).

low concentration (here, for example, Ti) cannot be detected. Nevertheless, in
general, the spectra coming from the smaller particle are comparable with that
of the larger particle and are sufficient to identify the material. This could be
achieved, for example, by spectra matching; in addition the quantitative analysis
of both particles does not differ significantly from the true composition of the
material. This means that even small particles whose dimensions are close to
information depth can be identified.

15.1.5 Application Example: Identification of Glass Particles
by Chemometrics

For forensic applications very often small particles have to be identified. For this
purpose μ-XRF can be used (ASTM-1926-13 n.d.). Chemometric methods then
can be used to characterize particles whose information depths for some of the
analytes are larger than the particle dimensions. This demonstrates following
example of the analysis of glass particles. The fluorescence intensities in this case
will not only depend on the concentrations of the different elements but also on
the particle size. In addition, a strong scatter background caused by the light glass
matrix interferes with the fluorescent lines. The spectra can be used for element
identification, i.e. for a qualitative analysis. However, the intensity ratios of the
individual element lines are influenced by the particle size and preclude an exact
quantification, sometimes even the positive material identification (PMI) using
spectral matching procedures. For quantification it is in principle possible to take
the size of particles into account; however this is problematic, since actual parti-
cles are usually irregularly shaped and are not ideal spheres or cubes.
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Figure 15.4 Scores for different principal components for measurements on glass particles.
Source: According to Rödel et al. (2002).

To demonstrate the potential of chemometric evaluation methods for material
identification, many particles of different size, shape, and type of glass were
characterized in terms of their size and then individually measured. Sorting
for their size was carried out with a multistage sieve, and the measurements of
the individual particles were done with a μ-XRF instrument. Influences caused
by the sample carrier are not negligible, since the incident radiation passes
through the particles. It can be scattered or excite the sample carrier to fluoresce.
The radiation from the sample carrier can affect the fluorescence intensity of
the particle through secondary excitation, or it can contribute to the spectral
background. This effect can be reduced if the sample carrier is a thin foil, as
shown in Figure 15.2.

From a principal component analysis (PCA) of the spectra, different informa-
tion as a function of the various relations between the principal components can
be obtained (see, for example, Danzer et al. 2001). The results of such analysis
are shown in Figure 15.4a (Rödel et al. 2002). The clusters of the six glass grades
investigated can be clearly distinguished. This makes it possible to identify the
glass particles according to their chemical composition. Figure 15.4b shows
another score here for only two glass types; these results depend clearly on the
particle size.

This example demonstrates that chemometric evaluation methods not only
allow a material characterization, but even other analytical questions can be
answered, which are not approachable for conventional algorithms of spectral
processing. However, it must also be mentioned that the method requires both a
comprehensive “training” of the system by measuring many test spectra and the
appropriate evaluation routines to be adapted separately for each analytical prob-
lem. But then, thereafter, the results are available quickly and with high reliability.

Further, an application can always only be used for the “trained” analytical task;
when adding a new material or changing the analytical question, the spectral
library needs to be expanded with the new data, or a new design of the evaluation
algorithms become necessary.
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15.2 Identification of Inclusions

To identify inclusions in different materials requires, similar to particle analysis,
the analysis of small sample surfaces. The analytical problem is therefore very
similar to the characterization of small particles, as discussed in Section 15.1. In
the case of inclusions, care must be taken that the surrounding material is not
excited or that such contributions to the measured spectrum are recognized and
not evaluated as part of the analysis of the inclusion itself. This holds also true for
material layers that are located above or below the inclusions. Accurate quantifi-
cation of inclusions is difficult for the same reason as it is for particles; it is very
much dependent on the type and size of the inclusion. Material identification,
however, is possible in most cases, which often is already sufficient to identify
the type or the origin of the inclusion.

Compared to the analysis of particles, it is possible and sometimes even nec-
essary to prepare the sample. The material can be polished until the inclusion
is on the sample surface, thus eliminating any influence of material covering the
inclusion. This then also simplifies positioning the sample since inclusions are
inherently embedded in the sample.

The same instruments and similar measuring conditions are used as for the
analysis of particles.

WDS instruments can also be used for the analysis of inclusions, if their inci-
dent radiation is collimated. This is a precondition for the analysis of small sample
surfaces. The test conditions must be selected similar to the analysis of large sam-
ples. In order to achieve reasonable statistical errors for the measurement of the
small sample areas, the measurement times must be increased. This can lead to
measurement times of hours for sample areas of <1 mm in diameter, if the mea-
suring time for the usual sample diameters of 30 mm is in the range of a few
minutes (see also Section 15.1.3).

15.3 Material Identification with Handheld Instruments

15.3.1 Analytical Tasks

Often it is only necessary to identify a specific material without performing a full
quantification. This may be the case in order:

• to ensure that the material used meets specified requirements, for example,
steel is weldable or corrosion resistant

• to check whether the materials used in buildings or industrial plants have the
correct composition and therefore meet the requirements and specifications
for the intended use

• to determine the content of valuable alloying elements in scrap metal in order
to quickly assess its value and to decide on its further use

• to select with a fast on-site analysis of, for example, environmental samples
relevant samples for a more detailed laboratory analysis and avoid the effort
for a lot of elaborated laboratory analyses of non-interesting samples
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• to determine the content and thereby the value of precious metals in old jew-
elry (this application has become increasingly important as a result of their
increasing prices)

• to characterize art objects according their composition by on-site analysis
without damaging the object or its transportation to a laboratory

• to determine the course of ore veins during their exploration and mining in
order to reduce the extraction and transportation of dead rock as well as a
variety of other analytical questions (Potts and West 2008).
The focus in these applications is to rapidly generate analytical results that are

available on-site, preferably without sample preparation, but above all without
sample collection and transport of the sample for analysis to a laboratory. In addi-
tion, removing material from buildings, industrial plants, or even objects of art
are too complex and often not even possible without damage.

However, one has to bear in mind that the analytical accuracy is often influ-
enced in such analyses:
• as a result of contamination of the sample surface by corrosive layers or other

contaminants from the measuring environment
• due to material changes on the surface caused by environmental pollutions
• because the correct measuring geometry cannot be met every time as a result

of irregularly shaped sample surfaces or because the measuring instrument
cannot be held by hand at the exact same position during the complete time
of the measurement. Even small changes in angle have considerably impact on
the element intensities.
Still, in many cases, it is sufficient to just carry out a PMI to solve the ana-

lytical problem. This means determining the material type based on measured
intensities and their respective ratios and then comparing those with data from
spectral libraries of the expected material types. As already mentioned, trueness
and precision of the quantitative analysis are limited as a result of the described
influences; nevertheless a material identification can often solve the assigned
analytical task.

15.3.2 Analysis Technology

Handheld instruments are available for on-site material identification. They can
measure a wide range of elements. Only the detection of light elements is limited
since most handheld instruments operate in air. However, due to short measuring
distances (detector and X-ray source are very close to the sample), this limitation
has to be qualified, since the analysis down to Al is possible and even Mg can
be detected under certain circumstances. For material identification, the mea-
sured spectrum can be compared with a spectral library. It is also possible to
perform a complete quantitative analysis. However, the computational complex-
ity and available analysis models for on-site analysis are somewhat restricted by
the computing power of the portable instruments. Consequently, standardized
models are primarily used. This limits the flexibility, and as a result, handheld
instruments are usually set up for specific applications. For a more complex data
analysis, the data can always be transferred to a laptop or benchtop computer.
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For the handheld instruments the sample area analyzed has a diameter of
up to 5 mm however, usually not smaller than 1 mm. For the measurement the
instruments are placed directly onto the sample. Few instruments have even a
camera to show the correct positioning at the sample. The measurement times
can be very short because of the high counting rates that can be achieved by
the closely coupled measurement geometry even with the available small tube
powers of maximum 5 W.

Fast ED detectors like silicon drift detectors (SDDs) are state of the art for hand-
held instruments. They can capture a large solid angle of fluorescence radiation
from the sample and can handle high count rates. Both tube and detector con-
sume little power, and therefore these spectrometers can be operated by a battery
and are able to work for up to eight hours, i.e. for one work shift.

The open beam path of these instruments requires careful handling in order to
meet the requirements of radiation protection. Therefore, these instruments are
usually designed for a two-hand operation, which is intended to prevent unin-
tentional opening of the tube shutter. Further, they have sensors that check the
distance of the instrument to the sample and allow the start of the measurement
only if the instrument is in contact with the sample. Intensity thresholds can also
be used for safety measures in order to avoid a shutter opening if the instrument
is pointed in air.

15.3.3 Sample Preparation and Test Conditions

Usually no sample preparation is done for handheld instrument analyses. Occa-
sionally, the sample surface can be roughly cleaned, removing coatings or con-
taminations at the analysis site. In the case of metals, it is advisable to remove
corrosion products on the surface by grinding (i.e. with a roughing file). Since
the analyzed areas have a diameter of 1–5 mm, one can expect that the sample
to be analyzed is sufficiently representative; on the other hand, it is likely to find
sample areas for the analysis that are mostly flat.

The test conditions should be set up according to the specifications of the
instrument manufacturer for the respective analysis task. This is also necessary
because the classification and quantification procedures are working only if
the test conditions for the unknown samples and the references samples in the
spectrum library are identical. For the handheld instruments, measurement con-
ditions for the different material classes are often set automatically. The material
class of a material that belongs to can be determined simply by experience of
the analyst; by a given specific analytical task; or even from a short preliminary
measurement.

15.3.4 Analytical Accuracy

How well a material can be identified depends strongly on the differences in com-
position between the individual material classes. If the differences are mainly in
the composition of the light elements, a clear identification may be difficult for
handheld instruments. However, in most cases, material identification is possible
within seconds and also accurate.
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In principle, for a quantitative analysis, accuracies can be achieved, which are
comparable with those of laboratory ED spectrometers. The counting statistical
error are comparable, however, the largest error contribution is due to errors in
measuring geometry as already mentioned in Section 15.4.1. Other errors are
due to the sample itself, i.e. the analyzed volume is not representative of the
whole sample or the sample is contaminated or altered from environmental influ-
ences. The statistical errors can be very small due to the high intensities that
are achievable with the handheld instruments; however, the measurement times
are mostly relatively short, because the instrument has to be held by hand for
measurement. Nevertheless, with a corresponding calibration effort, the correc-
tion models can give very good results. In summary the most relevant influ-
ences result from surface contaminations or from incorrect measuring geome-
tries due to irregular-shaped sample surfaces. These influences can lead to sig-
nificant increases in the measurement uncertainties.

15.3.5 Application Examples

15.3.5.1 Example: Lead in Paint
The determination of lead in wall paint became the starting point for the develop-
ment of handheld instruments. The high toxicity of lead required the replacement
of lead-containing wall paints. However, in order to determine whether such lead
containing color pigments were used, their identification is necessary. The effort
to collect samples from different wall areas, transport them to a laboratory, and
carry out the analyses is much too high. Therefore, a solution for an on-site anal-
ysis with a portable instrument was sought after. These instruments should not to
be too heavy, be easy to handle, be radiation safe, and have a sufficient sensitivity
as well as accuracy for the analysis. To this end, the first handheld instruments
were developed – at that time still with a radioactive isotope source for excita-
tion. The analysis of wall paints is regulated, for example, in ASTM-E_2119-16
(n.d.), ASTM-F_3078-15 (n.d.), and ASTM-D_4764-01 (2016). From these early
beginnings, a new and powerful X-ray instrument family was developed, which
is now used for many other applications.

15.3.5.2 Example: Scrap Sorting
The analytical problem of this application is the identification of scrap metal in
order to decide on their further use and processing. For example, it is important
to know the Cr and Ni content in steel alloys to determine their monetary value,
or it is important to know if a steel has been coated with a Zn layer for corro-
sion protection, which would require special processing methods during a later
remelting.

For these applications a very accurate quantification is not required; usually
a material identification is already sufficient. It is required that the analyses are
carried out quickly and on-site, without any sectioning of sample material and
its transport to the laboratory. Using a handheld instrument, the analysis and
material identification can take place directly at the material storage site or at the
scrapyard.
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Sample preparation might require the removal of thin contamination layers and
other coatings in order to allow the detection of light elements. When elements
are analyzed that account for most of the material value, it may be necessary
to make a full quantitative analysis. However, the often not very reproducible
on-site measuring conditions and sample impurities restrict the achievable ana-
lytical accuracies.

The measurement times for scrap sorting can be very short since the required
analytical accuracies are not very high. When the analytical result is continuously
updated on the display, it is even possible to stop the measurement upon reaching
a clear positive result after few seconds.

15.3.5.3 Example: Material Inspection and Sorting
The number of different metal alloys is very large, and they partly have been devel-
oped for very specific applications. The differences in the alloys usually cannot be
determined just by external characteristics. Therefore, a fast material identifica-
tion is desirable, for example, in material stockpiles. Using a handheld instrument
can help with these requirements. With just PMI analysis it is possible to correctly
identify a material. For this purpose, it is sufficient to create a library from all pos-
sible materials in inventory; the correct material identification is then made by
matching the measured spectrum against the spectra in the library. Also in this
case the measuring time can be very short and adapted to the displayed analytical
result.

15.3.5.4 Example: Precious Metal Analysis
The recent increase in precious metal prices created a new and significant mar-
ket for XRF analysis, especially the analysis of scrap gold become important. The
purchase of old jewelry or dental alloys is becoming increasingly important. Since
jewelry or dental alloys have very different contents of gold (see Section 9.6),
which considerably influences their value, an accurate analysis is necessary. Ide-
ally the analysis should be done quickly and at the point of sale, independent of
a professional analytical laboratory. Handheld instruments can be used for this
application. For bulk gold analysis it is possible to do this by material identifica-
tion, since the composition of jewelry alloys, in particular their gold content, is in
many countries set by their karat value. With this information the determination
of the monetary value can already be performed with sufficient reliability.

A complete quantitative analysis of all elements in the sample is possible as well.
To achieve the necessary accuracies, the measurement times are adjusted in order
to achieve very repeatable measurement results. For this purpose, the handheld
instruments can be mounted in a holder, which then allow a well-defined posi-
tioning of the sample, or portable instruments are used (see Section 4.3.1.2). For
longer measuring times, the measurement becomes operator independent, and
the holder serves as an additional radiation protection instrument.

The value of a piece of jewelry is essentially determined by the material value
of the gold (and the incorporated precious stones). For individual small pieces
of jewelry, a limited analytical accuracy translates into a small error in monetary
value. At a weight of 5 g, the current monetary value of gold is about US$200, i.e.
an analysis error of 1% corresponds to a miscalculation of US$2. This however
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becomes significant at a point of sale where large amounts of gold are exchanged
each day.

15.3.5.5 Example: Prospecting and Screening in Geology
In the exploration and mining of ore, a large quantity of dead rock is often exca-
vated in addition to the real ore. In order to minimize this effort, it can be helpful
to determine the course of an ore vein in situ and thus to define the direction
of further mining activities while at the same time minimizing the excavation of
dead rock material.

Handheld instruments can also support the sampling of geological samples. An
example is the screening of soils on contaminations. Owing to the often nonuni-
form distribution of contaminations, with the capability of on-site screening,
relevant samples can be identified and then taken to a laboratory for a more
detailed analysis, whereas uncontaminated samples can remain in the field with-
out further processing. This also considerably reduces the work at the laboratory,
and it significantly accelerates the assessment of the specific state of contamina-
tion (Potts and West 2008; Young et al. 2016). Handheld instruments are also of
great importance when the analysis site is far away from an analytical laboratory
(Phillips and Speakman 2009; Zurfluh et al. 2011).

A special challenge in the quantification of geological materials are the many
different compounds of individual elements and compounds that can be present,
such as oxides, carbonates, sulfides, etc. and their mixtures. Quye-Sawyer et al.
(2015) and de Winter (2017) investigated the requirements for the analysis of
carbonates with handheld spectrometers. They found that a suitable characteri-
zation is possible if adequate reference samples are available.

Handheld instruments are very fitting for many of these tasks, since they enable
a rapid on-site analysis. However, for each application, the measurement setups
must be adjusted for the elements and their concentration ranges to be measured.
The measurement times depend on the required sensitivities and accuracies. For
the detection of traces, longer measuring times are necessary in order to achieve
sufficient peak-to-background ratios. Then again, the analytical tasks often only
require the monitoring of threshold values, which means that it must be deter-
mined whether the concentration of an element exceeds or falls below a certain
threshold value. In each case it is good practice to always make several mea-
surements in order to determine the influence of sample inhomogeneities or of
irregularly shaped sample surfaces.

15.3.5.6 Example: Investigation of Works of Art
To assess the authenticity of work of art, often an element analysis is necessary
in order to gather information about the manufacturing technologies used, to
provide information about probable restorations, etc. Removal of any material
from these samples for an analysis is not possible due to their uniqueness or
their value. Even transporting them to a laboratory can be impossible due to
the size of the objects or because of the security required for them. Therefore,
an on-site analysis with handheld instruments is interesting and often the only
option. Recently handheld instruments have been frequently used for this pur-
pose. The analytical tasks are very diversified. Various elements, even present only
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in low concentrations, can even be of interest. The instruments are often used
with special fixtures for easy positioning; they also allow for longer measurement
times at the same position. The spectrometers are often only used to acquire the
spectra, after transfer of data, evaluation can then be performed with a more pow-
erful computer and with advanced algorithms. A comprehensive compendium of
such analysis can be found, for example, in Moioli and Seccaroni (2000), Shugar
and Mass (2012), Shakley (2010), Liritzis and Zacharias (2010), Schreiner (2004),
and Mantler and Schreiner (2000).

15.4 Determination of Toxic Elements in Consumer
Products: RoHS Monitoring

15.4.1 Analytical Task

Consumer protection and the conservation of the environment from exposure
to toxic substances that can be present in consumer goods are becoming more
and more important. Consumer goods are usually made out of many different
parts and materials, making their overall composition very complex. Toxic sub-
stances are very often used as fire retardants or as pigments. How effective they
are depends on their concentrations. Various rules and legislations were passed
that limit the amount of these elements and substances.

A frequently cited directive related to the restriction of the use of certain haz-
ardous substances in electrical and electronic equipment is the Restriction of
Hazardous Substances Directive, in short referred to as RoHS. This regulation
was originally recorded in the EU Directive 2002/95/EC, now EU-Richtlinie_65
(2011), in the European Union. The directive establishes the maximum levels
of toxic elements and substances in “homogeneous materials.” For the purpose
of this directive, “homogeneous material” refers to materials of uniform com-
position throughout or materials, consisting of a combination of materials, that
cannot be disjointed or separated into different materials by mechanical actions
such as “unscrewing, cutting, crushing, grinding and abrasive processes.” Strictly
following the directive means that for a plated part, both the plating and the sub-
strate must each conform. The directive is intended both to reduce the exposure
of toxic elements on the equipment user and to prevent the pollution of the envi-
ronment by nondegradable toxic substances when the equipment is disposed.

The maximum concentrations of the toxic elements and substances covered by
the regulation are summarized in Table 15.1. The concentrations cannot to be
exceeded in any homogeneous material of the respective instrument. The highly
complex design of electrical and electronic instruments establishes high require-
ments for the analytical technique to be used, since homogeneous components
can be very small that only a sensitive and small-spot analysis technique can pro-
vide the desired information.

For these analyses there are different options. On the one hand, the element
concentrations can be monitored by screening of the individual components
of the instrument (DIN-EN-62321-3-1 2014) and (ASTM-F_2617-15 n.d.). The
analysis should be done, if possible, on-site in order to avoid having to transport
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Table 15.1 Maximum concentrations for toxic substances according to RoHS.

Toxic substance

Maximum
content
(mg/kg) XRF analysis by:

Lead (Pb) 1000 Direct analysis
Mercury (Hg) 1000 Direct analysis
Cadmium (Cd) 100 Direct analysis
Hexavalent chromium (Cr6+) 1000 Total Cr content
Polybrominated biphenyl (PBB) 1000 Total Br content
Polybrominated diphenyl ether (PBDE) 1000 Total Br content

many samples to the laboratory. Only for inconclusive results a more elaborate
analysis in a laboratory can be required. On the other hand, it could be necessary
to investigate complex electronic components, such as printed circuit boards, by
mapping over a large area.

15.4.2 Analysis Technology

X-ray fluorescence (XRF) is a suitable method to detect these elements since the
measurements can be performed without any special sample preparation and the
detection limits for the elements in question are sufficient. The direct determina-
tion of hexavalent chromium and polybrominated biphenyls is not possible with
XRF, but the detection of the marker elements Cr and Br. If their concentrations
are below the given limits, the limits for their respective components are also met.

Depending on the specific analytical problem – screening or verifica-
tion – different approaches are possible. In the beginning, the samples were
broken up into small pieces and then analyzed as poured into a sample cup or as
a pressed pellet (Brodersen et al. 1995). In this way, it is possible to determine
whether toxic elements are present in the sample, but the process of breaking the
whole sample into small pieces does not allow the assessment of homogeneous
individual components in the sense of the regulation.

Another possibility is on-site analysis for which the handheld instruments are
the most closest fit (see, for example, Shrivastava et al. 2005). For results that
are unambiguously above or below the threshold values, decisions regarding the
RoHS compliance are immediately possible. For values close to the limits, further
investigations can be carried out in a laboratory. Using handheld instruments for
this task depends to a large extent on the size of the components to be analyzed.
If they are smaller than the area analyzed, a correct positioning as well as a clear
evaluation of the measurement is difficult or not possible at all.

The manufacturers also subject their products and its components to a type
test, which is usually done in a laboratory. Then the position where the toxic ele-
ments are located can be determined with μ-XRF instruments with a good spatial
resolution. Even for very complex assemblies, mapping and a distribution of the
whole part can be performed (see Section 16.4). In this case, the time required
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for the complete measurement is several hours; however, it is possible to monitor
the concentration of all components simultaneously.

For the verification of the element concentration of the individual components,
the analysis on small, possibly curved sample surfaces becomes necessary. This
is possible with laboratory instruments with a small spot and accurate sample
positioning (Wolf 2008).

The sensitivity requirements can already be achieved with basic instruments.
The achievable count rates and therefore the statistical error depend on the set-
ting of the tube parameters as well as on the spot size; they are proportional
to the tube current and area of the spot size. The excitation voltage influences
the sensitivity, especially for the detection of cadmium. Since RoHS measure-
ments are usually performed in air, the high-energy Cd–K radiation must be
used. Therefore, for an effective excitation of Cd, the excitation spectrum must
have sufficiently high intensity at the K-absorption edge of Cd. This is ensured
with an excitation voltage of 50 kV, or even better with 60 kV. Instruments using
polycapillary optics deliver very small spots; however, sufficiently high excita-
tion intensities are only achieved in the range of approximately 8–15 keV, the low
transmission efficiency of polycapillary optics in the higher energy range limits
the excitation of cadmium. This is clearly demonstrated in the spectra shown in
Figure 15.5. They were measured with a polycapillary (30 μm spot size) and with
a collimator (0.7 mm diameter) on a polymer sample (here polyethylene) con-
taining the RoHS elements at concentrations close to the respective limits of the
directive.

The spectrum obtained with a polycapillary optic shows a significantly higher
intensity of characteristic fluorescence lines and background in the medium
energy range. The detection of Cr, Br, Hg, and Pb with the required sensitivity
poses no problem. For Cd the situation is different. The low transmission of the
optics at high energies reduces the excitation intensity, and the excitation with
the straight spectrum of a W-tube with glass window using just a collimator is
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Figure 15.5 Spectra of a PE specimen with toxic elements close to the RoHS limits (y-axis in
logarithmic scaling).
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Figure 15.6 Peak overlap of Br, As, Hg, and Pb.

more efficient. This is important since, according to the RoHS regulation, Cd
has the smallest threshold to be monitored. Using a collimator for the detection
of Cd can therefore be more effective especially if it is not necessary to analyze
small sample areas.

From a spectroscopy standpoint, depending on the sample, the analysis of the
elements such as Br, Hg, and Pb can also be quite challenging, as can be seen
in Figure 15.6. While there is no overlap in the Lα-line of Hg, the Pb-Lα-line
has the well-known overlap with the As-Kα-line. The Br-Kα-line overlaps
with the Hg-Lβ-line. Therefore, for a careful determination of the element
intensities, either a good resolution of the spectrometer is necessary, or in the
case of energy-dispersive spectrometers, efficient deconvolution algorithms are
required.

15.4.3 Analysis Accuracy

The accuracy requirements for the determination of the concentrations of toxic
elements in consumer goods are relatively low. Usually only the decision is impor-
tant if the threshold limits are exceeded or not. Relative errors of a few percent
are not a problem. The detailed acceptance criteria based on the statistical errors
of the measurement are given in the standard IEC 62321-1:2013. There the results
are being classified into three categories: below limit, inconclusive, and over limit.
For inconclusive results, further testing with more specific analytical methods are
required.

Due to the very complex composition of the individual electronic components,
it is important to correctly account for all matrix interactions. In particular, the
common use of a wide variety of polymers of different compositions makes it
challenging because the availability of reference samples is limited (Hanning
et al. 2010).
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A problem of using polymer standards is their durability when being exposed
to X-ray radiation. Although ionizing radiation is not expected to deplete the ele-
ments, changes in the chemical bonding conditions can result in migrating effects
of the elements, matrix’s influence can be changed, and the strength of the sam-
ples can be affected. These effects can limit the lifetime of polymer standards.
However, during normal usage as calibration standards, the effect become negli-
gible (Wacker et al. 2008). It is further important to store the standards under a
controlled environment.

15.5 Toxic Elements in Toys: Toys Standard

15.5.1 Analytical Task

A further regulation for the protection of consumers against toxic substances
were implemented in the United States, in Germany, and many other countries. In
Germany it is summarized in the “Spielzeugverordnung” (Toy Regulation [BGBl.,
II, Nr. 203/2011 und Nr. 38/2013 2013] based on the EU-Richtlinie_48 (2009)). In
the United States the corresponding regulations are fixed in the ASTM-F_963-17
2013. Standard Consumer Safety Specification for Toy Safety.

The German regulation does not only limit toxic elements but also several
organic compounds. The list of toxic elements is more extensive than for the
RoHS directive and refers to different parts of the toys, which can reach the
digestive system of children when playing.

This includes specific fixed parts of toys as well as liquid materials or scrapable
surface coatings. The much-differentiated upper limits for this regulation are sig-
nificantly lower than for the RoHS regulation, because the limits to protect the
children must be even lower.

These lower limits, summarized in Table 15.2, require a very sensitive analysis.
The higher contents in the range of >1000 mg/kg are no problem; however, the
small limit values for Sb, As, Pb, Cd, Cr, Co, or Hg are an analytical challenge.
Their safe determination places particular demands on the analytics.

The US Consumer Product Safety Improvement Act (CPSIA) set out new reg-
ulations to limit the concentrations of certain heavy elements such as Sb, As, Ba,
Cd, Cr, Pb, Hg, and Se as well as phthalates in toys. Full details can be found in the
Standard Consumer Safety Specification for Toy Safety (ASTM-F_963-17 2013).
The heavy element limits are summarized in Table 15.3.

15.5.2 Sample Preparation

The preparation for these samples must be carried out according to the standards
and specifications listed in Table 15.2 and Table 15.3, which means that the mate-
rials to be analyzed have to be separated from the toys or the entire toy must be
analyzed at suitable locations. The preparation techniques must be adapted to
the respective substances and shapes of the toys.

Dry, brittle, or flexible materials can directly be measured; if necessary, the
parts must be made fit to the dimensions of the sample chamber of the spec-
trometer. Scraped materials can be poured into a sample cup or pressed into a
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Table 15.2 Maximum loads according to Toy Regulation (BGBl., II, Nr. 203/2011 und Nr.
38/2013 2013) in (mg/kg).

Element

Dry, brittle or
flexible toy
materials

Liquid or
adhesive toy
materials

Scrapable
toy
materials

Aluminum (Al) 5625 1406 70 000
Antimony (Sb) 45 11.3 560
Arsenic (As) 3.8 0.9 47
Barium (Ba) 4500 1125 56 000
Lead (Pb) 13.5 3.4 160
Boron (B) 1200 300 15 000
Cadmium (Cd) 1.3 0.3 17
Chromium (III) (Cr3+) 37.5 9.4 460
Chromium (VI) (Cr4+) 0.02 0.005 0.2
Cobalt (Co) 10.5 2.6 130
Copper (Cu) 622.5 156 7700
Manganese (Mn) 1200 300 15 000
Nickel (Ni) 75 18.8 930
Mercury (Hg) 7.5 1.9 94
Selenium (Se) 37.5 9.4 460
Strontium (Sr) 4500 1125 56 000
Tin (Sn) 15 000 3750 180 000
Organic tin compounds 0.9 0.2 12
Zinc (Zn) 3750 938 46 000

Table 15.3 Maximum soluble migrated element in ppm
(mg/kg) for surface coatings and substrates included as
part of a toy according to ASTM F963.

Elements
Solubility
limit (ppm)

Antimony (Sb) 60
Arsenic (As) 25
Barium (Ba) 1000
Cadmium (Cd) 75
Chromium (Cr) 60
Lead (Pb) 90
Mercury (Hg) 60
Selenium (Se) 500
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pellet for the measurement. In doing so care must be taken that the samples and
reference material used are comparable in regard to their amount and structure.
For liquids the measurement in cuvettes is possible.

15.5.3 Analysis Technology

The low thresholds of some elements of the toy regulations require instruments
with high sensitivity. Usually small sample amounts (for example, scraped sample
parts) or the requirements to measure on curved sample surfaces can be best
analyzed using position-sensitive methods. EDS met these requirements best;
however their analytical sensitivity is limited by the limited energy resolution.
Therefore, specific measurement conditions in order to increase the instrument
sensitivity are necessary. This can be the use of monoenergetic or polarized
radiation for sample excitation (see Section 4.3.3). If the energy of the incident
monoenergetic radiation is close to the absorption edge of the element to be
analyzed, the excitation is very effective, and the background of the spectra
is very small due to any absence of the scattered bremsstrahlung. In this way
high peak-to-background ratios and thus very good sensitivities are achieved.
Excitation with monochromatic radiation is possible by using various secondary
targets or monochromators in the primary beam path.

During excitation with polarized radiation, the incident radiation is not scat-
tered within the polarization plane. This also reduces the spectral background
and increases the sensitivity, not only for individual element groups but for a
wider energy range.

Similar to the analysis of toxic elements in consumer products (see
Section 15.4), the accuracy requirements for this task are not very high
since the focus is more on compliance with the limits of the regulation.
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16

Analysis of Element Distributions

16.1 General Remarks

The investigation of element distributions becomes increasingly important as
many raw materials and even more semifinished or final products are usually
composed of different components. The quality of a raw material is determined
by the individual components; however, the complex functionality of a final prod-
uct is given by the interaction of their individual components. In order to ensure
this functionality or to determine the reason of errors, large-area analysis is not
suitable. However, the analysis of small sample surfaces or even better the deter-
mination of element distributions can be very helpful.

For these analytical tasks, micro-X-ray fluorescence (μ-XRF) has become estab-
lished. There are instruments available, which can determine element compo-
sitions of very small sample areas and also can scan extended sample areas to
determine element distributions. In most cases energy-dispersive (ED) instru-
ments are used for distribution analysis (see Section 4.3.3.6).

The image quality of element distributions depends on various measurement
parameters, such as the size of the individual analyzed area, the step width, or
the intensity collected from a sample point (Janssens et al. 2000; Kanngießer and
Haschke 2006; Haschke 2014; Haschke and Kanngießer 2013). However, it also
depends on the examined objects themselves, their structure, the differences in
composition, etc.

In the following sections distribution measurements of some typical sample
qualities will be described, which will demonstrate exemplarily the type of date
acquisition, as well as their treatment and evaluation.

In general, distribution measurements often do not require any sample prepa-
ration or it is even not reasonable because the original sample has to be investi-
gated. However, this means also non-planar and irregularly shaped samples have
to be analyzed. Therefore, it is not always possible to maintain the ideal mea-
suring geometry, in particular the sample-detector distance. This is not of great
importance for distribution analyses since in this case only the qualitative com-
position of the different sample areas is of interest. For a quantification, specific
point analyses can be carried out for which the required measuring geometry is
exactly adjusted. Such point measurements are described in the previous chapter.

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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16.2 Measurement Conditions

The quality of the element distributions strongly depends on the measurement
conditions. Therefore, it must be considered that in the case of an acquisition
of element distributions, the number of measuring points increases rapidly by
an enlargement of the scanned area as well as by reducing the pixel distance.
This extended also the total measuring time, which is the pixel time multiplied
by the number of measurement points. This means that for an acceptable total
measuring time, the time for a single point also should be short. The following
parameters can be used to influence the quality of element distributions:
• Spot size and spacing: The spot size is the essential parameter for the spa-

tial resolution; however it is given by the design of the instrument and can
be influenced only in special cases, for example, by changing the collimator
or the working distance of the X-ray optics. Further, the pixel spacing influ-
ences the resolution. The best resolution for a given spot size is achievable for
a step size of about 30% of the spot size. However, when pixel distances are
very small, the number of pixels increases rapidly and therefore also the total
measurement time. Therefore, pixel distances should be adapted to the sample
structure. According to the sampling theorem, the pixel distance should be not
more than half of the typical structure size of the distribution.

• Number of pixels: The number of pixels determines the image quality of the
element distribution. Too small pixel numbers result in highly pixelated images
that provide insufficient information about the element. Nevertheless, again it
is to be mentioned that the total acquisition time increases proportionally with
the number of pixels.

• Measured intensity: The acquired intensity in every pixel determines the sepa-
ration between different mass fractions of an element. The acquired intensities
have a statistical error, which determines also the contrast of the distribution.
The pixel intensity can be improved by optimizing the measuring conditions or
by increasing the measurement time, which would extend the total measure-
ment time.
Based on these general considerations, it can be concluded that for distribution

measurements, high intensities as possible should be acquired for all elements of
interest. Even for short pixel times high intensities can be collected on a suffi-
ciently large number of pixels. The optimal throughput of a measuring channel
is achieved at dead times of 63%. For higher intensities of incident radiation, the
dead time of the measuring channel and therefore its saturation are increased.
Therefore, measurement conditions should be selected so that dead times are
up to 50% for the sample areas with highest count rate.

For the analysis of element distributions, usually a complete spectrum is saved
for every pixel; therefore so-called HyperMaps are generated, which typically are
four-dimensional data packages (two spatial coordinates, energy, and intensity)
for μ-XRF and offer various possibilities for data evaluation and interpretation.
Few of these possibilities will be demonstrated exemplarily in the following
application examples.
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16.3 Geology

16.3.1 Samples Types

Geological or mineral samples are available as compact samples and mostly inho-
mogeneous. The individual minerals can have different compositions, which can
provide information, for example, about geological processes. Conclusions are
then possible for the exploration of resources, for the assessment of valuable com-
ponents in geological materials, or for the selection of optimal treatment tech-
nologies. Further, even paleoclimatological information can be obtained, which
can be important for the interpretation of historical processes.

Geological specimens are often also available as thin sections, which have been
applied to glass substrates and ground to a thickness of approximately 0.1 mm.
These thin sections are used for microscopic inspections to determine the kind
of minerals of individual grains. For that purpose, the knowledge of element dis-
tributions can provide further insights.

16.3.2 Sample Preparation and Positioning

In the case of distribution analyses, the priority is to recognize the element dis-
tributions; precise quantifications are usually not the main interest. Therefore,
it is not always necessary to maintain the correct measurement geometry. This
means that distribution analyses can be carried out also for irregular-shaped sam-
ples. Deviations from the measuring geometry, that means mainly changes of the
sample-detector distance influence the measured intensities, however, not the
element identification itself. Nevertheless, the sample roughness should not be
too strong; otherwise collisions of the sample with the instrument are possible or
shadowing can influence the measurements.

For quantitative analyses, on the other hand, a careful determination of the
fluorescence intensities is necessary, which is only possible with an exact abidance
of the measuring geometry. Additionally, longer measuring times are required in
order to ensure a suitable counting statistical error. Such point measurements are
already described in detail in Section 15.1.

Thin section samples are very flat but also very thin due to the special prepa-
ration process. They are positioned on a glass sample carrier. This preparation is
very useful for microscopic investigation, however, for quantifications by μ-XRF
it offers few difficulties.

In the case of irradiation with X-rays, the glass support can also be excited,
and the fluorescence of elements of the glass carrier superimposes and falsifies
the measuring signal of the sample. The influence of light elements, such as Na,
Mg, Al, or Si, in the sample carrier is negligible since their radiation is completely
absorbed in the thin section. However, secondary excitation from the substrate
(scattered primary radiation or fluorescence) is possible. Fluorescence radiation
of heavy elements can penetrate the thin section and superimpose the spectrum
of the sample. For even heavier elements, the information depth can be larger
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(a) (b) (c) (d)

Figure 16.1 Typical geological samples for distribution analyses: (a) bore core, (b) mosaic
image of the bore core, (c) piece of a rock (pitchblende), and (d) thin section of a geological
sample.

than the thickness of the thin section, i.e. the fluorescence intensity depends not
only on the element content but also on the thickness. For all of these reasons
thin sections are not suitable for quantitative assessments but can be very well
used for the investigation of element distributions.

Figure 16.1 shows some typical geological samples, which will be used in the
following to demonstrate the analysis of geological material regarding the test
conditions as well as possible evaluation strategies. The first two pictures show
the photograph of a bore core that is cut in half as well as its mosaic image, taken
with a μ-XRF spectrometer. The squares in this image represent the individually
captured images. The next two pictures show a pitchblende, which is only roughly
smoothed in the upper left part, but otherwise has a rough surface and the mosaic
image of a thin section.

16.3.3 Measurements on Compact Rock Samples

The basic evaluation procedures for four-dimensional data cubes, called Hyper-
Maps, which contain for every pixel a complete spectrum, will be demonstrated
first for the bore core shown in Figure 16.1a,b. This sample with a size of
about 100× 170 mm2 was measured with a pixel spacing of 180 μm, which give
545× 925 pixel, or in total approximately 0.5 million. A measurement time of
15 ms per pixel yield in a total measurement time of approximately 2.5 hours for
the complete mapping.

16.3.3.1 Sum Spectrum and Element Distributions
The availability of the spectra of all pixels allows to sum spectra for specific sample
areas from the data set. One of them is the sum spectra of all measured pixels,
i.e. from the complete mapping. Figure 16.2 shows the sum spectrum of the bore
core. This allows a rapid identification of all elements present in the sample.

Distributions can be calculated for all elements from the HyperMap. Such
element distributions are shown in Figure 16.3 both for some individual elements
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Figure 16.2 Sum spectrum of the complete mapping (y-axis in square root scale).

and as superposition of several elements (Figure 16.3f ). The distribution of an
individual element can be represented in one color. In this case the brightness
of the color is coding the measured intensity. However, then only few intensity
levels are distinguishable by the human eye. Another possibility is a false color
presentation, which can improve the contrast between the different intensity
levels, as demonstrated in Figure 16.3d,e for the element Fe. The compari-
son of these two Fe distributions shows more clear differences in the false
color representation, the contrasts are increased, and structures can be better
recognized.

The simultaneous presentation of several elements is possible by the superpo-
sition of the distributions of these elements, each in an individual color and with
an intensity coding by brightness, i.e. by an overlay of the different single-color
representations. This results in the possibility for the identification of individual
elements to sample structures and allows their better separation.

16.3.3.2 Object Spectra
For minerals it may be interesting to determine the composition of individual
parts of the sample. A first approximation would be already possible by the avail-
ability of the pixel spectra of such a part. This is possible as demonstrated for the
pitchblende from Figure 16.1c.

This sample was measured on an area of 49× 26 mm2 with a pixel spacing of
50 μm. This resulted in 970× 520, i.e. around 0.5 million pixels. The measuring
time per pixel was 10 ms, which yield in a total measurement time of 1.5 hours.

The superposition of some elements is shown in Figure 16.4a. This figure con-
tains two yellow marked objects in the center – a homogeneous sample area
enclosed by a polygon as well as a single point in its center. In Figure 16.4b a
limited energy range of the spectra of these two objects are shown.

These spectra illustrate that only a very small intensity is collected in a sin-
gle pixel. Even not every background channel contains counts for the very short
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(a) (b) (c)

(d) (e) (f)

Figure 16.3 Element distributions of the bore core for (a) Si, (b) Ca, (c) Ti, (d) Fe, and (e) Fe in
false color; (f ) element superposition with Si: blue, Ca: green, S: yellow, Ti: magenta, Fe: red.

measurement time of only 10 ms. On the other hand, the main components can
already be clearly identified at these short measuring times. The spectrum of the
polygonal area contains approximately 2300 pixels, i.e. the measurement time is
already 2.3 seconds. This spectrum is somewhat smoothed and also shows already
minor components.

16.3.3.3 Treatment of Line Overlaps
The problems of the evaluation of single-pixel spectra are a clear peak recog-
nition and the treatment of peak superposition, both due to the high statistical
fluctuations caused by the small acquired intensities. Such overlaps will be of
course reflected in the element distributions. For the pitchblende this is valid for
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Figure 16.4 Superposed element distribution of the pitchblende including inserted objects
(single point and area marked by a polygon) (a) and spectra of these objects (b).

the overlay of the As-Kα- and Pb-Lα-lines. The distributions of these two lines
are shown in Figure 16.5a, which shows the distributions of both elements in
different colors. Since the mentioned lines used for the calculation of the distri-
bution have a strong overlap, the distribution shows no differentiation between
As and Pb. For a separation of the element distributions, non-overlapping lines of
these elements can be used to calculate their distributions, in this case the As-Kβ-
and the Pb-Lβ-line. Although the intensities of the β-lines are smaller than the
peak intensity of the α-lines, the different distributions can be well separated,
as shown in Figure 16.5b. However, if there no lines of the elements available
with different energies that can be used for the calculation of the distributions,
another possibility would be the deconvolution of the individual pixel spectra.
Figure 16.5c shows the distribution of As and Pb after such a deconvolution. This
procedure can also separate the distributions of the two elements. However, the
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(a)

(b)

(c)

Figure 16.5 Element distributions of the overlapped As-Kα and Pb-Lα-lines (a) of the As-Kβ
and Pb-Lβ-lines (b) and after a deconvolution process (c).
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separation is not so clear since the pixel-wise deconvolution causes errors due to
the small intensities and their high statistical error.

16.3.3.4 Maximum Pixel Spectrum
The high number of accumulated spectra in the sum spectrum of the entire map-
ping can cover contributions of compounds that are concentrated at so-called
hotspots, i.e. at only small sample areas or few pixels of the distribution. In this
case, a comparison of the sum spectrum with the maximum pixel spectrum
(MPS) can help. The MPS is an artificial spectrum that is calculated from the
respective highest channel contents, regardless of the pixel.

The comparison of sum spectrum and MPS of the pitchblende in Figure 16.6a
shows that in the MPS some element peaks have a significant higher intensity
than in the sum spectrum. This is the result of the inhomogeneous composition
of the sample. As long as these elements can be recognized in the sum spectrum
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Figure 16.6 Sum and maximum pixel spectrum of the pitchblende (a) (y-axis in square root
scale) and distribution of Co (green) and Sr (blue) calculated after their identification (b).
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(gray line), their identification and the calculation of the corresponding element
distribution are no problem. However, if there are elements that have no peaks in
the sum spectrum, there is also no reason to calculate their element distribution.
This is valid here for the black highlighted peaks of Co (heavily superposed on
the Fe-Kβ-line) and Sr. With this information the calculation of the distribution
of these elements is possible and is shown in Figure 16.6b. It can be seen that Co
and Sr are concentrated in small sample areas.

16.3.4 Thin Sections of Geological Samples

There are a lot of thin sections of geological samples available since they are
frequently used for an inspection with optical microscopes. However, the results
of an optical inspection can be significantly improved and expanded by the
knowledge of the elemental composition of the different identified minerals. To
date, scanning electron microscopes with ED spectrometers are often used for
this application. However, this method requires a special sample preparation;
the samples must be provided with an electrically conductive layer, and the
analysis process is time consuming because of introducing the samples into the
vacuum. μ-XRF offers the possibility for a faster and even more sensitive analysis.
Nevertheless, it must be mentioned that the sample carrier can influence the
measuring signal, since thickness of the thin section is only about 0.1 mm. This
means that the incident radiation penetrates the sample and also the sample
carrier and excites their fluorescence radiation. Although the radiation of light
elements of the sample carrier is absorbed in the sample, the radiation of heavier
elements as well as the scattered primary radiation penetrates the sample and is
superimposed on the sample spectrum.

Further, it must be taken into account that as a result of the small sample thick-
ness, particularly for heavier elements, the information depth can be larger than
the actual sample thickness. Accordingly, the accumulated fluorescence inten-
sities of sample elements can be smaller than for an infinite thick sample and
can complicate a meaningful quantification. Additional effects are a decreased
sensitivity for their detection and an influence to the contrast within the element
distribution. However, the loss of intensity can be compensated by extended mea-
suring times.

By means of measurements on the thin section shown in Figure 16.1d, these
influences will be demonstrated. The size of the area analyzed here was about
28× 45 mm2. The measurements were carried out with a step size of 50 and
200 μm, respectively. In the case of same pixel times, this means an increase of
the number of pixels by a factor of 16; therefore the pixel time of 3 ms for the
measurements with a step size of 200 μm was reduced to 1 ms for the 50 μm
step size. The total measurement times are then about 200 and 1000 seconds,
respectively.

The results of these measurements are shown in Figure 16.7. The upper row
shows the distributions obtained with a step size of 200 μm, and the lower row
with a step size of 50 μm. In each row the first image shows the main components
of the sample, the second image some minor components, and the third image
some trace elements that are also found in the sample carrier.
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(a) (b) (c)

(d) (e) (f)

Figure 16.7 Element distributions of thin sections measured with different step sizes, (a) to (c)
200 μm, (d) to (f ) 50 μm, displayed for different element groups: (a) and (d) majors, (b) and (e)
minors, (c) and (f ) traces.

These distributions allow the following conclusions about the influence of the
test conditions as well as for the interpretation of the element distributions:

• For the main components, the differences between the two test conditions are
insignificant, in particular due to the relatively large grain sizes of the minerals
in the sample. However, a more detailed inspection shows of course a stronger
pixilation for the measurements with the larger step size in the upper row.

• The minors and traces show in contrast more significant differences. While
for the measurement with the larger step size the structures are blurred and
smaller structures even cannot be detected, these problems are eliminated in
the measurements with the smaller step size; the structures are clearer, and
even smaller ones are recognizable.
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In general, it can be concluded that investigations of the element distributions
of geological thin sections with μ-XRF are possible. However, the test condi-
tions have to be adjusted to the smaller sample thickness, and the influence of
the sample carrier to the measured spectrum has to be taken into account. This
problem can be avoided by using very clean quartz sample carriers, since the
low-energy radiation of Si in the sample will be completely absorbed. However,
in usual glasses, the fluorescence of heavy elements, such as As, Zr, or Ba, can
overlap the sample spectrum.

For the investigation of thin sections, the possibility for quantification is
limited since the intensities of not all sample elements originate from an
infinitely thick sample, which means that high-energy fluorescence radiation is
reduced because of the small sample thickness or the fluorescence intensities
of the sample elements are falsified due to the overlay with the fluorescence
of the same elements in the sample carrier or of due to secondary excitations
by scattered radiation. However, the qualitative element distributions are
clearly recognizable and can provide important information for solving various
questions.

16.4 Electronics

Element analysis in electronics is mainly used for quality assurance and fault
analysis, as well as for monitoring the load of electronic components with toxic
elements. This can be achieved by the examination of individual components;
however, as a result of the always smaller dimensions of electronic components,
the analysis on smallest sample areas can be required. In the case of larger com-
ponents, such as entire printed circuit boards (PCBs), distribution analysis can
also be useful to examine the entire composition.

Point-like analyses of small sample surfaces have already been discussed in
Chapter 15. Here, the analysis of element distribution of larger samples will be
the focus.

For the distribution analysis, usually no preparation of the sample is necessary
or even possible; the samples have to be measured directly. The sample-detector
distances varying in the case of irregularly shaped samples can lead to shadows
and minor falsifications, but the allocation of the individual structures of the com-
ponents will not be affected. When detecting the intensities, errors can occur due
to varying sample-detector distances. However, for individual pixels, these are on
the order of magnitude of the statistical error, which is very large as a result of
the short measurement times. For an acceptable quantification, a point analysis is
therefore required in which both the correct observance of the sample geometry
and the sufficient intensity can be collected.

As an example, the study of the PCB of a mobile phone will be presented
here. The size of the PCB is approximately 1000× 424 mm2. The measurement
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was performed with a step size of 100 μm and a pixel time of 10 ms. This
resulted in a total measuring time of approximately 1.5 hours for the 0.4 million
pixels.

Figure 16.8 shows the PCB itself as well as some element distributions. Due
to these distributions, it is possible to recognize the composition of certain
electronic components and to identify them. In particular, it is possible to
identify components that contain toxic elements according to the Restriction
of Hazardous Substances (RoHS) (Figure 16.8c) or valuable substances such as
gold (Figure 16.8d) and, if necessary, to verify their contents with a subsequent
point analysis. This information is important for monitoring compliance with
consumer protection requirements or for recycling technologies.

(a)

(b)

Figure 16.8 (a) Photograph of a PCB of a mobile phone, (b) distribution of some main
elements, (c) distribution of some toxic elements according to RoHS (Br: red, Pb: gray, Cr:
yellow, Cr: green), and (d) distribution of valuable elements (Au: yellow, Ni: blue, Ti: green, Nd:
light blue).
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(c)

(d)

Figure 16.8 (Continued)

16.5 Archeometric Investigations

16.5.1 Analytical Tasks

The examination of work of arts as well as the related analytical tasks can be very
diverse. One thing, however, is common to these investigations: the samples are
usually unique and very valuable. This prohibits a preparation that altered or even
damaged the samples. This means that the samples can only be analyzed without
any alterations. Further, these samples are usually irregularly shaped; this means
that no adaptation of the sample to the sample chamber of an instrument is possi-
ble and flat surfaces for a measurement are only rarely available. Therefore, either
large sample chambers are required, or the analysis has to be carried out directly
on the object. Further, art objects usually are nonhomogeneous, and therefore
the analysis needs often to be done on small areas. In addition to the determi-
nation of the elemental composition of small sample areas, the determination
of the element distributions can be a key interest. This requires scanning with
position-sensitive methods.

Additionally, the high monetary value of work of arts makes a transport to
laboratories very expensive caused by the necessary protection of the object
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against damage or loss. Therefore, often transportable instruments are used for
their analysis. This can be either handheld instruments (see Sections 4.3.1 and
15.3.5.6) or transportable macro-X-ray fluorescence spectrometers (see Section
4.3.3.5 and Alfeld et al. 2013).

A further important requirement is that the sample itself is not altered by
the analysis itself. This concerns not only the preparation but also the irradi-
ation with the incident radiation. However, the low excitation intensities of
position-sensitive instruments and the short measuring times influence the
sample only in very special cases. One example is the color changes of antique
glasses; however, they are mostly reversible. Anyway, this should be tested before
the analysis at positions that are not visible.

For the individual art objects, the analytical tasks can be very different. In the
following, a few examples are given to illustrate this diversity:

• For historical statues or vessels, the element composition is interesting in order
to make a dating of creation or a determination of the place of manufacturing
or to understand the used technologies. Further, the composition may also be
of interest in order to avoid damages, for example, by environmental influ-
ences, or to make appropriate restorations. Since such objects do not always
fit into a sample chamber, investigations are often carried out using a hand-
held instrument (see, for example, Mass and Matsen 2012). In special cases
also instruments with very large sample chambers are used (Greiff 2015).

• In the case of historical coins, the precise determination of the composition
may be of interest because they allow conclusions about manufacturing tech-
nologies available at the time of coinage. Further, coin composition can give
information about the economic situation during their issue or about the ori-
gin of the used precious metals. This would allow the retrace of historical trade
routes or land conquests by means of the trace elements, since coins were pro-
duced not only from freshly extracted ores but often also by remelting from
still older coins acquired by conquests or trade.
In the case of more recent coins further, more forensic questions can be inter-
esting. The collector’s value of a coin substantially depends on the number of
produced coins and their abrasion. The number of coins produced varies from
year to year and also depends on the respective mint. This can provoke an
intentional counterfeiting of the manufacturing markers in order to enhance
the collector value. This can be a task for an element analysis by means of dis-
tribution analysis, which can make even small differences visible (Kämpfe and
Haschke 1998).

• In the case of colored glass windows, the element composition of certain areas
can be of interest. The used pigments and their location on the glass can pro-
vide information about the manufacturing technology but also deliver indi-
cations for appropriate restoration technologies. A proper restoration of envi-
ronmental or other damages is only possible if the structure and the used tech-
nologies are exactly known. This allows also to prevent further damage by
stabilizing the structures (Kaiser and Shugar 2012).

• For ceramics and porcelain, it is interesting to identify the basic material. Addi-
tionally, the pigments of surface paints and their structure can give notes about
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the used technologies. This can help to identify the origin of the objects (Man-
touvalou et al. 2011), but they can also be used for a proper restoration of
damages (Bezur and Casadio 2012).
The main components of glass or ceramics are often light elements with
low-energy fluorescence radiation. This is strongly absorbed in air as well as
on surface layers, such as the enamels on the ceramics. Therefore, measure-
ments in vacuum are required, or this absorption should be reduced by special
conditions, such as short working distances or the flushing of the radiation
path with helium.

• A very important analytical task for the investigation of paintings is the identifi-
cation of used pigments and their distribution. In old paintings, predominantly
inorganic pigments were used, which are characterized by specific elements,
for example, blue by cobalt, cinnabar by mercury, or yellow by chromium; they
can be measured with XRF. The composition and distribution of pigments can
give information about the origin and the time of the creation of an art object,
but help to understand the technology of painting and the history of the work,
as well as to give valuable hints for an appropriate restoration.
Particularly in the case of paintings, an on-site investigation can be very impor-
tant, since often their size, but also their value, can make transportation consid-
erably difficult and can require a high logistical effort. Further, for well-known
paintings, their continuous availability in an exhibition may also be of signifi-
cance, i.e. an analysis on-site can be necessary. For such on-site analysis, special
spectrometers are available (see Figure 4.32).
A few examples of these questions will be discussed in the following sections.

They will demonstrate the possibilities to elucidate composition, structure, or ori-
gin of art objects by using μ-XRF. In general, it has to be mentioned that various
questions can be solved using XRF in the investigation of archeometric objects.
However, in any case a careful preparation of the analysis has to be carried out.
This applies to the selection of the appropriate measuring instrument, the selec-
tion of optimal measuring conditions, and the evaluation method depending on
the analytical task.

16.5.2 Selection of an Appropriate Spectrometer

Small work of arts for example statues made of metals, ceramic vessels, jewelry
made of enamel or precious metals, and coins, mostly requiring a point analysis
in order to be able to analyze different parts of the objects and maintaining the
measurement geometry.

Handheld instruments are suitable for such measurements since they can be
used on-site as well as for the analysis of any point of the sample independent of
their position. However, the disadvantages of handheld instruments are the not
exact compliance with the measurement geometry and difficulties in detection of
light elements due to the measurement in air. However, light elements are often
the main components in ceramics and enamels; therefore this limitation can be
significant.

Therefore, the use of μ-XRF tabletop spectrometers can provide a solution.
These instruments exist with sample chambers of different sizes, usually with
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areas in the range of approximately 0.2× 0.2 m2, but in special cases even up to
0.4× 0.4 m2, as well as for sample heights in the range of 0.1–0.2 m, in which the
samples can be positioned for the measurement. These instruments usually are
evacuable for the measurement of light elements down to Na. Both the analysis
of individual points and the determination of element distributions can be car-
ried out since the sample usually is located on a motor-driven table (see Section
4.3.3.4).

For even larger and non-portable objects, macro-X-ray fluorescence spectrom-
eters are available. In these instruments, excitation source, detector, and optical
microscope are composed in a measuring head, which can move on a carriage
horizontal or vertical in front of the sample (see Figure 4.32; Alfeld et al. 2013).
They can be used for surfaces up to 0.6× 0.8 m2; however measurements are pos-
sible only in air.

16.5.3 Investigations of Coins

Analyses of coins are carried out for different purposes; historical coins are exam-
ined to determine their composition, which is important for an understanding of
the used metallurgy technologies or for a tracking of trade routes.

On the other hand, coins with numismatic interest could be analyzed for more
forensic reasons. The contemporary numismatic value of historical coins is not
determined by their material value, but above all by the number of manufac-
tured coins and by their condition. Therefore, sometimes their value is seemingly
increased by specific alterations, i.e. by forgeries.

The number of minted coins depends on the year and the specific mint factory.
Both details are indicated by mint marks on the coin. One possibility of a seem-
ingly increase of the numismatic value of a coin is a change of the mint marks,
for example, the mint year. Corresponding investigations were carried out on a
coin of 2 Reichsmark minted in 1927. Depending on the condition of the coin, the
collectors’ value for these coins is around €100. However, for coins from the mint
in Munich (marked with a “D”; see Figure 16.9) manufactured in 1927, the prices
can go up to 50 times higher because the number of coins minted there in this
year was only about 300 000 against several millions in all other years. This opens
up possibilities for a “value increase” by changing the mark for the coinage year.

The coin from both sides is shown in Figure 16.9a. The investigation started
with point measurements on the numbers “2” and “7” of the year date on the
coin. The spectra are shown in Figure 16.9b.

The spectra show only small differences. The blue dot spectrum of the “7” shows
a distinct peak of S, a result of a first but not successful wet chemical investiga-
tion with H2SO4. Further, there is a slightly higher silver intensity compared to
the red bar spectrum collected on the “2.” The nominal Ag content is 50 wt%.
Quantification results for the two spectra are given in Table 16.1. They show a
small difference between the two measuring positions, where the deviations for
the “7” from the nominal composition are above the estimated uncertainty limits;
however this allows no clear decision.

On the other hand, the element distribution shown in Figure 16.10 gives def-
inite certainty about changes of the year data. The Ag distribution determined
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Figure 16.9 Image of a coin of 2 Reichsmark minted in Munich (D) (a) and spectra measured
on the figures “2” (red bars) and “7” (blue dots) of the coinage year (1927) (b).

Table 16.1 Concentrations at the measuring points in wt%.

Element “2” “7”

Ag 49.9 51.3
Cu 51.1 48.7

(a) (b)

Figure 16.10 Distribution of Ag (a) and Cu (b) of a 2 Reichsmark coin.

from the L-radiation in Figure 16.10a does not yet allow a clear statement. The
thin salt layer of Ag2SO4 caused by the mentioned wet chemical tests absorbs the
low-energy Ag-L radiation. However, the Cu distribution in Figure 16.10b gives
a clear indication: below the “7” was previously a “6.” This means that the numis-
matic value of the coin was originally lower, and now, due to this manipulation,
its value is given only by the content of precious metal.
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16.5.4 Investigations of Painting Pigments

The distribution of pigments of paintings can be tracked by the distribution of
the elements characterizing the pigments. From such investigations, a variety of
information about a painting can be obtained, for example:

• The verification of the authenticity and the determination of the period of man-
ufacturing of a painting by the identification of the used pigments

• The approval of earlier restorations based on the identification of pigments
• The investigation of chemical transformations of pigments, for example, by

environmental influences that are accompanied also by color changes
• The examination of hidden parts of paintings that can give information about

the painting technology and about the history of a painting and the painter

Paintings are usually larger than the typical sample chambers of tabletop
instruments, and, due to the often very high value of paintings, their transport
to laboratories would also be very costly. Therefore, for such investigations, the
spectrometer often has to be brought to the paintings for a direct examination,
sometimes even in the hanging position at an exhibition.

Further it is important to be able to examine larger areas of a painting; other-
wise a good spatial resolution is often required to make the painted structures
visible by means of the element distributions. The size of the analyzed surfaces
should be adaptable not only to the size of the painting but also to the size of their
structures. In the case of large sample sizes and small steps, high pixel numbers
need to be measured, and thus also long measuring times as well as large data
sets are to be expected.

As an example, the detection of hidden pigment layers in paintings will be
discussed in the following. Frequently, color layers are hidden under the upper
visible layers since the artist sometimes repainted an already started works in
order to adapt them to the time or to the wishes of the client as well as to use
an old already used canvas for a new picture. These hidden distributions can
also be made visible with X-ray fluorescence without destruction. However, the
upper layers may not absorb the fluorescence radiation of hidden pigments too
strongly, which means that they should not be too thick or consist of too heavy
elements.

An example of such hidden pigment layers is shown in Figure 16.11. It shows in
the left part (a) the photo of a painting by an old Flemish master, titled St. Jerome
with the Bible and the cross (painting provided by Bastiaan Blok, Noordwijk).
In the middle and in the right image, the distributions of some elements, i.e. of
specific pigments, are shown.

The painting has a size of 42× 58 cm2. The element distribution was measured
with a step size of 0.5 mm and a pixel time of 15 ms, which results in a total mea-
surement time of 5.5 hours for the approximately 1 million pixels.

The image in the middle (b) presents the distribution of the intensities of some
elements with a relatively low-energy fluorescence radiation, for example, Mn
(brown), Cr (green), Fe (yellow), Hg (red), and Pb (white). For the last two ele-
ments, the low-energy M-radiation is used. The fluorescence of these elements is
emitted only from the upper pigment layers. The distribution of these elements
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(a) (b) (c)

Figure 16.11 St. Jerome with the Bible. (a) Photograph of the painting. (b) Distribution of the
pigments on the surface. (c) Distribution of hidden pigments.

reflects the structure of the image, St. Jerome with the Bible, and the cross can be
recognized.

The right-hand part (c) of the figure, on the other hand, shows the distri-
bution of elements with higher-energy fluorescence radiation, in this case the
L-radiation of Pb (white), the K-radiation of Co (blue), Ni (red), and Cu (green).
This image is rotated by 180∘. It shows a head with a laurel wreath and a stole. It
is probably a portrait of Gaius Julius Civilis, the leader of the Batavian rebellion
against the Romans in 69 AD in the territory of the Netherlands today. This
picture was painted directly on the wooden block, with a white oval mirror of
lead oxide.

The possibility to uncover hidden pigment layers can provide important infor-
mation about the history of a painting or about the manner of painting of the
painter. Frequently, the painters not only repainted older pictures with another
motive but also made changes in the course of the creation of a work, which could
provide interesting information for the understanding of the working conditions
as well as for the respective living conditions.

16.6 Homogeneity Tests

16.6.1 Analytical Task

For many analytical tasks, the preparation of homogeneous samples is required.
For example, for an accurate analysis of rocks, sand, slags, or ores, as well as metal
chips or granulated polymers, the preparation of pressed pellets or fusion beads
is necessary. In this case, at first it is necessary to ensure a sufficient represen-
tativeness and homogeneity of the material by a sufficient crushing and uniform
mixture before further preparation procedures takes place.

When analyzing larger sample areas, smaller inhomogeneities are averaged;
nevertheless, inhomogeneities can influence the analysis result. A control of
the uniformity of the preparation procedure can be provided by the analysis on
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repeatedly prepared samples. However, then it should be taken into account
that possible fluctuations of the sample composition are superimposed by
statistical deviations. Such measurements are common in the investigation
of the homogeneity of samples of larger dimensions, for example, at pulled
material, which is cut in disks, and the comparative measurements are made to
monitor the homogeneity over the length.

If the analyses are carried out on only small sample surfaces, the homogeneity
requirements are significantly higher. This is important, for example, for calibra-
tion samples used for a point analysis. Homogeneity tests are important in this
case for an estimation of both the quality of the reference samples and thus the
uncertainty of analysis.

The assessment of the homogeneity is also influenced by the measurement
uncertainty of the used analytical method, which means that distinguishable dif-
ferences between the individual measurements are superimposed by the mea-
surement uncertainty U of the method, i.e.

UInhomogenity =
√
(U2

total −U2
method) (16.1)

Statements on sample homogeneity thus strongly depend on the measurement
uncertainty of the analytical method. The measurement uncertainty often
increases with decreasing analyzed volume due to the fluctuations during the
preparation procedure or due to a decrease of the measuring signal as a result of
the smaller analyzed sample volume. This influence is negligible in μ-XRF, since
mostly a sufficient excitation intensity can be concentrated on small sample
surfaces with X-ray optics.

A simple comparison of the individual measurements is possible with the accu-
mulated element intensities I. The measurement uncertainty of a measurement
is then determined essentially by the statistical error ΔI =

√
I. This should be

smaller than the expected or monitored intensity differences between individual
sample areas.

Starting from these considerations, two possibilities of homogeneity investiga-
tions with high spatial resolution will be presented.

16.6.2 Homogeneity Studies Using Distribution Analysis

In the case of distribution analysis, relatively large sample areas are scanned with
a small analyzed area. As a result of the high number of measuring points, for
everyone only a short measuring time is possible, which results in a large statisti-
cal error. Nevertheless, concentration differences are noticeable with such mea-
surements. This is demonstrated by means of a glass specimen. Glasses are gen-
erally considered to be very homogeneous, which means that only small inten-
sity differences are expected. Here a glass sample with a diameter of 30 mm was
mapped with a step size of 50 μm and a pixel time of 5 ms. As can be seen in
Figure 16.12, no differences are apparent in this sample for the main component
Si (Figure 16.12a). For the secondary component Al, on the other hand, structures
can be detected in the one-color representation of Figure 16.12b, which becomes
even more obvious in the false color representation of Figure 16.12c.
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(a) (b) (c)

Figure 16.12 Element distributions of a glass specimen: (a) Si distribution, (b) Al distribution,
and (c) Al distribution in false color representation. Source: Courtesy by Hanning (2012).

From the intensity differences the concentration differences can be estimated.
These vary for approximately 2.5–5 wt% for Al2O3. The Al intensities per pixel are
in the range of only 1–4 counts, which means that the uncertainties of the individ-
ual counts about 50%. Nevertheless, these small differences are clearly visible and
also significant. This is possible, since not only individual pixels are used for the
evaluation but also the entire map. Then also these small differences in intensity
are relevant.

16.6.3 Homogeneity Studies Using Multi-point Measurements

Another possibility for investigating inhomogeneities is the measurement at a
limited number of measuring points, but then with a longer measuring time and
thus a reduced statistical error.

For a demonstration, measurements were carried out on the polished surface
of a Ni alloy. A first set of nine repeated measurements were carried out at the
same sample position in order to determine the variation of the measurement
procedure, as a second step measurements were then performed at different sam-
ple positions within a 3× 3 grid. The evaluation is then carried out according to
Table 6.1, i.e. mean values as well as absolute and relative standard deviations
of the absolute collected intensities are determined for the alloy elements. The
relative deviations of the alloy elements of both measurement series are pre-
sented in Figure 16.13. As expected, the standard deviations for the repeated
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measurements on the same position (repeatability) are inversely proportional to
the concentrations of the elements or to the measured intensities. However, they
are by a factor of approximately 4 larger for the measurements at different sample
positions (homogeneity). This means that the homogeneous Ni alloy shows non-
homogeneities when the analyzed sample areas are sufficiently small compared
with the total sample; in this example the spot size diameter was about 30 μm.

Similar measurements were also carried out for plastic reference materials
(Mans et al. 2009) for homogeneity tests.
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17

Special Applications of the XRF

17.1 High-Throughput Screening and Combinatorial
Analysis

When relationships between material composition and material properties are
not fully known and understood, the development of materials with new spe-
cific properties is often carried out by a “trial-and-error” procedure, which means
by a stepwise change in the material composition, followed by a review of the
desired properties. A multiple repeat of this cycle can optimize the material prop-
erties successively. Such processes are often used for the development of mag-
netic materials, of new catalysts, of high-temperature superconductors, of active
agents, or others.

17.1.1 High-Throughput Screening

Using high-throughput screening (HTS), this process can be made more effec-
tive by replacing the successive procedure by a parallel process. In this case, the
compositions of the materials of a material bank are only slightly but purposefully
modified, and then their composition as well as the desired material properties
are checked. Through the correlation of material composition and material prop-
erties, tendencies for their optimization can be detected, and thus the process of
material optimization can be significantly accelerated.

In addition, the reduction of the material consumption means that the process
is not only faster but also cost-saving. However, then analytical methods are
required, which can work with smaller amounts of material and which are
also sufficiently fast. This can be, for example, focusing IR spectrometry for
the elucidation of molecular composition or capillary X-ray diffractometry for
structural determination. μ-X-ray fluorescence (μ-XRF) can be used for element
analysis.

The methods used for HTS should meet a few further requirements:

• The high number of samples requires not only a fast analysis but also a fast and
automated sample positioning, for example, by using motor-controlled sample
magazines.

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Figure 17.1 High-throughput screening for the development of a catalyst.

• A further efficiency gain is achieved by reproducibly changing the sample
magazines in the spectrometer.

• Variable information can be derived from the measurements, such as the
composition of individual samples, changes in the sample composition within
the material bank, homogeneity of the samples, correlation of the analytical
result, and sample position.

• Possibilities for automation of measurement and data evaluation are indispens-
able when examining large sample collectives.

The following example for the development of catalysts illustrates the require-
ments and possibilities of HTS (Haschke et al. 2002; Klein et al. 2001). Here the
samples were placed in an array, which is also used for other analytical methods.
Figure 17.1 shows in the middle such an array with 12× 8 sample cups, each with
a diameter of approximately 4 mm. The respective material quantity per vessel is
then in the milligram range. The example shown is a SiO2 ceramic with a small
content of Zr as base material, which was enriched with V and Ni solutions. The
enrichment took place gradually with increasing concentrations in the sample
field in the one direction for Ni and in the other for V. The spectra measured
at the corner points of the array are shown also in Figure 17.1 at the respective
corners. They show only Si- and Zr-lines in the upper left corner, since there are
no additions of V and Ni. The intensity of the corresponding fluorescence radi-
ation increases with the enrichment of V (horizontal) or Ni (vertical), but at the
same time the intensity of the Si radiation decreases as a result of its stronger
absorption in the heavier matrix.

Starting from the knowledge of the composition of the samples and taking
into account the catalytic properties to be determined separately, the develop-
ment of new catalysts and other functional materials can be significantly more
effective.
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17.1.2 Combinatorial Analysis for Drug Development

In the development of agents, not the development of new agents is in the focus,
however, to a much greater extent the selection of agents with high efficiency. This
depends primarily on the adsorption of the agents to a particular body protein.
These investigations are also carried out conventionally with sequential methods,
that is, generation and characterization of a certain agent and subsequent tests
for its effect. The effect of an agent is, however, primarily dependent on the prob-
ability of its adsorption to a particular protein. The determination of this affinity
is a time-consuming process, the acceleration of which can be achieved by means
of X-ray analysis methods.

The active ingredients and proteins are predominantly composed of elements
that are not accessible by X-ray spectroscopy, for example, hydrogen, carbon, oxy-
gen, and nitrogen. However, in the active ingredients as well as in the proteins,
some analytically detectable elements are also usually contained, e.g. halogens,
sulfur, or other essential elements such as zinc, selenium, or others. These ele-
ments can be used for the determination of active agents. For this purpose, the
procedure described in the following can be used (Miller et al. 2003; Minogue
et al. 2005, 2006):

• First, various agents are introduced into a sample carrier, which separates indi-
vidual samples from each other. For this purpose, styrofoam spheres can be
used, which are coated with different agents. These spheres have a diameter
of 0.08 mm. These agent carriers are embedded in a film that contains holes
approximately of the size of the styrofoam spheres in a regular pattern. In this
case a sample matrix with different but unknown agents is generated. This can
be very tightly packed, with spacing of 0.5 mm. Then 10× 10 holes are placed
on a surface of 1/4 cm2, 10 000 holes on a surface of about 5× 5 cm2. Such a
sample carrier is shown in Figure 17.2a.

• In the next step, the agents are brought into contact with a protein. This
may be by dipping the sample carrier in a solution of a particular protein.
Depending on its affinity for the respective agent, the protein is deposited in
varying amounts on the different agents on the styrofoam spheres.
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Figure 17.2 (a) Sample carrier with 104 samples and (b) relations between agent signal and
protein signal.
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• By measuring X-ray spectra at the individual holes, information about the
amount of the protein molecules attached to the different agents can be
obtained from the fluorescence intensities of the elements characteristic
for these specific proteins. Since no quantification but only an evaluation
of the intensities is required, measurement times of about one second per
sample are sufficient, which means that the entire array with 10 000 samples is
measurable in only few hours. In this way, the interaction of a lot of different
agents with one protein can be investigated quickly.

• The relationship of an agent signal to the substrate signal for the individual
measuring points is shown in Figure 17.2b. The respective signals are to be
selected as a function of the tested combination of the agents and the protein.
In the distribution of Figure 17.2b, three groups can be distinguished:
– Group 1 shows no or only a very low agent signal. These are holes in the sam-

ple carrier that contain no spheres with an agent, i.e. which have remained
empty during the preparation.

– Group 2 shows a low protein signal, which is largely proportional to the
agent signal. Here, a normal adsorption of the protein to the respective agent
takes place. Differences in signal correlation result from minor differences
in the number of proteins molecules attached.

– Group 3 has only very few participants, which can initially be considered
as outliers. However, they are caused by a strong reaction between agents
and protein. These are the measuring points of interest. The corresponding
samples can be identified by assigning the measuring points to the sample
position.

• After the dissection of one of these interesting styrofoam agent’s carriers, the
agent can be identified by means of a sequencer. In this way, an effective com-
bination of an agent and the specific protein can be selected. On that basis a
further decision can be made regarding their applicability for different task.

Compared with other methods, a drastic increase in efficiency and significantly
cost reduction can be achieved with this type of agent selection.

However, this method cannot only test the efficiency of agents, but also the
acceleration of other chemical reactions, such as catalytic processes or the effec-
tiveness of precipitation reactions by changing the reaction conditions.

17.2 Chemometric Spectral Evaluation

As a result of the good understanding of the interaction of X-rays with matter, a
complete calculation of X-ray spectra is possible (see Section 5.5.3). This, how-
ever, requires the knowledge of all elements present in the sample. This is not
possible for any sample since light elements cannot be detected directly by X-ray
fluorescence (XRF). On the other hand, these are elements that are present in
many materials, and as in polymers, minerals, glasses, or ceramics, even in dom-
inant concentrations.

Here, chemometric methods can provide a way for the spectral evaluation.
These methods use all components of the spectrum, including the spectral
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background for the evaluation (see Section 5.7). Examples for using chemomet-
ric methods for the quantification of polymers have already been discussed in
Section 9.8.4.2 and for the identification of glass particles in Section 15.2.

Here this type of spectral processing will be discussed for the identification of
various chemical compounds. These should be identified in their packaging, i.e.
in polyethylene (PE) bags in order to avoid their unpacking and to identify them
rapidly, and be cost effective (Kessler et al. 2000; Hoffmann et al. 2001; Hoff-
mann 2005; Henrich et al. 1999). The chemicals are various salts that contain
only very few or even no elements, which can be detected directly with XRF. The
measurements were carried out with an energy-dispersive (ED) spectrometer in
order to detect the entire spectrum rapidly including the scattered radiation. As
an example, the spectra of some Na salts are shown in Figure 17.3.

All spectra were measured under the same conditions, i.e. Rh target, 45 kV, Ag
filter, and acquisition time of 20 seconds. They show only structures in the high
energy range of the scattered tube radiation. The fluorescence radiation of sodium
will be poorly excited due to the Ag filter and is completely absorbed on the way
to the detector because the salts are in the PE bag and the measurements are
carried out in air.

5 10 15

NaCl

NaF

Na2SO4

Na2CO3

NaCN

In
te

n
s
it
y

20 25

Energy (keV)

30 35 40

Figure 17.3 Energy-dispersive measured X-ray spectra of few sodium salts. Source: Courtesy
of P. Hoffmann.
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Figure 17.4 Score plot of the principal components of different chemicals. Source: Courtesy of
P. Hoffmann.

For the chemometric evaluation, these spectra were divided into 150 spectral
ranges (principal components). With them all compounds under investigation
could be clearly identified. For the “training” of the system, the spectra of all
these chemicals need to be measured several times. As shown in Figure 17.4,
a relatively reliable identification of the individual chemicals is possible with a
simple principal component analysis (PCA); the individual material groups are
highly distinguishable. Figure 17.4 contains not only the Na compounds but also
other compounds. If they contain heavier elements, their fluorescence lines can
be detected and of course also be used for the identification of the material.

This procedure can be applied not only for salts but also for complex
organometallic compounds. If an additional material should be identified with
this procedure, it must also be measured several times and can then be integrated
into the spectral library. Then recalculation of the PCA is necessary.

This way allows a spectral evaluation even if individual element lines cannot be
measured. Nevertheless, this is not a quantitation, rather a material identification,
but with high reliability.

However, the application of chemometric methods strongly depends on the
analytical problem and requires a special adaptation to every task, which includes
the determination of the principal components, some steps of spectral evalua-
tion, and then the training of the system. But then it offers a high potential for
the determination of material or their properties. Other examples are the identi-
fication of wooden chipboards (here not only the type of the used wood but also
the humidity grade of the chipboard could be determined [Kessler 2001]) or the
identification of different types of beer (Brouwer 2015).
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17.3 High-Resolution Spectroscopy for Speciation
Analysis

17.3.1 Analytical Task

X-ray spectrometry is commonly used for element analysis. This task is indepen-
dent of the bonding state of the elements since the electron levels involved for the
mostly used fluorescence lines are close to the atomic nucleus and therefore only
slightly influenced by the atomic environment. Furthermore, in many cases, the
compound partners are not detectable by XRF, for example, for oxides, carbon-
ates, nitrates, or other salts, since their fluorescence radiation has too low energy.
In various cases, however, it is also interesting and necessary to know the binding
forms, for example oxidation levels of the elements. Thus, a speciation analysis is
required since the properties of the various compounds can be very different and
their identification may be important for a correct assessment of the material.

The influence of the bonding on the electron configuration is relatively low
and affects outer electron shells only. The very small changes in line energies can
be detected by X-ray spectrometry only with high-resolution spectrometer and
by using X-ray lines in which transitions from the outermost electron levels are
involved. These are often high-energy satellite lines of a spectral series.

To ensure that the small influence of the atomic environment can be better
detected, it is useful to use transitions to more outer electron shells, i.e. work in
the low energy range. For this reason L-lines are often used for speciation analysis
(see, for example, Urch 1996; Pappert et al. 1997; Geyer et al. 1997; Reisel et al.
2000; Schlesinger et al. 2015).

Another possibility of using high-resolution spectrometry is the examination
of the precise spectrum shape. In solids the outer electron levels overlap each
other and build bands with permissible electron states in a certain energy range
with different state densities. These state densities are reflected in the form of the
spectra. However, this shape is folded with the Gaussian distribution of the inner
electron shell together with the spectrometer function, which is a result of its
resolution. The state densities at the Fermi level are important for electrical and
magnetic properties of the material, especially in transition metal alloys (Haschke
and Weisbach 1973). The determination of electron densities at the Fermi level
can contribute to the understanding of these macroscopic properties.

In order to determine the exact form of the spectra, the statistical error of the
individual measurements should be very small. This must be ensured by appro-
priately long measuring times per wavelength range, but also by an effective exci-
tation. This is particularly possible in the low energy range by means of electron
excitation because they have a higher excitation efficiency for low-energy lines.

17.3.2 Instrument Technology

The energy shifts used for speciation analysis are in the range of some electron-
volts. This requires a high spectrometric resolution, which is, however, achieved
already by most of the commercially available wavelength-dispersive (WD)
spectrometers. Especially in the low energy range, the resolution is high for WD
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spectrometers (see Figures 4.1 and 4.2). This correlates well with the energies of
the L-lines that are often used for speciation analysis. However, the fluorescence
outputs of these lines are small, i.e. the achievable intensities are very small. In
combination with the requirements for high resolution, i.e. small collimators and
small angular steps during the measurement, relatively long measuring times
are necessary.

A solution could be provided by simultaneous WD spectrometers, in which a
relatively broad range of energy is covered with sufficient resolution. This would
be possible with a von Hamos geometry in combination with a position-sensitive
detector (Anklamm 2014).

17.3.3 Application Examples

17.3.3.1 Analysis of Different Sulfur Compounds
Figure 17.5 shows the Kβ spectra of different sulfur compounds (Urch 1996). They
illustrate, depending on the bonding state, not only the line position changes but
also its shape. In lithium sulfide (Li2S), sulfur is symmetrically incorporated as
a simple S− anion. This structure is also reflected in the spectrum. The binding
situation of sulfur in pyrite (FeS2) is more complex, since here the sulfur is bound
in a crystal and appears as a S2

− anion. The binding conditions for dimethyl sul-
fide (C2H6S), in which sulfur is asymmetrically bound between the two methyl
groups, become even more complex. These environments influence the spectral
shape.

2460

Energy (eV)

2480

C2H6S

FeS2

Li2S

2440

Figure 17.5 S-Kβ spectra of different
sulfur compounds. Source: According
to Urch (1996).
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Already this simple example shows that the spectra with an appropriate res-
olution can reflect the particular binding conditions. On the other hand, infor-
mation about the binding situation can be gained from the spectra. This is rel-
atively simple for pure compounds if the statistical error of the individual mea-
surements is sufficiently small. However, for mixtures of different compounds,
the task becomes explicitly more complex. Nevertheless, it can be assumed that
the spectra of the individual components of the mixture superimpose linearly.
Therefore, the individual contributions can be determined by a fitting with the
previously determined spectra of the pure compounds. The accuracy that can
be achieved in this case, however, is limited by the propagation of the different
errors, the low intensities of the used spectral lines, and the often high scattering
background.

It should be noted that X-ray absorption spectrometry (X-ray absorption near
edge structure [XANES] and extended X-ray absorption fine structure [EXAFS])
is also used for speciation analysis. In this method the speciation-dependent
structures are usually stronger and thus more suitable for speciation analysis.
However, X-ray absorption spectrometry up to now is possible only on syn-
chrotrons and is therefore not available for a wide range of applications. Recently,
X-ray absorption spectrometry in transmission, particularly for thin specimens,
can also be performed in laboratories using a simultaneous WD spectrometer
(Schlesinger et al. 2015).

17.3.3.2 Speciation of Aluminum Inclusions in Steel
Aluminum is used in steel production in order to deoxidize the melt, i.e. to bind
the free oxygen in the melt and deposit it as alumina. The aluminum oxide swims
upward due to its low specific weight and goes into the slag. However, Al is also
incorporated into the steel, for example, after a reaction with nitrogen to AlN.
Accordingly, Al can be found in steel in three different species: elemental Al,
nitride (AlN), and oxide (Al2O3) (Neuberger 1965). While dissolved Al and AlN
positively influence the quality of steel, Al2O3 forms, disturbing slag inclusions.
AlN already crystallizes at elevated temperatures in iron and therefore binds the
dissolved nitrogen, which avoid the formation of blowholes and segregations and
thus counteracted an embrittlement of the steel (Wiegand 1977). At the same
time, for austenitic steels, the grain size is reduced by AlN, which improves the
resistance to mechanical stress.

On the other hand, the bonding of dissolved oxygen in the melt by the for-
mation of Al2O3 leads to surface defects in the material, which accelerate the
fatigue of steel. Therefore, the content of Al2O3 must be kept as small as possi-
ble. However, the determination of mass fractions of AlN and Al2O3 in the steel
with element analytical methods is difficult. Although the total proportion of Al
can be determined by spark spectrometry or by XRF analysis, the contents of the
both speciations are not accessible to these methods in a first approach. Conven-
tionally, the determination of the speciation will be carried out with wet chemical
methods (Beeghley 1949). However, this is time consuming and requires the use
of harmful chemicals. Therefore, a spectroscopic method would be preferable.
For the first time, the possibility of using X-ray spectrometry was described by
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Figure 17.6 Al-Kβ spectra of Al nitride and Al oxide.

Grimaldi et al. (1981). They used the dependence of the Al-Kβ energy on its bind-
ing form. For this line, the electron transfer takes place from the M- to the K-shell.
The external M-shell is influenced by the atomic environment, i.e. it depends on
the binding form of Al. This becomes clear in the spectra shown in Figure 17.6.
The energy difference between the two peaks is about 3.5 eV. This difference can
be easily distinguished with WDS instruments. However, due to the overlapping
of both peaks, an accurate determination of peak intensities would be erroneous.
Therefore, the use of the satellite lines (Kβs) of both compounds is favored. Their
energy difference is larger, and the lines are not overlapping; however, their inten-
sities are drastically lower and will have a worse statistic.

A calibration using these satellite lines is illustrated in Figure 17.7. It shows the
relation between the intensity ratios I-Kβ5 (Al2O3)/I-Kβ5 (AlN) to the ratio of the
concentrations of both compounds.
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Figure 17.7 Calibration curve for the concentration ratio of Al2O3/AlN by using the Al-Kβ
satellites.
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The low signal intensities allow only limits of determination for both aluminum
compounds in the steel matrix of approximately 100 μg/g, and the repeatabil-
ity is about 10 μg/g. This precision is not sufficient for a production control. If,
however, the compounds are isolated by an electrolytic dissolution of the iron
matrix and the residues are separated by a fine pore membrane filter, the direct
analysis after drying by means of XRF is possible. Due to the associated enrich-
ment, the statistics can be improved by a factor of approximately 5 (Pappert et al.
1996). However, due to the filtration of the electrolyte, it is possible that very small
nitride particles (<0.1 μm) cannot be separated, and thus the analytical result can
be erroneous.

17.3.3.3 Determination of SiO2 in SiC
Another example of using satellite lines in reasonable measuring times is the
determination of the mixing ratio of SiO2 traces in SiC (Rüttimann 2008a).

The bonding influences can be determined here by the position of the
Si-Kβ-lines, since these are also generated by transitions of electrons from the
outer M-shell. Compared with the Si-Kα-line, their intensity is only approxi-
mately 10%. However, the Kβ1,2-lines are displaced only by approximately 0.3 eV
for the two Si compounds. They are shown in Figure 17.8. The evaluation of this
peak shift would be only possible by the measurement of the entire spectrum
with a successive deconvolution. But it turns out that there is still a small
Si-Kβ’-line for SiO2, which cannot be observed for SiC. When evaluating the
intensity of this Si-Kβ’-line in relation to the main line, the SiO2 content in SiC
can be determined with sufficient accuracy.

For this purpose, however, the sample must be very fine-grained and pressed
without binders in order to minimize grain size effects and any absorption by
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Figure 17.8 Si-Kβ spectra of SiO2 and SiC. Source: Courtesy of F. Rüttimann.
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the binder. The preparation as a fusion pellet is not possible, since the chemical
bonding of silicon could be changed. For an accurate determination of the net
intensities, the spectral background was determined at two points on each side
of the peak in addition to the peak position. The measurement times for all mea-
suring positions were 30 seconds each; the tube power was relatively large with
30 kV voltage and 120 mA tube current, i.e. 3.6 kW.

In this way, detection limits for SiO2 in SiC of about 0.5% could be achieved.
The absolute errors in the mass fraction determination were approximately
0.03%, a factor of 3 better than by a determination with help of the concentration
of the carbon in SiC, especially since additional additives can occur due to
carbon-containing impurities.
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18

Process Control and Automation

18.1 General Objectives

The quality-checked manufacturing of products requires a comprehensive con-
trol of chemical and physical parameters throughout the entire manufacturing
process. The driving force is the goal to optimize the overall process for a vari-
ety of aspects. In addition to the primary economic objectives, aspects such as
sustainability and product liability are becoming increasingly important.

A look back in the history of chemistry reveals that analytical chemistry already
laid in the Middle Ages the foundations for today’s production processes with
fundamental investigations on the characterization of raw materials. Chemical
analysis provides information about the qualitative and quantitative composition
as well as the structure of substances. A very special subdiscipline of analytics
is process analysis, whose task is to use known analytical methods, consider-
ing the specific requirements resulting from the production processes and the
customer-specific product properties. With the aim of a more efficient produc-
tion, both continuous and discontinuous measuring methods are used to provide
the necessary information for the monitoring and control of technical processes.
Process analysis, together with the techniques used in the production process,
must build an integrated system that meets the following requirements:
• Increased efficiency
• Reduction of operating and analyzing costs
• Reduction of the process and analysis time
• Improvement and equalization of product quality
• Improvement of environmental and health protection.

Looking at the economic aspects, a reduction of the cost of analysis also means
a reduction in personnel costs. Accordingly, the automation of analytical pro-
cesses, especially around process control, is of particular interest.

X-ray fluorescence (XRF) spectrometry is often used for process monitoring
because of the automation capability of its measurement sequences, the relatively
rapid availability of analytical results, and the possibility of continuous measure-
ments. The carrying out of the measuring process requires, already with today’s
instrument technology, usually no external intervention. However, an automated
process control requires also automatic sample preparation and feeding to the
instrument. For this purpose, the analysis system must be integrated into the

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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production process by means of special engineering solutions, especially for sam-
ple preparation and sample handling.

Depending on the frequency of variation of process parameters, the type of
samples to be examined, and the number of samples to be analyzed per time,
there are different concepts for the design of process analysis:

• Off-line analytics: The classical approach of analytical chemistry in a produc-
tion process is the central laboratory, in which all necessary test methods are
available. This means that the samples taken from the process are transported
to the laboratory located at a central location in the production plant, where
they are examined. The methods available in this laboratory are not only ori-
ented to the needs of an individual process, but rather represent a compromise
since the available methods must be universally applicable. Off-line analysis is
suitable for discontinuous and relatively slow processes.

• At-line analysis: At at-line analytics, sampling is, similar as the off-line
analysis, not coupled to the analysis system. However, the analysis is carried
out with special analysis systems in the immediate vicinity of the sampling
site. This can be either a special operating laboratory or special, for example,
mobile measuring systems whose measurement programs are adapted to the
respective, mostly unique analytical problem and are often automated. The
specialization to specific tasks allows shorter reaction times but is accompa-
nied by a loss of flexibility since such measurement systems require special
sample geometries or have restricted working ranges. In the case of at-line
analysis, the time requirements can be stronger, but it is not yet a real-time
monitoring.

• On-line analysis: In contrast to the concepts described previously, the sampling
takes place automatically in the on-line analysis. This can be either continuous
or discontinuous. The connection to the process stream can be, for example, a
sampling bypass. In this material stream of the process, sampling can be car-
ried out automatically under controlled conditions. The sample preparation,
for example, the separation of interfering components, an enrichment or con-
ditioning, is carried out automatically like the measurement. The measurement
procedure is optimized to the special task. On-line analysis not only results in a
further reduction of required time for the analytical process, but also an exter-
nalization of the analysis is achieved by means of the automated sample taking
and preparation.

• In-line analytics: This is the next development stage of process analysis. The
necessary test parameters are directly measured in the process stream by sen-
sors and without direct contact to the sample by means of suitable measuring
methods. For the non-contact analysis of the sample, spectrometric methods
with X-rays are particularly suitable. In this case not only the fastest action
times on the monitored process are achieved, but also a high degree of objec-
tification of the results. However, the analytical accuracy can be limited by not
ideal sample preparation, i.e. due to contaminations or not correct measure-
ment geometry.

With increasing integration of analytics into the process, the effort to imple-
ment the process control also increases, both regarding the mechanical and ana-
lytical adaptation and the requirements for reliability.
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In consideration of these concepts, there are different variants of the sample
presentation for the measurements. Depending on the sample consistency, the
sample type, its composition, and the time requirements for the provision of the
material properties or information for the process, the appropriate concept must
be selected. On-line and in-line analysis allows a continuous process control. The
separate sampling and subsequent discontinuous measurement and evaluation
of off-line and at-line analysis, on the other hand, result in a longer reaction time
and are suitable for a discontinuous process control.

In process analysis often only the measured value itself is used for the pro-
cess monitoring – in XRF, for example, the measured fluorescence intensity. If
the relationship between signal intensity and material property is known and
quantification is not required, a control variable that is approached to the pro-
cess can be derived from the measured intensity with little effort. This is possible
because the matrices in a production process usually do not vary widely, and thus
already fluorescence intensities provide meaningful information. Often it is also
only checked whether the values are within a certain range.

If this qualitative information is not enough and if the results are to be transmit-
ted to the customer as quality characteristics, classical models of a quantification
must be used.

The fields of applications of XRF for process control are very diverse and
can therefore not be described in detail here. Spectroscopically, the require-
ments can be very different, but optimal excitation and test conditions always
must be selected in order to obtain optimal measuring signals in the shortest
possible measuring times. This means that a simultaneous detection of the
complete spectrum is often required, this is possible both with multi-channel
wavelength-dispersive spectrometers (WDSs) and energy-dispersive spectrom-
eters (EDSs) instruments.

The possible applications for process control range from the automated central
laboratory to the on-line measuring systems integrated directly into the produc-
tion process.

18.2 Off-Line and At-Line Analysis

18.2.1 Sample Supply and Analysis

In the case of an automation of central labs, typically commercially available
measuring technology is used. For the preparation of the sample, usually also
commercially available components are used. The individual components must
then be arranged according to the space available in the respective production
process and, if necessary, adapted by design and coupled by means of robots
(see Figure 18.1). The connection to the production process can be carried out
by means of a tube mail system (see, for example, Figure 18.2). Nowadays also
the transport from the tube mail gate to the analysis system can be realized by
cobots. Such combinations reduce the effort required for the development of
special instrument technology, enable the use for various analytical tasks, and
ensure a high flexibility and simplify the adaptation also in the case of changes of
the analytical problem (Koch and Flock 1990/91; Koch and Flock 1996; Sommer
and Flock 1999).
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Figure 18.1 Automated laboratory with instruments for sample preparation and
measurement connected with a robot. Source: Courtesy of Herzog-Maschinenfabrik GmbH.
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Figure 18.2 Scheme of an automated blast furnace laboratory for the analysis of pig iron and
slag samples. Source: According to Koch and Flock (1990/91).
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In such systems, a certain sample quantity is removed from the process either
directly or via a bypass, transported by means of a transport system to the central
laboratory and there fed manually to the analysis system. The sample can be mea-
sured either directly or after a preparation procedure. Compared with on-line or
in-line analysis, the time required for a complete analysis is longer, and the feed-
back to the process is therefore slower. However, in certain processes, a direct
measurement is not possible due to the process conditions such as temperature or
pressure, or a separate preparation is required for the material, for example, in the
case of higher accuracy requirements. Nevertheless, even in these cases, by auto-
mation of the sample preparation, an acceleration of the workflows is possible, as
well as an objectification of the results of the analysis and a reduction of costs.

Typical examples of off-line or at-line analytics are as follows:

• The analysis of powdered materials, for example, at the production of cement.
Here material is taken from the material stream, grounded, weighed, pressed
into pellets, and then fed into the measuring instrument for the analysis
(Finney et al. 1998).

• The determination of the valuable part of minerals for the control and regu-
lation of the enrichment processes necessary for the extraction (Noack et al.
1997).

• The analysis of materials in metallurgical processes, such as the control of the
composition of alloys or slags. For this purpose, the samples are taken directly
from the process, cooled, prepared, and analyzed (see Figure 18.1; van den
Bosch et al. 2005).

• The monitoring of the product quality of finished products, such as glasses by a
preparation after crushing and grinding as a pressed pellet (Buchmeyer 1997).

• The analysis of wafers and electronic components in the production process to
monitor the quality of technological steps, such as coatings, with automated
sample handling to avoid contamination through the analysis process.

The control of such automated analysis laboratory is carried out by means
of laboratory information systems. These enable the control and monitoring
of the individual instrument components, the control of the measurement
procedures, and the evaluation of the measurement data and their feeding
into the higher-level control system of the entire production process. More-
over, such systems have the necessary tools for generating and managing the
required quality-relevant statistical parameters (defined in statistical process
control – SPC), for example, by using monitor or reference samples as well as,
if necessary, recalibration procedures. The monitoring of the entire analysis
process as well as its externalization through automatic sample handling is
carried out by repeated measurements of monitor samples. The subsequent
corrections of the measured values or test conditions ensure the quality of the
analysis and thus the product to be monitored.

18.2.2 Automated Sample Preparation

While the automation of the measurement is comparatively simple, the prepa-
ration of the samples often requires manual intervention. In addition to the
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high personnel costs, the resulting disadvantage is, above all, a lower sample
uniformity, which also affects the analysis quality. Therefore, considerable efforts
are being made to find automated solutions for the preparation of powdered
samples as pressed pellets or as fusion beads. However, such systems require
very high operational availability. Already in the 1980s of the last century,
corresponding systems were developed. In such systems, all relevant working
steps are combined, that is, crushing, grinding, and pressing. In systems as
shown in Figure 18.3, the sample material is fed into the system by means
of a tube mail; then it is broken, portioned, mixed with a grinding aid, finely
ground for the analysis, pressed into steel rings (Figure 18.4), and transferred
to the analytical system. After the analysis, the steel rings are returned to the
preparation machine for cleaning (Koch and Flock 1990/91; Koch and Flock
1996). In addition to the automatic sample feed, a manual sample feed is also
implemented in order to be able for control measurements if necessary.

However, even complex sample preparation techniques, such as fusion, can be
integrated into automation systems. In a manual operation, for that preparation,
the sample is weighed with the flux agent and melted in the muffle furnace. Dur-
ing the heating in the muffle furnace, the fusion must be interrupted several times
to homogenize the melt by swirling. At the end of the fusion, the melt is poured
into a preheated platinum mold, cooled in a controlled manner, and the solidified
pellet is demolded for measurement (see also Section 3.4.4). This manual opera-
tion requires the permanent presence of a laboratory technician. Therefore, the
first gas-heated instruments were introduced into the laboratories for a mecha-
nization of the fusion digestion already 30 years ago.

As an alternative to the gas-heated digestion instruments, there are also
inductive heating instruments for about 25 years, which, in addition to safety
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Figure 18.3 Scheme of a preparation automat for oxidic materials.
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Figure 18.4 Pressed pellet from powder
material in a ring of steel as a result of
automated preparation process.

aspects and an automatic mixing, have the advantage of a much better control
of the fusion parameters, like temperature and time regimes. Combining these
instruments with an industrial robot has resulted in a powerful automated
system with a sample rate of up to 8 samples/h (Figures 18.5 and 18.6). Both
the pre-weighed samples and the empty crucibles are in a sample rack. The flux
agent is weighed in via a dosing system, the sample is added, and the sample
mass is determined. Flux agent and sample are homogenized in a mixer and
then used in the fusion instrument. The complete fusion is automated. Shortly
before the end of the fusion, a solid halogenide is added to the melt to ensure a
complete pouring of the melt. After cooling the fusion beads, they are removed
from the robot by means of a vacuum cup. Due to the capacity of the sample
and crucible racks, an autonomous, unattended operation of such a system is
possible over a period of up to four hours.

As an alternative to the already described inductive or gas-heated digestion
systems, automated instruments with resistance furnaces are also available nowa-
days. Compared with other systems, these ones have a highly uniform tempera-
ture profile over the entire crucible. The temperature can be controlled within
small ranges. Due to the small furnace volumes and the high heating rates, gra-
dient programs, e.g. for the realization of oxidation steps, are programmable.
Their time consumption is only slightly higher than for inductive or gas-heated
systems.

Figure 18.7 shows the outer and inner view of an automation system with four
furnace-based digestion instruments in which all work steps, i.e. weighing, con-
trolled melting, pivoting of the melt, and its pouring, are carried out automat-
ically. For the sample handling between the different stations, a conventional
industrial robot is used. For the analysis a sequential wavelength-dispersive spec-
trometer (WDS) is integrated in the automation system.

Figure 18.8a shows the robot loading a furnace and Figure 18.8b the mold con-
taining the sample. This system has two independent weighing systems. In dif-
ference to manual operation in which the digestion agent and sample are usually
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Figure 18.5 Scheme of an automated fusion automat with inductive heated fusion
instruments. Source: According to van den Bosch et al. (2005).

Figure 18.6 Fusion automat with two inductive heated fusion instruments.
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(a) (b)

Figure 18.7 External (a) and internal (b) view of an automated sample preparation system for
fusion beads.

(a) (b)

Figure 18.8 Robot during loading of a resistance-heated fusion furnace (a) and mold during
pouring (b).

weighed exactly in automatic systems, only the adherence of the exact mixing
ratio is required. For this purpose, the sample is roughly weighed or volumetri-
cally dosed before inserting into the system. With the help of the balance and a
powder dispenser, a partial amount of the digestion agent is first added to the Pt
crucible. The sample is then placed in the crucible, and the real sample mass is
determined by differential weighing. Finally, the desired mass ratio between the
sample and the digestion agent is precisely set with the aid of a powder dispenser.
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By increasing the number of digestion positions and rack capacities and pro-
viding sufficient weighing capacity, the sample frequency can be increased up to
16 samples/h. With a rack capacity of 160 samples, a self-sufficient operation of
over 12 hours is possible.

18.3 In-Line and On-Line Analysis

For in-line and on-line analysis, the measurements are carried out directly at the
material stream or at a partial stream separated for the measurement. The mate-
rial flow can be very different. Some examples are:

• small particle materials, for example, minerals or ores in the mining industry to
monitor the value of the valuable substance and thus to control the exhaustion
or separation of valuable material and waste material (see Figure 18.9)

• additives or waste materials in metallurgy for the control of material quality or
for the determination of the further process technologies (Pilz et al. 2006)

• starting materials in the cement industry to ensure the quality of the end prod-
uct by optimizing the mixing processes

• wastes to optimize the separation for a further use
• secondary raw materials for the determination of the content of toxic elements

and thus to control their dosage in the incineration as well as their optimal
temperatures

• the monitoring of layer thicknesses in continuous coating systems
• monitoring of powdered and liquid inputs to control the processes or to

ensure product quality or to control the concentration of additives in liquids
(see Figure 18.10; Graham 1996).

For these tasks, sometimes independent measuring instruments are developed
that are unique. However, increasing effort is made to reduce the engineering
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Figure 18.9 Scheme of an in-line analyzer for bulk material.
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Figure 18.10 Scheme of an on-line analyzer for liquids.

(a) (b)

Figure 18.11 Measuring heads for a continuous monitoring of material flow. (a) Kodiak,
Bruker AXS GmbH. (b) FISCHERSCOPE X-RAY 5000, Helmut Fischer GmbH. Source: Courtesy of
Bruker AXS GmbH and Helmut Fischer GmbH.

effort by using standardized components, such as sample holder, measuring
heads, sample viewing systems, etc. However, these components, in particular
the measuring heads, must meet special requirements. Above all, high robustness
against external influences, for example, changing temperatures, mechanical
vibrations, splashing water, or electric fields, is necessary. In addition, flexible
adaptation and integration into various production processes must also be
possible. A further feature of such measuring technology is the direct feeding
of the measuring results into the process controlling networks to ensure a fast
feedback to the process.

Examples of such measuring heads are shown in Figure 18.11. These can be
integrated into a variety of process flows.
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19

Quality Management and Validation

19.1 Motivation

The demand for the assurance of a high analysis quality, that is, high repeata-
bility and trueness of the analytical results, led to the development of different
concepts and statistical methods. Starting with the zero-error strategies of some
well-known American industrial companies, e.g. Ford and General Electric,
in the 1980s of the last century, the actual concept of quality management
(QM) has developed over the last decades by using the already mentioned
Six Sigma tool, which nowadays is applied in most of the testing laboratories.
The standard DIN-EN-ISO-17025 (2005), which is currently relevant for the
laboratories active in analytical chemistry, has been developed from various
standards and normative documents, for example, ISO 9001 (first version 2000),
DIN-EN-45001 (1997), and ISO_guide_25 (1990), which are nowadays the basis
for the quality-oriented assurance of precision and trueness in an analytical
laboratory.

The basis of today’s QM systems is the elements shown in Figure 19.1. In this
context, a distinction is necessary between primarily organizational arrange-
ments, such as test equipment, personnel, etc., and the more practical aspects,
for example, monitoring of the test equipment, traceability, etc.

These elements of a QM system must implement in a QM manual, and the
corresponding operating instructions need to be described and considered in
the daily work. In addition to the actual test specifications, all quality-relevant
processes, such as continuing training, order management, data documentation,
calibration, etc., have to be extensively fixed in the operating instructions.

A particular challenge is the traceability to SI units for the control and cali-
bration materials. Test laboratories must apply appropriate primary standards or
primary substances or alternatively verify the traceability before their use. The
so-called primary standards are usually certified reference materials (CRMs, see
Section 5.5.8). On the other hand, primary substances are pure substances that
can be used to reconstitute the analyte sample by weighing them in. Since these
cost-intensive standards should only be used for calibration purposes for the
daily laboratory practice, it is recommended to produce so-called secondary stan-
dards or laboratory internal reference materials (“house standard”), which can be
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Figure 19.1 Elements of a quality management system.

used for daily quality control. Figure 19.2 shows a possibility for connecting such
materials to SI units. Calibration samples are prepared using the primary sub-
stances for the calibration of the analysis systems. The calibration shall be verified
using one or more certified reference materials. Finally, the intended secondary
standard can be analyzed. If the analysis results for the certified reference mate-
rial are within the tolerance window of the certified specifications, the secondary
standard can be used, for example, for further recalibrations.

Since not all aspects of a QM system can be dealt with in this book, refer to
the relevant references (Funk et al. 2002; Dörffel 1966; Günzler 1994; Neitzel
and Middeke 1994). In Germany the website of the Accreditation Office DAkkS
(www.dakks.de) provides numerous documents on all relevant QM topics in the
download area. It is recommended to use these documents.

19.2 Validation

The validation of a test procedure is intended to ensure that the test method used
is suitable for the analytical problem and leads to trustworthy analysis values. In
this case, the entire process from sampling to sample preparation, measurement,
and data preparation is understood by means of analysis methods according to
Figure 2.11. Within the framework of QM systems, validated testing procedures
have a special significance since their results are highly reliable.
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Figure 19.2 Scheme for the connection of secondary references to SI units.

In the validation of a test procedure, an analytical method for a special analyti-
cal task must be confirmed for that analytical task. The steps required for this are
shown in Figure 19.3.

Validation is by no means a new tool in analytical chemistry. Long before
concepts such as “quality management” or “accreditation” were established,
statistical methods were used to prove the quality of analytical methods.
Already in the 1980s of the twentieth century, validation was implemented in
international regulations such as ISO Guide 25 (ISO_guide_25 1990), DIN ISO
5725 Part 1–4 (DIN-ISO-5725 n.d.), and EN 45001 (DIN-EN-45001 1997, p. 06).
DIN EN ISO/IEC 17025 (DIN-EN-ISO-17025 2005) was developed from these
standards. It describes the “General requirement for the competence of testing
and calibration laboratories.” In this standard the term “validation” is defined as
follows:

Validation is the confirmation by examining and providing of the proof
that the specific requirements for a particular intended use are met.

In an assigned sense, this means for the validation of an analytical test proce-
dure to demonstrate that a test method is suitable for fulfilling a given test task.
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This proof refers to the special requirements of a customer for a specific intended
use. In this sense, the validation can also be called a contract examination.

The prerequisite for validation is the definition of the customer-specific quality
requirements for the analytical method. Usually, a customer orders at the labo-
ratory to carry out an analysis. If no requirements have been defined with the
contract, they must be laid down jointly (see Figure 19.3).

The selection of the test method can be carried out with knowledge of the
requirements. The test method is characterized by various parameters. These
must be determined if they are not yet known. The suitability of the test method
can be derived from the comparison of these parameters with the requirements
of the customer. If the test method is not suitable, an alternative method must
be selected. A test procedure is validated if the characteristics of the test method
meet the requirements or are even better.

The type and extent of the validation depend on the test method selected or
applied (see Figure 19.4).

A basic validation (primary validation) requires the greatest effort and is car-
ried out for the procedures developed in the laboratory (“house procedures”).
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Figure 19.4 Methods for a validation.

If a standard procedure (standardized or standard-like method) is used, which
has already passed a validation during development, a basic validation is not
necessary. It must only be verified that in the application in the laboratory, the
specified parameters defined in the standard are achieved and that the users can
handle the process (application validation, secondary verification).

If a standard procedure is modified, for example, in respect to the sample
matrix or to the application, the extent to which the known method charac-
teristics have changed has to be checked in a modified basic validation. This is
followed by an application validation.

While all relevant parameters of a validation process are used for a basic val-
idation depending on the purpose of the test, it is sufficient for the application
validation to check parameters such as linearity, limit of detection and determi-
nation, repeatability and precision, and, if necessary, recovery.

While basic validation and application validation is a singular process, the
results of which do not change under the same application conditions, the
routine validation (tertiary validation) is used in a defined regularity to check
the reliability of the procedure with routine use, for example:

• the regular use of reference material
• the management of control cards
• the participation in round robin tests and
• the verification of process parameters.
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19.2.1 Parameters

The suitability of a test or calibration method is stated by the determination of
characteristic parameters. The most important parameters are:

• limit of detection limit or determination
• precision (limit for comparison and repetition)
• trueness
• recovery rate
• specificity/selectivity
• robustness
• linearity and
• range of application.

With these data, the method can be adequately described, and a statement
about the suitability can be made by comparison with the customer-specific
requirements. Since the necessary professional competence is often only avail-
able in the laboratory, the laboratory must determine the requirements in certain
cases.

Which parameters have to be evaluated within the scope of a validation
depends on the respective test purpose. Depending on the complexity, the
number of characteristic values increases and therefore also the scope of the
test (see Table 19.1). Thus, for a trace analysis, the number of parameters to be
determined is significantly higher than for a simple qualitative analysis.

The determination of the parameters and the measuring effort required
for this is shown schematically in Table 19.2 and Figure 19.5. The statistical
formulas and methods used for this purpose are to be taken from the corre-
sponding literature (Kromidas 2011; Sucker 1983; EURACHEM-Guide 1998;
DAkkS-Regel-71-SD-4-019 2010).

Table 19.1 Parameters in dependence of the task for checking.

Parameter Target of analysis

Qualitative
Quantitative
(higher contents)

Quantitative
(traces)

Physical
parameters

Limit of detection — — X —
Limit of determination — — X —
Precision repeatability — X X X
Comparability — O O O
Trueness — X X X
Recovery rate — O X —
Selectivity X X X —
Robustness — O O O
Linearity (of calibration) — X X X
Range of application X X X X

X, necessary; —, not necessary; O, optional.
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Table 19.2 Determination of the parameter range of application, linearity, and limit of
detection and determination.

Parameter Method

Range of operation Top and bottom point of the calibration curve
Limit of detection
Limit of determination

6–10 measurements
Blank or lowest sample of calibration curve (repeatability
conditions)
or
calculation from the slope of the calibration curve
or
determination of signal-noise-ratio

Linearity Determination of a calibration curve with 7–10 calibration
samples
or
visual check – determination of the correlation coefficient
and/or
analysis of residues

Accuracy

Precision

Reproducibility precision

Reproducibility limit

Repeatability precision

Repeatability limit

10 measurements of a sample on
at least three days

(reproducibility conditions) or
20 values of a mean value

control chart

6–10 measurements of a
reference material or a certified

reference material
(repeatability conditions)

Trueness

BIAS

BIAS

Figure 19.5 Determination of the parameter’s precision and trueness.

19.2.2 Uncertainty

The estimation of the measurement uncertainty is important not only for the
assessment of an analysis result, as described in Section 6.3.1, but is also of par-
ticular importance in the case of a validation.

According to DIN EN ISO/IEC 17025, test laboratories must have “procedures
for the estimation of the measurement uncertainty” and apply them. The labo-
ratory must “try to identify all components of the measurement uncertainty and
make a reasonable estimate of the measurement uncertainty and ensure that the
test report does not give a false impression regarding the uncertainty.”
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Figure 19.6 Influence of deviations of the measurement to the determination of the analysis
result as well as the uncertainty. Source: GUM (2008).

The quantitative determination of a measured value never delivers the actual
“true” value, but a measured value, which is influenced by systematic and ran-
dom errors and therefore has an uncertainty. This means that the measurement
result fluctuates within the framework of the uncertainty determined around the
“true” value. The measurement uncertainty thus is a measure of the quality of a
measurement and finally a proof of the competence of the analyst.

In the communication with the client, measurement uncertainty can be a cri-
terion of assessment, provided the customer has the competence to evaluate the
results accordingly.

An analysis is influenced by various components, such as the used analyti-
cal instruments, environmental conditions, etc., which can lead to systematic as
well as random errors. The determination of the measurement uncertainty can
thus show which process step provides the greatest contribution to measurement
uncertainty and thus requires special attention to improve the accuracy of the test
method. The influence of the measurement deviation on the determination of the
measurement uncertainty is shown schematically in Figure 19.6.

For the determination of measurement uncertainties, two approaches can be
applied, which have already been described in detail in Section 6.3.3.
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Table A.1 Periodic table of elements with atomic number, atomic weight, and density (g/cm3) and information to measurability with X-ray
spectrometry.

1 

H
Not measurable Measurable with EDS 

and WDS
2 

He 

3 

Li
4 

Be
9.01

1.84

Limited measurability 

with WDS

Limited measurability 

with EDS
5 

B 
10.81

2.33

6 

C 
12.01

7 

N 
14.00

8 

O 
15.99

9 

F 
18.99

1.11

10

Ne
20.18

11

Na
22.99

0.97

12

Mg
24.31

1.75

Non stable element 26

Fe
55.84

7.86

Atomic number 

Element symbol
Atomic weight

Density

13

Al
26.98

2.70

14

Si
28.08

2.42

15

P 
30.97

1.82

16

S 
32.07

2.07

17

Cl
35.45

3.21

18

Ar
39.95

19

K 
39.10

0.87

20 

Ca
40.08

1.41

21

Sc
44.96

3.10

22

Ti
47.87

4.49

23

V 
50.94

5.96

24

Cr
51.99

6.92

25

Mn
54.94

7.20

26

Fe
55.84

7.86

27

Co
58.93

8.76

28

Ni
58.69

8.90

29

Cu
63.55

8.92

30

Zn
65.41

7.14

31

Ga
69.72

5.91

32

Ge
72.64

5.35

33

As
74.92

5.79

34

Se
78.96

4.79

35

Br
70.90

3.12

36

Kr
83.80

37

Rb 
85.47

1.52

38

Sr
87.62

2.54

39

Y 
88.91

5.51

40

Zr
91.22

6.53

41

Nb
92.91

8.33

42

Mo
95.94

10.20

43

Tc
98

44

Ru 
101.07

112.10

45

Rh 
102.91

12.50

46

Pd
106.42

12.16

47

Ag
107.87

10.50

48

Cd
112.41

8.65

49

In
114.82

7.28

50

Sn
118.71

7.29

51

Sb
121.76

6.69

52

Te
127.60

6.24

53

I 
126.90

4.93

54

Xe
131.29

55

Cs
132.91

1.41

56

Ba
137.33

3.78

57*

La
138.90

6.16

72

Hf 
178.93

8.80

73

Ta
180.95

16.69

74

W 
183.84

19.30

75

Re 
186.21

20.53

76

Os
190.23

22.48

77

Ir
192.22

22.42

78

Pt
195.08

21.37

79

Au
196.97

19.32

80

Hg 
200.59

13.55

81

Tl
204.38

11.85

82

Pb
207.21

11.35

83

Bi
208.98

9.78

84

Po
209

9.51

85

At
210

8.75

86

Rn 
222

9.73

87

Fr
223

2.5

88

Ra 
226

5.5

89**

Ac
227

10.07

* Lanthanides 58

Ce
140.11

6.90

59

Pr
140.91

6.80

60

Nd
144.24

7.00

61

Pm
145

62

Sm
150.36

6.90

63

Eu
151.96

5.20

64

Gd
157.25

7.90

65

Tb
158.93

8.30

66

Dy
162.50

8.60

67

Ho 
164.93

8.80

68

Er
167.26

9.20

69

Tm
168.93

9.30

70

Yb
173.04

7.00

71

Lu
174.97

9.70

** Actinides 90

Th
232.04

11.72

91

Pa
231.03

15.37

92

U 
138.03

19.1

93

Np
94

Pu
95

Am
96

Cm
97

Bk
98

Cf
99

Es
100

Fm
101

Md
102

No
103

Lr



Table A.2 Atomic weight and density (in g/cm3) of all elements.

AN Element Symbol
Atomic
weight Density AN Element Symbol

Atomic
weight Density AN Element Symbol

Atomic
weight Density

4 Beryllium Be 9.01 1.84
5 Boron B 10.81 2.33 20 Calcium Ca 40.08 1.41 35 Bromine Br 70.90 3.12
6 Carbon C 12.01 21 Scandium Sc 44.96 3.10 36 Krypton Kr 83.80
7 Nitrogen N 14.00 22 Titanium Ti 47.87 4.49 37 Rubidium Rb 85.47 1.52
8 Oxygen O 15.99 23 Vanadium V 50.94 5.96 38 Strontium Sr 87.62 2.54
9 Fluorine F 18.99 1.11 24 Chromium Cr 51.99 6.92 39 Yttrium Y 88.91 5.51

10 Neon Ne 20.18 25 Manganese Mn 54.94 7.20 40 Zirconium Zr 91.22 6.53
11 Sodium Na 22.99 0.97 26 Iron Fe 55.84 7.86 41 Niobium Nb 92.91 8.33
12 Magnesium Mg 24.31 1.75 27 Cobalt Co 58.93 8.76 42 Molybdenum Mo 95.94 10.20
13 Aluminium Al 26.98 2.70 28 Nickel Ni 58.69 8.90 43 Technetium Tc 98
14 Silicon Si 28.08 2.42 29 Copper Cu 63.55 8.92 44 Ruthenium Ru 101.07 12.10

15 Phosphorus P 30.97 1.82 30 Zinc Zn 65.41 7.14 45 Rhodium Rh 102.91 12.50
16 Sulfur S 32.07 2.07 31 Gallium Ga 69.72 5.91 46 Palladium Pd 106.42 12.16
17 Chlorine Cl 35.45 3.21 32 Germanium Ge 72.64 5.35 47 Silver Ag 107.87 10.50
18 Argon Ar 39.95 33 Arsenic As 74.92 5.79 48 Cadmium Cd 112.41 8.65
19 Potassium K 39.10 0.87 34 Selenium Se 78.96 4.79 49 Indium In 114.82 7.28

(continued)



Table A.2 Atomic weight and density (in g/cm3) of all elements.

AN Element Symbol
Atomic
weight Density AN Element Symbol

Atomic
weight Density AN Element Symbol

Atomic
weight Density

50 Tin Sn 118.71 7.29 65 Terbium Tb 158.93 8.30 80 Mercury Hg 200.59 13.55
51 Antimony Sb 121.76 6.69 66 Dysprosium Dy 162.50 8.60 81 Thallium Tl 204.38 11.85
52 Tellurium Te 127.60 6.24 67 Holmium Ho 164.93 8.80 82 Lead Pb 207.21 11.35
53 Iodide J 126.90 4.93 68 Erbium Er 167.26 9.20 83 Bismuth Bi 208.98 9.78
54 Xenon Xe 131.29 69 Thulium Tm 168.93 9.30 84 Polonium Po 209 9.51

55 Caesium Cs 132.91 1.41 70 Ytterbium Yb 173.04 7.00 85 Astatine At 210 8.75
56 Barium Ba 137.33 3.78 71 Lutetium Lu 174.97 9.70 86 Radon Rn 222 9.73
57 Lanthanum La 138.90 6.16 72 Hafnium Hf 178.49 13.00 87 Francium Fr 223 2.5
58 Cerium Ce 140.11 6.90 73 Tantalum Ta 180.95 16.69 88 Radium Ra 226 5.5
59 Praseodymium Pr 140.91 6.80 74 Tungsten W 183.84 19.30 89 Actinium Ac 227 10.07

60 Neodymium Nd 144.24 7.00 75 Rhenium Re 186.21 20.53 90 Thorium Th 232.04 11.72
61 Promethium Pm 145 76 Osmium Os 190.23 22.48 91 Proactinium Pa 231.03 15.37
62 Samarium Sm 150.36 6.90 77 Iridium Ir 192.22 22.42 92 Uranium U 238.03 19.1
63 Europium Eu 151.96 5.20 78 Platinum Pt 195.08 21.37
64 Gadolinium Gd 157.25 7.90 79 Gold Au 196.97 19.32
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Table A.3 Energies of absorption edges (keV).

Element Symbol AN K LI LII LIII MI MII MIII MIV MV

Beryllium Be 4 0.116
Boron B 5 0.192
Carbon C 6 0.283
Nitrogen N 7 0.339
Oxygen O 8 0.531
Fluorine F 9 0.687

Neon Ne 10 0.874 0.048 0.022 0.022
Sodium Na 11 1.080 0.055 0.034 0.034
Magnesium Mg 12 1.303 0.063 0.050 0.049
Aluminum Al 13 1.559 0.087 0.073 0.072
Silicon Si 14 1.838 0.118 0.099 0.098

Phosphorus P 15 2.142 0.153 0.129 0.128
Sulfur S 16 2.470 0.193 0.164 0.163
Chlorine Cl 17 2.819 0.238 0.203 0.202 0.020
Argon Ar 18 3.203 0.287 0.247 0.245 0.026
Potassium K 19 3.607 0.341 0.297 0.294 0.033

Calcium Ca 20 4.038 0.399 0.352 0.349 0.040
Scandium Sc 21 4.496 0.462 0.411 0.406 0.046
Titanium Ti 22 4.964 0.530 0.460 0.454 0.054
Vanadium V 23 5.463 0.604 0.519 0.512 0.061
Chromium Cr 24 5.988 0.679 0.583 0.574 0.072

Manganese Mn 25 6.537 0.762 0.650 0.639 0.082
Iron Fe 26 7.111 0.849 0.721 0.708 0.093
Cobalt Co 27 7.709 0.929 0.794 0.779 0.104
Nickel Ni 28 8.331 1.015 0.871 0.853 0.120
Copper Cu 29 8.980 1.100 0.953 0.933 0.135 0.090 0.015

Zinc Zn 30 9.660 1.200 1.045 1.022 0.151 0.106 0.022
Gallium Ga 31 10.368 1.300 1.134 1.117 0.169 0.125 0.115 0.030
Germanium Ge 32 11.103 1.420 1.248 1.217 0.190 0.137 0.132 0.041
Arsenic As 33 11.863 1.529 1.359 1.323 0.211 0.156 0.150 0.052
Selenium Se 34 12.652 1.652 1.473 1.434 0.234 0.177 0.170 0.066

(continued)
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Table A.3 Energies of absorption edges (keV).

Element Symbol AN K LI LII LIII MI MII MIII MIV MV

Bromine Br 35 13.475 1.794 1.599 1.552 0.265 0.198 0.191 0.082
Krypton Kr 36 14.323 1.931 1.727 1.675 0.294 0.225 0.217 0.095
Rubidium Rb 37 15.201 2.067 1.866 1.896 0.328 0.250 0.240 0.114 0.112
Strontium Sr 38 16.106 2.221 2.008 1.941 0.358 0.280 0.270 0.136 0.134
Yttrium Y 39 17.037 2.369 2.154 2.079 0.394 0.312 0.300 0.159 0.156

Zirconium Zr 40 17.998 2.547 2.305 2.220 0.435 0.348 0.335 0.187 0.184
Niobium Nb 41 18.987 2.706 2.467 2.374 0.468 0.379 0.362 0.207 0.204
Molybdenum Mo 42 20.002 2.884 2.627 2.523 0.507 0.412 0.394 0.232 0.228
Technetium Tc 43 21.054 3.054 2.795 2.677 0.551 0.449 0.429 0.260 0.257
Ruthenium Ru 44 22.118 3.236 2.966 2.837 0.591 0.486 0.467 0.290 0.288

Rhodium Rh 45 23.224 3.419 3.145 3.002 0.637 0.531 0.506 0.321 0.315
Palladium Pd 46 24.347 3.617 3.329 3.172 0.684 0.573 0.546 0.354 0.349
Silver Ag 47 25.517 3.810 3.528 3.352 0.734 0.619 0.588 0.389 0.383
Cadmium Cd 48 26.712 4.019 3.727 3.538 0.781 0.666 0.632 0.423 0.420
Indium Ir 49 27.928 4.237 3.939 3.729 0.839 0.716 0.678 0.464 0.456

Tin Sn 50 29.190 4.464 4.157 3.928 0.894 0.772 0.720 0.506 0.497
Antimony Sb 51 30.486 4.697 4.381 4.132 0.952 0.822 0.774 0.546 0.536
Tellurium Te 52 31.809 4.938 4.613 4.341 1.010 0.873 0.822 0.586 0.575
Iodide J 53 33.164 5.190 4.856 4.559 1.071 0.929 0.873 0.630 0.618
Xenon Xe 54 34.579 5.462 5.104 4.782 1.147 0.989 0.926 0.677 0.662

Cesium Cs 55 35.959 5.720 5.358 5.011 1.199 1.048 0.981 0.722 0.704
Barium Ba 56 37.410 5.995 5.623 5.247 1.266 1.111 1.036 0.770 0.750
Lanthanum La 57 38.931 6.283 5.894 5.489 1.330 1.173 1.092 0.823 0.801
Cerium Ce 58 40.449 6.561 6.165 5.729 1.401 1.240 1.152 0.870 0.851
Praseodymium Pr 59 41.998 6.846 6.443 5.968 1.476 1.305 1.210 0.923 0.898

Neodymium Nd 60 43.571 7.144 6.727 6.215 1.544 1.372 1.266 0.969 0.946
Promethium Pm 61 45.207 7.448 7.018 6.466 1.642 1.439 1.327 1.019 0.994
Samarium Sm 62 46.846 7.754 7.281 6.721 1.689 1.512 1.388 1.073 1.048
Europium Eu 63 48.515 8.069 7.624 6.983 1.767 1.584 1.450 1.129 1.101
Gadolinium Gd 64 50.229 8.393 7.940 7.252 1.849 1.653 1.511 1.185 1.153

(continued)
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Table A.3 Energies of absorption edges (keV).

Element Symbol AN K LI LII LIII MI MII MIII MIV MV

Terbium Tb 65 51.998 8.724 8.258 7.519 1.937 1.737 1.583 1.245 1.211
Dysprosium Dy 66 53.789 9.083 8.621 7.850 2.019 1.805 1.642 1.304 1.266
Holmium Ho 67 55.615 9.411 8.920 8.047 2.104 1.886 1.715 1.365 1.327
Erbium Er 68 57.483 9.776 9.263 8.364 2.184 1.973 1.783 1.430 1.385
Thulium Tm 69 59.335 10.144 9.628 8.652 2.291 2.071 1.861 1.498 1.451

Ytterbium Yb 70 61.303 10.486 9.977 8.943 2.387 2.165 1.948 1.566 1.518
Lutetium Lu 71 63.304 10.867 10.345 9.241 2.488 2.262 2.025 1.637 1.586
Hafnium Hf 72 65.313 11.264 10.734 9.556 2.601 2.366 2.109 1.718 1.664
Tantalum Ta 73 67.400 11.676 11.130 9.876 2.698 2.459 2.184 1.783 1.725
Tungsten W 74 69.508 12.090 11.535 10.198 2.812 2.566 2.273 1.864 1.803

Rhenium Re 75 71.662 12.522 11.955 10.531 2.926 2.676 2.361 1.946 1.879
Osmium Os 76 73.860 12.965 12.383 10.869 3.047 2.792 2.453 2.033 1.963
Iridium Ir 77 76.097 13.413 12.819 11.211 3.171 2.908 2.551 2.119 2.040
Platinum Pt 78 78.379 13.873 13.268 11.559 3.296 3.036 2.649 2.204 2.129
Gold Au 79 80.713 14.353 13.733 11.919 3.379 3.149 2.744 2.307 2.220

Mercury Hg 80 83.106 14.841 14.212 12.285 3.566 3.287 2.848 2.392 2.291
Thallium Tl 81 85.517 15.346 14.697 12.657 3.702 3.418 2.957 2.483 2.389
Lead Pb 82 88.001 15.870 15.207 13.044 3.853 3.558 3.072 2.586 2.484
Bismuth Bi 83 90.521 16.393 15.716 13.424 4.003 3.709 3.186 2.694 2.586
Polonium Po 84 93.112 16.935 16.244 13.817 4.147 3.863 3.312 2.798 2.681
Astatine At 85 95.740 17.490 16.784 14.215 4.350 4.008 3.428 2.905 2.780
Radon Rn 86 98.418 18.058 17.337 14.618 4.524 4.156 3.536 3.014 2.882
Francium Fr 87 101.147 18.638 17.904 15.028 4.678 4.324 3.654 3.125 2.986
Radium Ra 88 103.927 19.233 18.481 15.442 4.811 4.477 3.779 3.237 3.093
Actinium Ac 89 106.759 19.842 19.978 15.865 5.019 4.637 3.892 3.352 3.202

Thorium Th 90 109.630 20.460 19.688 16.296 5.176 4.810 4.030 3.474 3.313
Protactinium Pa 91 112.581 21.102 20.311 16.731 5.355 4.993 4.164 3.597 3.416
Uranium U 92 115.591 21.753 20.943 17.163 5.532 5.177 4.293 3.712 3.533
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Table A.4 K-line energies (keV).

Element Symbol AN K𝛂1 K𝛂2 Kß1 Kß2 Kß3 Kß4 Kß5

Beryllium Be 4 0.108
Boron B 5 0.183
Carbon C 6 0.277
Nitrogen N 7 0.392
Oxygen O 8 0.525
Fluorine F 9 0.677

Neon Ne 10 0.849
Sodium Na 11 1.040
Magnesium Mg 12 1.254 1.253 1.302
Aluminum Al 13 1.486 1.486 1.557
Silicon Si 14 1.740 1.739 1.837

Phosphorus P 15 2.010 2.010 2.139
Sulfur S 16 2.309 2.308 2.465 2.464
Chlorine Cl 17 2.622 2.620 2.812 2.812
Argon Ar 18 2.958 2.955 3.190 3.190
Potassium K 19 3.314 3.311 3.590 3.590

Calcium Ca 20 3.692 3.689 4.013 4.013
Scandium Sc 21 4.093 4.093 4.464 4.464
Titanium Ti 22 4.512 4.505 4.933 4.933 4.964
Vanadium V 23 4.953 4.945 5.428 5.428 5.463
Chromium Cr 24 5.415 5.405 5.947 5.947 5.987

Manganese Mn 25 5.900 5.889 6.492 6.492 6.537
Iron Fe 26 6.405 6.392 7.059 7.059 7.110
Cobalt Co 27 6.931 6.916 7.649 7.650 7.706
Nickel Ni 28 7.480 7.463 8.267 8.265 8.329
Copper Cu 29 8.046 8.027 8.904 8.902 8.974

Zinc Zn 30 8.637 8.614 9.570 9.568 9.649
Gallium Ga 31 9.251 9.224 10.267 10.264 10.348
Germanium Ge 32 9.886 9.855 10.982 10.978 11.073
Arsenic As 33 10.543 10.508 11.726 11.864 11.721 11.825
Selenium Se 34 11.224 11.184 12.497 12.655 12.492 12.602

(continued)
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Table A.4 K-line energies (keV).

Element Symbol AN K𝛂1 K𝛂2 Kß1 Kß2 Kß3 Kß4 Kß5

Bromine Br 35 11.924 11.878 13.292 13.471 13.285 13.494
Krypton Kr 36 12.648 12.595 14.112 14.312 14.104 14.231
Rubidium Rb 37 13.396 13.336 14.961 15.184 14.951 15.087
Strontium Sr 38 14.165 14.098 15.835 16.093 15.825 15.969
Yttrium Y 39 14.958 14.882 16.739 17.014 16.727 16.880

Zirconium Zr 40 15.775 15.691 17.668 17.970 17.654 17.817
Niobium Nb 41 16.615 16.521 18.625 18.953 18.610 18.731
Molybdenum Mo 42 17.480 17.375 19.606 19.962 19.588 19.769
Technetium Tc 43 18.367 18.251 20.625 21.002 20.596 20.786
Ruthenium Ru 44 19.279 19.160 21.656 21.071 21.634 21.833

Rhodium Rh 45 20.216 20.074 22.724 23.169 22.699 23.218 22.908
Palladium Pd 46 21.177 21.020 23.818 24.294 23.790 24.348 24.009
Silver Ag 47 22.163 21.990 24.941 25.450 24.910 25.510 25.140
Cadmium Cd 48 23.173 22.984 26.093 26.647 26.058 26.699 26.299
Indium Ir 49 24.210 24.002 27.275 27.866 27.237 27.922 27.489

Tin Sn 50 25.271 25.044 28.485 29.115 28.444 29.175 28.707
Antimony Sb 51 26.359 26.111 29.725 30.395 29.678 30.458 29.953
Tellurium Te 52 27.473 27.202 30.993 31.711 30.943 31.772 31.231
Iodide J 53 28.612 28.317 32.294 33.046 32.238 33.118 32.538
Xenon Xe 54 29.775 29.454 33.620 34.414 33.559 34.492 33.872

Cesium Cs 55 30.973 30.625 34.982 35.813 34.914 35.905 35.245
Barium Ba 56 32.194 31.817 36.378 37.249 36.304 37.348 36.645
Lanthanum La 57 33.442 33.034 37.797 38.719 37.719 38.820 38.072
Cerium Ce 58 34.720 34.279 39.256 40.220 39.169 40.334 39.541
Praseodymium Pr 59 36.027 35.551 40.749 41.755 40.654 41.876 41.043

Neodymium Nd 60 37.361 36.847 42.272 43.325 42.166 43.449 42.566
Promethium Pm 61 38.725 38.171 43.827 44.942 43.713 45.064 44.132
Samarium Sm 62 40.118 39.522 45.414 46.568 45.293 46.705 45.723
Europium Eu 63 41.542 40.902 47.038 48.235 46.905 48.385 47.360
Gadolinium Gd 64 42.996 42.309 48.695 49.953 48.551 50.095 49.017

(continued)
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Table A.4 K-line energies (keV).

Element Symbol AN K𝛂1 K𝛂2 Kß1 Kß2 Kß3 Kß4 Kß5

Terbium Tb 65 44.482 43.744 50.385 51.574 50.228 51.846 50.719
Dysprosium Dy 66 45.999 45.208 52.113 53.456 51.947 53.635 52.456
Holmium Ho 67 47.547 46.700 53.577 55.275 53.695 55.458 54.225
Erbium Er 68 49.128 48.222 55.674 57.120 55.480 57.318 56.033
Thulium Tm 69 50.742 49.773 57.505 59.004 57.300 59.215 57.875

Ytterbium Yb 70 52.388 51.354 59.382 60.943 59.159 61.141 59.755
Lutetium Lu 71 54.070 52.965 61.290 62.902 61.050 63.108 61.675
Hafnium Hf 72 55.790 54.612 63.244 64.913 62.986 65.131 63.635
Tantalum Ta 73 57.535 56.280 65.222 66.953 64.947 67.178 65.623
Tungsten W 74 59.318 57.981 67.244 69.035 66.950 69.269 67.653

Rhenium Re 75 61.141 59.717 69.309 71.157 68.994 71.402 69.727
Osmium Os 76 63.000 51.486 71.414 73.322 71.079 73.578 71.840
Iridium Ir 77 64.895 63.287 73.560 75.533 73.202 75.799 73.995
Platinum Pt 78 66.831 65.122 75.750 77.786 75.368 78.063 76.193
Gold Au 79 68.805 66.991 77.982 80.082 77.577 80.372 78.434

Mercury Hg 80 70.818 68.893 80.255 82.422 79.823 82.724 80.717
Thallium Tl 81 72.872 70.832 82.573 84.809 82.114 85.124 83.045
Lead Pb 82 74.970 72.805 84.999 87.243 84.451 87.571 85.419
Bismuth Bi 83 77.107 74.815 87.349 89.721 86.830 90.062 87.838



Table A.5 L-line energies (keV).

Element Symbol AN L𝛂1 L𝛂2 Lß1 Lß2 Lß3 Lß4 Lß5 Lß6 L𝛈 L𝛄1 L𝛄2 L𝛄3 L𝛄4 L𝛄5 L𝛄6 Ll

Magnesium Mg 12 0.088 0.048 0.047
Aluminum Al 13 0.115 0.069 0.069
Silicon Si 14 0.148 0.092 0.091

Phosphorus P 15 0.183 0.182 0.124 0.123
Sulfur S 16 0.224 0.223 0.150 0.148
Chlorine Cl 17 0.260 0.260 0.184 0.182
Argon Ar 18 0.311 0.310 0.221 0.219
Potassium K 19 0.360 0.360 0.263 0.260

Calcium Ca 20 0.341 0.345 0.413 0.413 0.305 0.302
Scandium Sc 21 0.395 0.400 0.470 0.470 0.352 0.348
Titanium Ti 22 0.452 0.452 0.458 0.528 0.528 0.402 0.395
Vanadium V 23 0.510 0.510 0.518 0.590 0.590 0.454 0.446
Chromium Cr 24 0.572 0.572 0.582 0.654 0.654 0.510 0.500

Manganese Mn 25 0.637 0.637 0.648 0.722 0.722 0.568 0.556
Iron Fe 26 0.705 0.705 0.718 0.792 0.792 0.629 0.616
Cobalt Co 27 0.775 0.775 0.790 0.865 0.866 0.692 0.677
Nickel Ni 28 0.849 0.849 0.866 0.942 0.941 0.759 0.742
Copper Cu 29 0.928 0.928 0.947 1.022 1.019 0.830 0.810

(continued)



Table A.5 L-line energies (keV).

Element Symbol AN L𝛂1 L𝛂2 Lß1 Lß2 Lß3 Lß4 Lß5 Lß6 L𝜼 L𝜸1 L𝜸2 L𝜸3 L𝜸4 L𝜸5 L𝜸6 Ll

Zinc Zn 30 1.012 1.012 1.035 1.108 1.105 0.905 0.882
Gallium Ga 31 1.098 1.098 1.125 1.199 1.195 0.984 1.297 0.957
Germanium Ge 32 1.188 1.187 1.218 1.294 1.290 1.212 1.068 1.412 1.412 1.037
Arsenic As 33 1.282 1.282 1.317 1.386 1.381 1.316 1.154 1.524 1.524 1.119
Selenium Se 34 1.379 1.378 1.419 1.491 1.486 1.422 1.245 1.649 1.649 1.204
Bromine Br 35 1.481 1.480 1.526 1.600 1.593 1.523 1.339 1.779 1.779 1.293
Krypton Kr 36 1.585 1.583 1.636 1.707 1.699 1.651 1.438 1.907 1.970 1.703 1.386
Rubidium Rb 37 1.692 1.691 1.751 1.826 1.816 1.774 1.537 2.049 2.050 1.835 1.477
Strontium Sr 38 1.806 1.804 1.871 1.946 1.936 1.901 1.648 2.194 2.196 1.969 1.581
Yttrium Y 39 1.924 1.922 1.998 2.074 2.062 2.036 1.764 2.349 2.350 2.110 1.688

Zirconium Zr 40 2.044 2.042 2.125 1.219 2.202 2.188 2.172 1.877 2.304 2.503 2.505 2.255 1.793
Niobium Nb 41 2.169 2.166 2.260 2.367 2.337 2.322 2.315 1.998 2.462 2.665 2.667 2.407 1.904
Molybdenum Mo 42 2.292 2.289 2.394 2.518 2.472 2.454 2.457 2.119 2.623 2.828 2.830 2.563 2.014
Technetium Tc 43 2.423 2.419 2.535 2.670 2.625 2.595 2.607 2.249 2.790 3.001 3.003 2.133
Ruthenium Ru 44 2.558 2.554 2.683 2.836 2.763 2.741 2.763 2.381 2.965 3.178 3.181 2.892 2.252

Rhodium Rh 45 2.697 2.692 2.834 3.002 2.916 2.891 2.923 2.518 3.144 3.361 3.365 3.965 2.375
Palladium Pd 46 2.838 2.833 2.990 3.171 3.072 3.044 3.086 2.658 3.328 3.548 3.553 3.244 2.501
Silver Ag 47 2.983 2.977 3.150 3.347 3.233 3.202 3.254 2.805 3.520 3.742 3.748 3.428 2.632
Cadmium Cd 48 3.133 3.126 3.315 3.526 3.400 3.355 3.428 2.955 3.715 3.954 3.954 3.619 2.766
Indium In 49 3.286 3.279 3.487 3.712 3.573 3.535 3.607 3.111 3.920 4.165 4.165 4.237 3.818 2.903

(continued)



Table A.5 L-line energies (keV).

Element Symbol AN L𝛂1 L𝛂2 Lß1 Lß2 Lß3 Lß4 Lß5 Lß6 L𝜼 L𝜸1 L𝜸2 L𝜸3 L𝜸4 L𝜸5 L𝜸6 Ll

Tin Sn 50 3.444 3.436 3.663 3.904 3.750 3.708 3.792 3.271 4.131 4.381 4.381 4.464 4.019 3.044
Antimony Sb 51 3.604 3.595 3.942 4.099 3.932 3.885 3.979 3.440 4.347 4.602 4.602 4.697 4.229 3.192
Tellurium Te 52 3.768 3.758 4.029 4.299 4.118 4.068 4.172 3.606 4.570 4.836 4.836 4.973 4.444 3.335
Iodide J 53 3.938 3.925 4.221 4.506 4.313 4.527 4.371 3.780 4.801 5.065 5.065 5.185 4.666 3.485
Xenon Xe 54 4.110 4.097 4.418 4.719 4.512 4.451 4.573 3.958 5.037 5.306 5.308 3.637

Cesium Cs 55 4.285 4.271 4.619 4.932 4.711 4.643 4.780 4.148 5.279 5.542 5.553 5.703 5.129 3.801
Barium Ba 56 4.465 4.451 4.828 5.154 4.926 4.852 4.994 4.331 5.531 5.797 5.810 5.937 5.371 3.954
Lanthanum La 57 4.647 4.630 5.038 5.378 5.238 5.057 5.208 4.529 5.785 6.060 6.070 6.252 5.621 4.121
Cerium Ce 58 4.839 4.821 5.262 5.614 5.361 5.274 5.432 4.728 6.055 6.325 6.341 6.528 5.875 4.287
Praseodymium Pr 59 5.035 5.016 5.492 5.849 5.593 5.498 5.660 4.929 6.325 6.599 6.617 6.815 6.136 4.453

Neodymium Nd 60 5.228 5.205 5.719 6.088 5.829 5.723 5.889 5.147 6.601 6.883 6.901 7.107 6.406 4.633
Promethium Pm 61 5.432 5.407 5.961 6.339 6.071 5.957 6.123 5.363 6.893 7.168 7.168 4.809
Samarium Sm 62 5.633 5.605 6.201 6.587 6.317 6.196 6.713 6.369 5.589 7.183 7.471 7.490 7.714 6.968 4.993
Europium Eu 63 5.849 5.818 6.458 6.844 6.571 6.438 6.975 6.617 5.817 7.484 7.768 7.795 8.030 7.257 5.177
Gadolinium Gd 64 6.053 6.021 6.708 7.100 6.832 6.688 7.237 6.864 6.049 7.787 8.090 8.105 8.355 7.554 5.362

Terbium Tb 65 6.273 6.237 6.975 7.364 7.097 6.940 7.509 7.118 6.284 8.101 8.386 8.424 8.685 7.853 5.546
Dysprosium Dy 66 6.498 6.457 7.248 7.636 7.370 7.204 7.806 7.376 6.534 8.427 8.713 8.753 9.020 8.166 5.743
Holmium Ho 67 6.720 6.679 7.525 7.911 7.653 7.471 8.052 7.639 6.790 8.758 9.050 9.086 9.374 8.481 5.943

Erbium Er 68 6.949 6.905 7.811 8.190 7.939 7.745 8.350 7.908 7.058 9.096 9.385 9.431 9.722 8.814 6.152
Thulium Tm 69 7.180 7.133 8.102 8.473 8.231 8.026 8.641 8.177 7.310 9.441 9.730 9.783 10.084 9.144 6.341

Ytterbium Yb 70 7.416 7.368 8.402 8.753 8.536 8.313 8.939 8.463 7.580 9.787 10.097 10.146 10.460 9.491 6.546
Lutetium Lu 71 7.655 7.605 8.710 9.038 8.845 8.605 9.240 8.737 7.858 10.143 10.458 10.511 10.843 9.843 6.753
Hafnium Hf 72 7.899 7.845 9.023 9.341 9.164 8.906 9.555 9.023 8.138 10.519 10.833 10.890 11.240 10.201 6.960
Tantalum Ta 73 8.146 8.088 9.343 9.643 9.488 9.213 9.875 9.318 8.428 10.898 11.219 11.281 11.645 10.570 7.173
Tungsten W 74 8.398 8.335 9.672 9.951 9.819 9.525 10.200 9.613 8.724 11.288 11.610 11.675 12.063 10.949 7.387

(continued)



Table A.5 L-line energies (keV).

Element Symbol AN L𝛂1 L𝛂2 Lß1 Lß2 Lß3 Lß4 Lß5 Lß6 L𝜼 L𝜸1 L𝜸2 L𝜸3 L𝜸4 L𝜸5 L𝜸6 Ll

Rhenium Re 75 8.652 8.586 10.010 10.261 10.150 9.845 10.532 9.910 9.027 11.685 12.008 12.080 12.492 11.334 7.603
Osmium Os 76 8.911 8.840 10.354 10.578 10.511 10.176 10.871 10.213 9.336 12.092 12.419 12.497 12.923 11.730 7.822
Iridium Ir 77 9.175 9.099 10.708 10.903 10.868 10.510 11.211 10.524 9.650 12.512 12.841 12.923 13.368 12.134 8.041
Platinum Pt 78 9.442 9.362 11.071 11.232 11.235 10.853 11.561 10.839 9.977 12.941 13.271 13.361 13.828 12.552 8.268
Gold Au 79 9.713 9.628 11.443 11.566 11.610 11.205 11.914 11.157 10.309 13.381 13.710 13.807 14.300 12.974 13.729 8.494

Mercury Hg 80 9.989 9.899 11.824 11.905 11.992 11.560 12.274 11.482 10.647 13.831 14.159 14.262 14.778 13.410 14.199 8.722
Thallium Tl 81 10.269 10.173 12.213 12.252 12.390 11.931 12.643 11.812 10.994 14.292 14.627 14.738 15.272 13.853 14.683 9.954
Lead Pb 82 10.551 10.449 12.614 12.601 12.795 12.307 13.014 12.143 11.349 14.766 15.099 15.217 15.777 14.388 15.179 9.184
Bismuth Bi 83 10.839 10.731 13.023 12.955 13.211 12.692 13.392 12.480 11.712 15.247 15.583 15.709 16.295 14.773 15.684 9.420
Polonium Po 84 11.131 11.015 13.445 13.314 13.637 13.085 13.783 12.819 12.095 15.744 16.088 16.234 16.213 9.665

Astatine At 85 11.427 11.305 13.876 13.681 14.067 13.485 14.174 13.172 12.468 16.252 16.607 16.753 16.745 9.897
Radon Rn 86 11.727 11.597 14.315 14.052 14.511 13.890 14.571 13.522 12.855 16.770 17.120 17.281 17.289 10.137
Francium Fr 87 12.031 11.895 14.771 14.428 14.975 14.312 14.973 13.878 13.255 17.304 17.659 17.829 17.849 10.379
Radium Ra 88 12.339 12.196 15.235 14.808 15.445 14.747 15.376 14.236 13.662 17.848 18.179 18.358 19.084 17.274 18.416 10.622
Actinium Ac 89 12.652 12.501 15.713 15.196 15.931 15.184 15.791 14.602 14.081 18.408 18.760 18.950 19.003 10.869

Thorium Th 90 12.968 12.809 16.202 15.588 16.425 16.642 16.207 14.970 14.511 18.981 19.304 19.506 20.292 18.370 19.601 11.118
Protactinium Pa 91 13.291 13.122 16.703 15.990 16.931 16.104 16.639 15.345 14.947 19.571 19.881 20.098 20.882 18.930 20.220 11.365
Uranium U 92 13.614 13.438 17.220 16.428 17.454 16.575 17.063 15.727 15.400 21.170 20.486 20.714 21.562 19.507 20.845 11.618



Table A.6 M-line energies (keV).

Element Symbol AN M1N3 M2N1 M2N4 M3N1 M3O1 M3O45 Mα1 Mα2 Mβ M𝛾 Mz1 Mz2

Rubidium Rb 37 0.097
Strontium Sr 38 0.114
Yttrium Y 39 0.133

Zirconium Zr 40 0.153
Niobium Nb 41 0.172
Molybdenum Mo 42 0.194
Technetium Tc 43 0.215
Ruthenium Ru 44 0.238

Rhodium Rh 45 0.494 0.261
Palladium Pd 46 0.530 0.285
Silver Ag 47 0.569 0.310
Cadmium Cd 48 0.608 0.337
Indium In 49 0.648 0.366

Tin Sn 50 0.733 0.691 0.397
Antimony Sb 51 0.766 0.734 0.429
Tellurium Te 52 0.830 0.780 0.464
Iodide J 53 0.881 0.826 0.497
Xenon Xe 54 0.936 0.873 0.525

(continued)



Table A.6 M-line energies (keV).

Element Symbol AN M1N3 M2N1 M2N4 M3N1 M3O1 M3O45 Mα1 Mα2 Mβ M𝛾 Mz1 Mz2

Cesium Cs 55 0.986 0.925 0.568
Barium Ba 56 1.043 0.807 0.780 0.799 0.973 0.604
Lanthanum La 57 1.101 0.836 0.849 1.026 0.640
Cerium Ce 58 1.159 0.884 0.902 1.078 0.679
Praseodymium Pr 59 1.224 0.927 0.946 1.127 0.712 0.712

Neodymium Nd 60 1.285 0.979 1.002 1.177 0.753 0.753
Promethium Pm 61 1.351 1.023 1.048 1.237 0.790 0.790
Samarium Sm 62 1.412 1.078 1.105 1.291 0.832 0.831
Europium Eu 63 1.481 1.131 1.153 1.353 0.875 0.875
Gadolinium Gd 64 1.548 1.181 1.209 1.401 0.914 0.914

Terbium Tb 65 1.620 1.240 1.269 1.450 0.955 0.955
Dysprosium Dy 66 1.688 1.293 1.325 1.522 1.000 1.000
Holmium Ho 67 1.762 1.348 1.383 1.576 1.048 1.048
Erbium Er 68 1.829 1.404 1.448 1.644 1.087 1.087
Thulium Tm 69 1.910 1.462 1.503 1.710 1.129 1.129

Ytterbium Yb 70 1.975 1.525 1.573 1.768 1.187 1.187
Lutetium Lu 71 2.059 1.580 1.630 1.828 1.227 1.227
Hafnium Hf 72 2.141 1.646 1.170 1.895 1.278 1.278
Tantalum Ta 73 2.225 1.712 1.710 1.770 1.968 1.331 1.330
Tungsten W 74 2.314 1.775 1.773 1.838 2.038 1.383 1.379

(continued)



Table A.6 M-line energies (keV).

Element Symbol AN M1N3 M2N1 M2N4 M3N1 M3O1 M3O45 Mα1 Mα2 Mβ M𝛾 Mz1 Mz2

Rhenium Re 75 2.408 1.843 1.840 1.906 2.107 1.437 1.431
Osmium Os 76 2.502 1.907 1.904 1.978 2.179 1.492 1.483
Iridium Ir 77 2.594 1.980 1.975 2.052 2.255 1.546 1.537
Platinum Pt 78 2.780 2.695 1.921 2.641 2.050 2.047 2.127 2.330 1.602 1.592
Gold Au 79 2.883 2.797 1.981 2.742 2.123 2.118 2.203 2.408 1.662 1.648

Mercury Hg 80 2.986 2.900 2.036 2.838 2.195 2.190 2.281 2.488 1.724 1.712
Thallium Tl 81 3.089 3.013 2.107 2.386 2.271 2.266 2.363 2.572 1.778 1.763
Lead Pb 82 3.202 3.124 2.174 3.045 2.342 2.340 2.444 2.654 1.840 1.823
Bismuth Bi 83 3.315 3.234 2.239 3.153 2.423 2.427 2.526 2.737 1.901 1.883
Polonium Po 84 3.351 2.499 2.614 2.829 1.947

Astatine At 85 3.473 2.577 2.699 2.919 2.023
Radon Rn 86 3.597 2.654 2.784 2.997 2.093
Francium Fr 87 3.723 2.732 2.868 3.0866 2.156
Radium Ra 88 3.852 2.806 2.949 3.189 2.190
Actinium Ac 89 3.983 2.900 3.051 3.270 2.290

Thorium Th 90 4.230 3.505 4.117 2.714 3.780 3.959 2.995 2.987 3.149 3.371 2.364 2.322
Protactinium Pa 91 4.260 2.786 3.820 3.082 3.072 3.240 3.466 2.387
Uranium U 92 4.500 3.724 4.401 2.863 3.980 4.210 3.171 3.160 3.335 3.555 2.507 2.455
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Table A.7 Wavelengths of K-lines (nm).

Element Symbol OZ Kα1 Kα2 Kß1 Kß2 Kß3 Kß4 Kß5

Beryllium Be 4 11.481
Boron B 5 6.776
Carbon C 6 4.477
Nitrogen N 7 3.163
Oxygen O 8 2.362
Fluorine F 9 1.832

Neon Ne 10 1.461
Sodium Na 11 1.192
Magnesium Mg 12 0.989 0.990 0.952
Aluminum Al 13 0.834 0.834 0.796
Silicon Si 14 0.713 0.713 0.675

Phosphorus P 15 0.617 0.617 0.580
Sulfur S 16 0.537 0.537 0.503 0.503
Chlorine Cl 17 0.473 0.473 0.441 0.441
Argon Ar 18 0.419 0.420 0.389 0.389
Potassium K 19 0.374 0.375 0.345 0.345

Calcium Ca 20 0.336 0.336 0.309 0.309
Scandium Sc 21 0.303 0.303 0.278 0.278
Titanium Ti 22 0.275 0.275 0.251 0.251 0.250
Vanadium V 23 0.250 0.251 0.228 0.228 0.227
Chromium Cr 24 0.229 0.229 0.209 0.209 0.207

Manganese Mn 25 0.210 0.211 0.191 0.191 0.190
Iron Fe 26 0.194 0.194 0.176 0.176 0.174
Cobalt Co 27 0.179 0.179 0.162 0.162 0.161
Nickel Ni 28 0.166 0.166 0.150 0.150 0.149
Copper Cu 29 0.154 0.154 0.139 0.139 0.138

Zinc Zn 30 0.144 0.144 0.130 0.130 0.129
Gallium Ga 31 0.134 0.134 0.121 0.121 0.120
Germanium Ge 32 0.125 0.126 0.113 0.113 0.112
Arsenic As 33 0.118 0.118 0.106 0.105 0.106 0.105
Selenium Se 34 0.110 0.111 0.099 0.098 0.099 0.098

(continued)



Tables 405

Table A.7 Wavelengths of K-lines (nm).

Element Symbol OZ Kα1 Kα2 Kß1 Kß2 Kß3 Kß4 Kß5

Bromine Br 35 0.104 0.104 0.093 0.092 0.093 0.092
Krypton Kr 36 0.098 0.098 0.088 0.087 0.088 0.087
Rubidium Rb 37 0.093 0.093 0.083 0.082 0.083 0.082
Strontium Sr 38 0.088 0.088 0.078 0.077 0.078 0.078
Yttrium Y 39 0.083 0.083 0.074 0.073 0.074 0.073

Zirconium Zr 40 0.079 0.079 0.070 0.069 0.070 0.070
Niobium Nb 41 0.075 0.075 0.067 0.065 0.067 0.066
Molybdenum Mo 42 0.071 0.071 0.063 0.062 0.063 0.063
Technetium Tc 43 0.068 0.068 0.060 0.059 0.060 0.060
Ruthenium Ru 44 0.064 0.000 0.057 0.059 0.057 0.057

Rhodium Rh 45 0.061 0.062 0.055 0.054 0.055 0.053 0.054
Palladium Pd 46 0.059 0.059 0.052 0.051 0.052 0.051 0.052
Silver Ag 47 0.056 0.056 0.050 0.049 0.050 0.049 0.049
Cadmium Cd 48 0.054 0.054 0.048 0.047 0.048 0.046 0.047
Indium Ir 49 0.051 0.052 0.045 0.044 0.046 0.044 0.045

Tin Sn 50 0.049 0.050 0.044 0.043 0.044 0.043 0.043
Antimony Sb 51 0.047 0.047 0.042 0.041 0.042 0.041 0.041
Tellurium Te 52 0.045 0.046 0.040 0.039 0.040 0.039 0.040
Iodide J 53 0.043 0.044 0.038 0.038 0.038 0.037 0.038
Xenon Xe 54 0.042 0.042 0.037 0.036 0.037 0.036 0.037

Cesium Cs 55 0.040 0.040 0.035 0.035 0.036 0.035 0.035
Barium Ba 56 0.039 0.039 0.034 0.033 0.034 0.033 0.034
Lanthanum La 57 0.037 0.038 0.033 0.032 0.033 0.032 0.033
Cerium Ce 58 0.036 0.036 0.032 0.031 0.032 0.031 0.031
Praseodymium Pr 59 0.034 0.035 0.030 0.030 0.031 0.030 0.030

(continued)
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Table A.7 Wavelengths of K-lines (nm).

Element Symbol OZ Kα1 Kα2 Kß1 Kß2 Kß3 Kß4 Kß5

Neodymium Nd 60 0.033 0.034 0.029 0.029 0.029 0.029 0.029
Promethium Pm 61 0.032 0.032 0.028 0.028 0.028 0.028 0.028
Samarium Sm 62 0.031 0.031 0.027 0.027 0.027 0.027 0.027
Europium Eu 63 0.030 0.030 0.026 0.026 0.026 0.026 0.026
Gadolinium Gd 64 0.029 0.029 0.025 0.025 0.026 0.025 0.025

Terbium Tb 65 0.028 0.028 0.025 0.024 0.025 0.024 0.024
Dysprosium Dy 66 0.027 0.027 0.024 0.023 0.024 0.023 0.024
Holmium Ho 67 0.026 0.027 0.023 0.022 0.023 0.022 0.023
Erbium Er 68 0.025 0.026 0.022 0.022 0.022 0.022 0.022
Thulium Tm 69 0.024 0.025 0.022 0.021 0.022 0.021 0.021

Ytterbium Yb 70 0.024 0.024 0.021 0.020 0.021 0.020 0.021
Lutetium Lu 71 0.023 0.023 0.020 0.020 0.020 0.020 0.020
Hafnium Hf 72 0.022 0.023 0.020 0.019 0.020 0.019 0.019
Tantalum Ta 73 0.022 0.022 0.019 0.019 0.019 0.018 0.019
Tungsten W 74 0.021 0.021 0.022 0.018 0.019 0.018 0.018

Rhenium Re 75 0.020 0.021 0.021 0.017 0.018 0.017 0.018
Osmium Os 76 0.020 0.024 0.017 0.017 0.017 0.017 0.017
Iridium Ir 77 0.019 0.020 0.017 0.016 0.017 0.016 0.017
Platinum Pt 78 0.019 0.019 0.016 0.016 0.016 0.016 0.016
Gold Au 79 0.018 0.019 0.016 0.015 0.016 0.015 0.016

Mercury Hg 80 0.018 0.018 0.015 0.015 0.016 0.015 0.015
Thallium Tl 81 0.017 0.018 0.015 0.015 0.015 0.015 0.015
Lead Pb 82 0.017 0.017 0.015 0.014 0.015 0.014 0.015
Bismuth Bi 83 0.016 0.017 0.014 0.014 0.014 0.014 0.014



Table A.8 Wavelengths of L-lines (nm).

Element Symbol OZ L𝛂1 L𝛂2 Lß1 Lß2 Lß3 Lß4 Lß5 Lß6 L𝛈 L𝛄1 L𝛄2 L𝛄3 L𝛄4 L𝛄5 L𝛄6 Ll

Magnesium Mg 12 14.091 25.833 26.383
Aluminum Al 13 10.783 17.971 17.971
Silicon Si 14 8.378 13.478 13.626

Phosphorus P 15 6.776 6.813 10.000 10.081
Sulfur S 16 5.536 5.561 8.267 8.378
Chlorine Cl 17 4.769 4.769 6.739 6.813
Argon Ar 18 3.987 4.000 5.611 5.662
Potassium K 19 3.444 3.444 4.715 4.769

Calcium Ca 20 3.636 3.594 3.002 3.002 4.066 4.106
Scandium Sc 21 3.139 3.100 2.638 2.638 3.523 3.563
Titanium Ti 22 2.743 2.743 2.707 2.348 2.348 3.085 3.139
Vanadium V 23 2.431 2.431 2.394 2.102 2.102 2.731 2.780
Chromium Cr 24 2.168 2.168 2.131 1.896 1.896 2.431 2.480

Manganese Mn 25 1.947 1.947 1.914 1.717 1.717 2.183 2.230
Iron Fe 26 1.759 1.759 1.727 1.566 1.566 1.971 2.013
Cobalt Co 27 1.600 1.600 1.570 1.434 1.432 1.792 1.832
Nickel Ni 28 1.461 1.461 1.432 1.316 1.318 1.634 1.671
Copper Cu 29 1.336 1.336 1.309 1.213 1.217 1.494 1.531

(continued)



Table A.8 Wavelengths of L-lines (nm).

Element Symbol OZ L𝛂1 L𝛂2 Lß1 Lß2 Lß3 Lß4 Lß5 Lß6 L𝜼 L𝜸1 L𝜸2 L𝜸3 L𝜸4 L𝜸5 L𝜸6 Ll

Zinc Zn 30 1.225 1.225 1.198 1.119 1.122 1.370 1.406
Gallium Ga 31 1.129 1.129 1.102 1.034 1.038 1.260 0.956 1.296
Germanium Ge 32 1.044 1.045 1.018 0.958 0.961 1.023 1.161 0.878 0.878 1.196
Arsenic As 33 0.967 0.967 0.942 0.895 0.898 0.942 1.075 0.814 0.814 1.108
Selenium Se 34 0.899 0.900 0.874 0.832 0.834 0.872 0.996 0.752 0.752 1.030

Bromine Br 35 0.837 0.838 0.813 0.775 0.778 0.814 0.926 0.697 0.697 0.959
Krypton Kr 36 0.782 0.783 0.758 0.726 0.730 0.751 0.862 0.650 0.629 0.728 0.895
Rubidium Rb 37 0.733 0.733 0.708 0.679 0.683 0.699 0.807 0.605 0.605 0.676 0.840
Strontium Sr 38 0.687 0.687 0.663 0.637 0.640 0.652 0.752 0.565 0.565 0.630 0.784
Yttrium Y 39 0.644 0.645 0.621 0.598 0.601 0.609 0.703 0.528 0.528 0.588 0.735

Zirconium Zr 40 0.607 0.607 0.584 1.017 0.563 0.567 0.571 0.661 0.538 0.495 0.495 0.550 0.692
Niobium Nb 41 0.572 0.572 0.549 0.524 0.531 0.534 0.536 0.621 0.504 0.465 0.465 0.515 0.651
Molybdenum Mo 42 0.541 0.542 0.518 0.492 0.502 0.505 0.505 0.585 0.473 0.438 0.438 0.484 0.616
Technetium Tc 43 0.512 0.513 0.489 0.464 0.472 0.478 0.476 0.551 0.444 0.413 0.413 0.581
Ruthenium Ru 44 0.485 0.486 0.462 0.437 0.449 0.452 0.449 0.521 0.418 0.390 0.390 0.429 0.551

Rhodium Rh 45 0.460 0.461 0.438 0.413 0.425 0.429 0.424 0.492 0.394 0.369 0.368 0.313 0.522
Palladium Pd 46 0.437 0.438 0.415 0.391 0.404 0.407 0.402 0.467 0.373 0.349 0.349 0.382 0.496
Silver Ag 47 0.416 0.417 0.394 0.370 0.384 0.387 0.381 0.442 0.352 0.331 0.331 0.362 0.471
Cadmium Cd 48 0.396 0.397 0.374 0.352 0.365 0.370 0.362 0.420 0.334 0.314 0.314 0.343 0.448
Indium In 49 0.377 0.378 0.356 0.334 0.347 0.351 0.344 0.399 0.316 0.298 0.298 0.293 0.325 0.427

(continued)



Table A.8 Wavelengths of L-lines (nm).

Element Symbol OZ L𝛂1 L𝛂2 Lß1 Lß2 Lß3 Lß4 Lß5 Lß6 L𝜼 L𝜸1 L𝜸2 L𝜸3 L𝜸4 L𝜸5 L𝜸6 Ll

Tin Sn 50 0.360 0.361 0.339 0.318 0.331 0.334 0.327 0.379 0.300 0.283 0.283 0.278 0.309 0.407
Antimony Sb 51 0.344 0.345 0.315 0.303 0.315 0.319 0.312 0.360 0.285 0.269 0.269 0.264 0.293 0.388
Tellurium Te 52 0.329 0.330 0.308 0.288 0.301 0.305 0.297 0.344 0.271 0.256 0.256 0.249 0.279 0.372
Iodide J 53 0.315 0.316 0.294 0.275 0.288 0.274 0.284 0.328 0.258 0.245 0.245 0.239 0.266 0.356
Xenon Xe 54 0.302 0.303 0.281 0.263 0.275 0.279 0.271 0.313 0.246 0.234 0.234 0.341

Cesium Cs 55 0.289 0.290 0.268 0.251 0.263 0.267 0.259 0.299 0.235 0.224 0.223 0.217 0.242 0.326
Barium Ba 56 0.278 0.279 0.257 0.241 0.252 0.256 0.248 0.286 0.224 0.214 0.213 0.209 0.231 0.314
Lanthanum La 57 0.267 0.268 0.246 0.231 0.237 0.245 0.238 0.274 0.214 0.205 0.204 0.198 0.221 0.301
Cerium Ce 58 0.256 0.257 0.236 0.221 0.231 0.235 0.228 0.262 0.205 0.196 0.196 0.190 0.211 0.289
Praseodymium Pr 59 0.246 0.247 0.226 0.212 0.222 0.226 0.219 0.252 0.196 0.188 0.187 0.182 0.202 0.278

Neodymium Nd 60 0.237 0.238 0.217 0.204 0.213 0.217 0.211 0.241 0.188 0.180 0.180 0.174 0.194 0.268
Promethium Pm 61 0.228 0.229 0.208 0.196 0.204 0.208 0.203 0.231 0.180 0.173 0.173 0.258
Samarium Sm 62 0.220 0.221 0.200 0.188 0.196 0.200 0.185 0.195 0.222 0.173 0.166 0.166 0.161 0.178 0.248
Europium Eu 63 0.212 0.213 0.192 0.181 0.189 0.193 0.178 0.187 0.213 0.166 0.160 0.159 0.154 0.171 0.240
Gadolinium Gd 64 0.205 0.206 0.185 0.175 0.181 0.185 0.171 0.181 0.205 0.159 0.153 0.153 0.148 0.164 0.231

Terbium Tb 65 0.198 0.199 0.178 0.168 0.175 0.179 0.165 0.174 0.197 0.153 0.148 0.147 0.143 0.158 0.224
Dysprosium Dy 66 0.191 0.192 0.171 0.162 0.168 0.172 0.159 0.168 0.190 0.147 0.142 0.142 0.137 0.152 0.216
Holmium Ho 67 0.185 0.186 0.165 0.157 0.162 0.166 0.154 0.162 0.183 0.142 0.137 0.136 0.132 0.146 0.209
Erbium Er 68 0.607 0.607 0.584 1.017 0.563 0.567 0.571 0.661 0.538 0.495 0.495 0.550 0.692
Thulium Tm 69 0.572 0.572 0.549 0.524 0.531 0.534 0.536 0.621 0.504 0.465 0.465 0.515 0.651

(continued)



Table A.8 Wavelengths of L-lines (nm).

Element Symbol OZ L𝛂1 L𝛂2 Lß1 Lß2 Lß3 Lß4 Lß5 Lß6 L𝜼 L𝜸1 L𝜸2 L𝜸3 L𝜸4 L𝜸5 L𝜸6 Ll

Ytterbium Yb 70 0.167 0.168 0.148 0.142 0.145 0.149 0.139 0.147 0.164 0.127 0.123 0.122 0.119 0.131 0.189
Lutetium Lu 71 0.162 0.163 0.142 0.137 0.140 0.144 0.134 0.142 0.158 0.122 0.119 0.118 0.114 0.126 0.184
Hafnium Hf 72 0.157 0.158 0.137 0.133 0.135 0.139 0.130 0.137 0.152 0.118 0.114 0.114 0.110 0.122 0.178
Tantalum Ta 73 0.152 0.153 0.133 0.129 0.131 0.135 0.126 0.133 0.147 0.114 0.111 0.110 0.106 0.117 0.173
Tungsten W 74 0.148 0.149 0.128 0.125 0.126 0.130 0.122 0.129 0.142 0.110 0.107 0.106 0.103 0.113 0.168

Rhenium Re 75 0.143 0.144 0.124 0.121 0.122 0.126 0.118 0.125 0.137 0.106 0.103 0.103 0.099 0.109 0.163
Osmium Os 76 0.139 0.140 0.120 0.117 0.118 0.122 0.114 0.121 0.133 0.103 0.100 0.099 0.096 0.106 0.159
Iridium Ir 77 0.135 0.136 0.116 0.114 0.114 0.118 0.111 0.118 0.128 0.099 0.097 0.096 0.093 0.102 0.154
Platinum Pt 78 0.131 0.132 0.112 0.110 0.110 0.114 0.107 0.114 0.124 0.096 0.093 0.093 0.090 0.099 0.150
Gold Au 79 0.128 0.129 0.108 0.107 0.107 0.111 0.104 0.111 0.120 0.093 0.090 0.090 0.087 0.096 0.090 0.146

Mercury Hg 80 0.124 0.125 0.105 0.104 0.103 0.107 0.101 0.108 0.116 0.090 0.088 0.087 0.084 0.092 0.087 0.142
Thallium Tl 81 0.121 0.122 0.102 0.101 0.100 0.104 0.098 0.105 0.113 0.087 0.085 0.084 0.081 0.090 0.084 0.125
Lead Pb 82 0.118 0.119 0.098 0.098 0.097 0.101 0.095 0.102 0.109 0.084 0.082 0.081 0.079 0.086 0.082 0.135
Bismuth Bi 83 0.114 0.116 0.095 0.096 0.094 0.098 0.093 0.099 0.106 0.081 0.080 0.079 0.076 0.084 0.079 0.132
Polonium Po 84 0.111 0.113 0.092 0.093 0.091 0.095 0.090 0.097 0.103 0.079 0.077 0.076 0.076 0.128

Astatine At 85 0.109 0.110 0.089 0.091 0.088 0.092 0.087 0.094 0.099 0.076 0.075 0.074 0.074 0.125
Radon Rn 86 0.106 0.107 0.087 0.088 0.085 0.089 0.085 0.092 0.096 0.074 0.072 0.072 0.072 0.122
Francium Fr 87 0.103 0.104 0.084 0.086 0.083 0.087 0.083 0.089 0.094 0.072 0.070 0.070 0.069 0.119
Radium Ra 88 0.100 0.102 0.081 0.084 0.080 0.084 0.081 0.087 0.091 0.069 0.068 0.068 0.065 0.072 0.067 0.117
Actinium Ac 89 0.098 0.099 0.079 0.082 0.078 0.082 0.079 0.085 0.088 0.067 0.066 0.065 0.065 0.114

Thorium Th 90 0.096 0.097 0.077 0.080 0.075 0.075 0.077 0.083 0.085 0.065 0.064 0.064 0.061 0.068 0.063 0.112
Protactinium Pa 91 0.093 0.094 0.074 0.078 0.073 0.077 0.075 0.081 0.083 0.063 0.062 0.062 0.059 0.066 0.061 0.109
Uranium U 92 0.091 0.092 0.072 0.075 0.071 0.075 0.073 0.079 0.081 0.059 0.061 0.060 0.058 0.064 0.059 0.107



Table A.9 Wavelengths of M-lines (nm).

Element Symbol OZ M1N3 M2N1 M2N4 M3N1 M3O1 M3O45 M𝛂1 M𝛂2 Mß M𝛄 Mz1 Mz2

Rubidium Rb 37 12.784
Strontium Sr 38 10.877
Yttrium Y 39 9.323

Zirconium Zr 40 8.105
Niobium Nb 41 7.209
Molybdenum Mo 42 6.392
Technetium Tc 43 5.767
Ruthenium Ru 44 5.210

Rhodium Rh 45 2.510 4.751
Palladium Pd 46 2.340 4.351
Silver Ag 47 2.179 4.000
Cadmium Cd 48 2.039 3.680
Indium Ir 49 1.914 3.388

Tin Sn 50 1.692 1.795 3.123
Antimony Sb 51 1.619 1.689 2.890
Tellurium Te 52 1.494 1.590 2.672
Iodide J 53 1.407 1.501 2.495
Xenon Xe 54 1.325 1.420 2.362

(continued)



Table A.9 Wavelengths of M-lines (nm).

Element Symbol OZ M1N3 M2N1 M2N4 M3N1 M3O1 M3O45 M𝛂1 M𝛂2 Mß M𝛄 Mz1 Mz2

Cesium Cs 55 1.258 1.341 2.183
Barium Ba 56 1.189 1.537 1.590 1.552 1.274 2.053
Lanthanum La 57 1.126 1.483 1.461 1.209 1.938
Cerium Ce 58 1.070 1.403 1.375 1.150 1.826
Praseodymium Pr 59 1.013 1.338 1.311 1.100 1.742 1.742

Neodymium Nd 60 0.965 1.267 1.238 1.054 1.647 1.647
Promethium Pm 61 0.918 1.212 1.183 1.002 1.570 1.570
Samarium Sm 62 0.878 1.150 1.122 0.960 1.490 1.492
Europium Eu 63 0.837 1.096 1.075 0.916 1.417 1.417
Gadolinium Gd 64 0.801 1.050 1.026 0.885 1.357 1.357

Terbium Tb 65 0.765 1.000 0.977 0.855 1.298 1.298
Dysprosium Dy 66 0.735 0.959 0.936 0.815 1.240 1.240
Holmium Ho 67 0.704 0.920 0.897 0.787 1.183 1.183
Erbium Er 68 0.678 0.883 0.856 0.754 1.141 1.141
Thulium Tm 69 0.649 0.848 0.825 0.725 1.098 1.098

Ytterbium Yb 70 0.628 0.813 0.788 0.701 1.045 1.045
Lutetium Lu 71 0.602 0.785 0.761 0.678 1.011 1.011
Hafnium Hf 72 0.579 0.753 1.060 0.654 0.970 0.970
Tantalum Ta 73 0.557 0.724 0.725 0.701 0.630 0.932 0.932
Tungsten W 74 0.536 0.699 0.699 0.675 0.608 0.897 0.899

(continued)



Table A.9 Wavelengths of M-lines (nm).

Element Symbol OZ M1N3 M2N1 M2N4 M3N1 M3O1 M3O45 M𝛂1 M𝛂2 Mß M𝛄 Mz1 Mz2

Rhenium Re 75 0.515 0.673 0.674 0.651 0.589 0.863 0.867
Osmium Os 76 0.496 0.650 0.651 0.627 0.569 0.831 0.836
Iridium Ir 77 0.478 0.626 0.628 0.604 0.550 0.802 0.807
Platinum Pt 78 0.446 0.460 0.645 0.470 0.605 0.606 0.583 0.532 0.774 0.779
Gold Au 79 0.430 0.443 0.626 0.452 0.584 0.585 0.563 0.515 0.746 0.752

Mercury Hg 80 0.415 0.428 0.609 0.437 0.565 0.566 0.544 0.498 0.719 0.724
Thallium Tl 81 0.401 0.412 0.589 0.520 0.546 0.547 0.525 0.482 0.697 0.703
Lead Pb 82 0.387 0.397 0.570 0.407 0.529 0.530 0.507 0.467 0.674 0.680
Bismuth Bi 83 0.374 0.383 0.554 0.393 0.512 0.511 0.491 0.453 0.652 0.659
Polonium Po 84 0.370 0.496 0.474 0.438 0.637

Astatine At 85 0.357 0.481 0.459 0.425 0.613
Radon Rn 86 0.345 0.467 0.445 0.414 0.592
Francium Fr 87 0.333 0.454 0.432 0.402 0.575
Radium Ra 88 0.322 0.442 0.420 0.389 0.566
Actinium Ac 89 0.311 0.428 0.406 0.379 0.541

Thorium Th 90 0.293 0.354 0.301 0.457 0.328 0.313 0.414 0.415 0.394 0.368 0.525 0.534
Protactinium Pa 91 0.291 0.445 0.325 0.402 0.404 0.383 0.358 0.519
Uranium U 92 0.276 0.333 0.282 0.433 0.312 0.295 0.391 0.392 0.372 0.349 0.495 0.505
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Table A.10 Common line interferences, energies in keV.

Analytic line Energy Interference Energy Interference Energy Interference Energy

F-Kα 0.677 Fe-Lα 0.704 Mn-Lα 0.636
Na-Kα 1.041 Zn-Lβ1 1.009 Cu-Lβ3 0.948
Al-Kα 1.487 Br-Lα 1.480
Si-Kα 1.740 Sr-Lα 1.806 W-Mα 1.775
P-Kα 2.015 Zr-Lα 2.041 Mo-Ll 2.014

S-Kα 2.308 Pb-Mα 2.342 Mo-Lα 2.292 Zr-Lγ 2.302
Cl-Kα 2.622 Rh-Lα (tube) 2.695 Mo-Lγ1 2.623
Ca-Kα 3.691 K-Kβ 3.589 Sn-Lβ1 3.662
Ti-Kα 4.510 Sc-Kβ 4.460 Ba-Lα1 4.467
Ti-Kβ 4.931 V-Kα 4.950 Ba-Lβ3 4.926 Cs-Lβ2 4.936

V-Kα 4.950 Ti-Kβ 4.931 Ba-Lβ3 4.926 Cs-Lβ2 4.936
Cr-Kα 5.411 V-Kβ 5.427 Pr-Lβ1 5.489 La-Lβ2 5.384
Mn-Kα 5.888 Cr-Kβ 5.946
Fe-Kα 6.400 Mn-Kβ 6.490
Co-Kα 6.925 Fe-Kβ 7.057 Er-Lα1 6.948 Hf-Ll 6.960

Ni-Kα 7.471 Co-Kβ 7.649 W-Ll 7.387
Cu-Kα 8.040 Ni-Kβ 8.264 Ta-Lα1 8.145
Zn-Kα 8.631 Cu-Kβ 8.904 W-Lα1 8.396 Ta-L𝜂 8.428
Ga-Kα 9.245 Ta-Lβ1 9.343 Ta-Lβ4 9.213 Hf-Lβ2 9.341
Ge-Kα 9.875 W-Lβ2 9.951 Hg-Lα2 9.896 W-Lβ3 9.819

As-Kα 10.530 Pb-Lα1 10.549 Hf-L𝛾1 10.514
As-Kβ 11.725 Br-Kα 11.905 Hg-Lβ1 11.823 W-L𝛾3 11.675
Se-Kα 11.208 W-L𝛾1 11.288
Br-Kα 11.905 As-Kβ 11.725 Hg-Lβ2 11.923
Rb-Kα 13.374 Br-Kβ1 13.290 U-Lα2 13.438
Sr-Kα 14.112 Tl-L𝛾1 14.288 Au-L𝛾4 14.300

Y-Kα 14.932 Rb-Kβ1 14.960 Pb-L𝛾1 14.762
Zr-Kα 15.746 Sr-Kβ1 15.834 Th-Lβ2 15.620
Nb-Kα 16.586 Y-Kβ1 16.736 U-Lβ2 16.425
Mo-Kα 17.440 Zr-Kβ1 17.666 U-Lβ1 17.218
Rh-KαComp Mo-Kβ1 19.607 Nb-Kβ2 18.953

Rh-KβComp Ag-Kα 22.102 Pd-Kα 21.103 Ru-Kβ 19.149
Ag-Lα1 2.984 Rh-Lβ2 3.001 Cd-L𝜂 2.955
Cd-Lβ1 3.316 K-Kα 3.312 U-Mβ 3.336
In-Kα 24.207 Pd-Kβ1 23.816
Sn-Lα1 3.444 Sb-L𝜂 3.440 Cd-Lβ6 3.428

(continued)



Tables 415

Table A.10 Common line interferences, energies in keV.

Analytic line Energy Interference Energy Interference Energy Interference Energy

Sn-Kα 25.270 Ag-Kβ1 24.942
Sb-Kα 26.357 Cd-Kβ1 26.093
I-Lα1 3.937 Ba-Ll 3.954 Sb-Lβ3 3.932
I-Kα 28.610 Sn-Kβ1 28.483
Cs-Kα 30.970 Te-Kβ1 30.993

Ba-La1 4.467 Ti-Kα 4.508
Ba-Lβ1 4.828 Ti-Kβ 4.931 Ce-Lα1 4.840
La-Lα1 4.651 Cs-Lβ1 4.620
La-Lβ1 5.043 Pr-Lα1 5.034
Ce-Lβ1 5.262 Nd-Lα1 5.230

Pr-Lβ1 5.489 Ba-L𝛾1 5.531
Pr-Kα2 35.548 Ba-Kβ1 36.376
Nd-Lα1 5.230 Ce-Lβ1 5.262
Nd-Kα2 36.845 Ba-Kβ1 36.376 Ba-Kβ2 37.249
Sm-Lα1 5.636 Ce-Lβ2 5.613
Sm-Lβ1 6.206 Fe-Kα 6.400

Gd-Lα1 6.059 Nd-Lβ2 6.090 Ce-L𝛾1 6.052
Tb-Lα1 6.275 Sm-Lβ3 6.317
Ho-Lα1 6.720 Gd-Lβ1 6.714
Tm-Lα1 7.181 Dy-Lβ1 7.249
Yb-Lα1 7.414 Ni-Kα 7.470

Lu-Lα1 7.654 Co-Kβ 7.649
Hf-Lβ1 9.021 Cu-Kβ 8.904
Ta-Lα1 8.145 Cu-Kα 8.040
Os-Lα1 8.910 Cu-Kβ 8.904
Ir-Lα1 9.173 Pb-Ll 9.184

Pt-Lα1 9.441 W-Lβ4 9.525 Ta-Lβ1 9.341
Au-Lβ1 11.439 Pt-Lβ5 11.561 Pb-L𝜂 11.349
Tl-Lβ1 12.213 Pb-Lβ4 12.307
Pb-Lβ1 12.611 Se-Kβ1 12.495
Bi-Lα1 10.836 Ge-Kβ1 10.981 W-L𝛾5 10.949 Ta-L𝛾1 10.898

Th-Lα1 12.966 Pb-Lβ5 13.014 Pt-L𝛾1 12.939
Th-Lβ1 16.200 Nb-Kα 16.580 U-Lβ2 16.425 Sr-Kβ2 15.834
U-Lα1 13.613 Rb-Kα 13.363 Br-Kβ2 13.290



Table A.11 Fluorescence yields.

AN Element Symbol K L M AN Element Symbol K L M AN Element Symbol K L M

4 Beryllium Be 0.00003
5 Boron B 0.0007 20 Calcium Ca 0.142 0.001 35 Bromine Br 0.604 0.016
6 Carbon C 0.0014 21 Scandium Sc 0.168 0.001 36 Krypton Kr 0.629 0.019
7 Nitrogen N 0.002 22 Titanium Ti 0.197 0.001 37 Rubidium Rb 0.653 0.021 0.001
8 Oxygen O 0.003 23 Vanadium V 0.227 0.002 38 Strontium Sr 0.675 0.024 0.001
9 Fluorine F 0.005 24 Chromium Cr 0.258 0.002 39 Yttrium Y 0.695 0.027 0.001

10 Neon Ne 0.008 25 Manganese Mn 0.291 0.003 40 Zirconium Zr 0.715 0.031 0.001
11 Sodium Na 0.013 26 Iron Fe 0.324 0.003 41 Niobium Nb 0.732 0.035 0.001
12 Magnesium Mg 0.019 27 Cobalt Co 0.358 0.004 42 Molybdenum Mo 0.749 0.039 0.001
13 Aluminium Al 0.026 28 Nickel Ni 0.392 0.005 43 Technetium Tc 0.765 0.043 0.001
14 Silicon Si 0.036 29 Copper Cu 0.425 0.006 44 Ruthenium Ru 0.779 0.047 0.001

15 Phosphorus P 0.047 30 Zinc Zn 0.458 0.007 45 Rhodium Rh 0.792 0.052 0.001
16 Sulfur S 0.061 31 Gallium Ga 0.489 0.009 46 Palladium Pd 0.805 0.058 0.001
17 Chlorine Cl 0.078 32 Germanium Ge 0.520 0.010 47 Silver Ag 0.816 0.063 0.002
18 Argon Ar 0.097 33 Arsenic As 0.549 0.012 48 Cadmium Cd 0.827 0.069 0.002
19 Potassium K 0.118 34 Selenium Se 0.577 0.014 49 Indium In 0.836 0.075 0.002

(continued)



Table A.11 Fluorescence yields.

AN Element Symbol K L M AN Element Symbol K L M AN Element Symbol K L M

50 Tin Sn 0.845 0.081 0.002 65 Terbium Tb 0.924 0.210 0.009 80 Mercury Hg 0.952 0.366 0.028
51 Antimony Sb 0.854 0.088 0.002 66 Dysprosium Dy 0.927 0.220 0.009 81 Thallium Tl 0.953 0.376 0.030
52 Tellurium Te 0.862 0.095 0.003 67 Holmium Ho 0.930 0.231 0.010 82 Lead Pb 0.954 0.386 0.032
53 Jodide J 0.869 0.102 0.003 68 Erbium Er 0.932 0.240 0.011 83 Bismuth Bi 0.954 0.396 0.034
54 Xenon Xe 0.876 0.110 0.003 69 Thulium Tm 0.934 0.251 0.012 84 Polonium Po 0.955 0.405 0.037

55 Cesium Cs 0.882 0.118 0.004 70 Ytterbium Yb 0.937 0.262 0.013 85 Astatine At 0.956 0.415 0.040
56 Barium Ba 0.888 0.126 0.004 71 Lutetium Lu 0.939 0.272 0.014 86 Radon Rn 0.957 0.425 0.043
57 Lanthanum La 0.893 0.136 0.004 72 Hafnium Hf 0.941 0.283 0.015 87 Francium Fr 0.957 0.434 0.046
58 Cerium Ce 0.898 0.143 0.005 73 Tantalum Ta 0.942 0.293 0.016 88 Radium Ra 0.958 0.443 0.049
59 Praseodymium Pr 0.902 0.152 0.005 74 Tungsten W 0.944 0.304 0.018 89 Actinium Ac 0.958 0.452 0.052

60 Neodymium Nd 0.907 0.161 0.006 75 Rhenium Re 0.945 0.314 0.019 90 Thorium Th 0.959 0.461 0.056
61 Promethium Pm 0.911 0.171 0.006 76 Osmium Os 0.947 0.325 0.020 91 Proactinium Pa 0.959 0.469 0.060
62 Samarium Sm 0.915 0.180 0.007 77 Iridium Ir 0.948 0.335 0.022 92 Uranium U 0.960 0.478 0.064
63 Europium Eu 0.918 0.190 0.007 78 Platinum Pt 0.949 0.345 0.024
64 Gadolinium Gd 0.921 0.200 0.008 79 Gold Au 0.951 0.356 0.026
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Table A.12 Transfer factors between elements and oxides.

Element Oxide Element ⇒ Oxide Oxide ⇐ Element

C CO2 3.6641 0.2729
Na Na2O 1.3480 0.7417
Mg MgO 1.6579 0.6032
Al Al2O3 1.8895 0.5292

Si SiO2 2.1392 0.4675
P P2O5 2.2914 0.4364
S SO3 2.5000 0.4000
K K2O 1.2046 0.8302

Ca CaO 1.3992 0.7147
CaO CaCO3 1.7848 0.5603
Ti TiO2 1.6681 0.5995
Cr Cr2O3 1.4615 0.6843

Mn MnO 1.2912 0.7745
Mn Mn3O4 1.3883 0.7203
Fe FeO 1.2865 0.7773
Fe Fe2O3 1.4297 0.6994

Ni NiO 1.2726 0.7858
Rb Rb2O 1.0936 0.9144
Sr SrO 1.1826 0.8456
Zr ZrO2 1.3508 0.7403

Nb Nb2O5 1.4305 0.6990
Ba BaO 1.1165 0.8957
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Appendix B

Important Information

B.1 Coordinates of Main Manufacturers of Instruments
and Preparation Tools

Manufacturer
Address
headquarter

Representation
in Germany Web-address/Phone

Bruker AXS
GmbH

D-76181
Karlsruhe
Östliche
Rheinbrückenstr.
49

D-76181 Karlsruhe
Östliche
Rheinbrückenstr. 49

www.bruker.com
Tel: +49-721-50997.0

Bruker Nano
GmbH

D-12489 Berlin
Am Studio 2d

D-12489 Berlin
Am Studio 2d

www.bruker.com
Tel: +49-30-670.990.0

EDAX Inc.
(Ametek)

USA NJ-07430
Mahwah
91 McKee Drive

AMETEK GmbH,
EDAX Division
D-64331
Weiterstadt
Rudolf-Diesel-Str.
16

www.edax.com
Tel: +49-6150-543.7050

Helmut Fischer
GmbH & Co,
KG

D-71069
Sindelfingen
Industriestr. 22

D-71069
Sindelfingen
Industriestr. 22

www.helmut-fischer.com
Tel: +49-7031-303.0

Oxford
Instruments
Industrial
Analysis

Oxford
Instruments plc
Tubney Woods
Abingdon, OX13
5QX, UK

D- 47589 Uedem
Wellesweg 31

www.oxford-instruments
.com
Tel: +49-2825-9383.0

X-ray Fluorescence Spectroscopy for Laboratory Applications, First Edition.
Michael Haschke, Jörg Flock, and Michael Haller.
© 2021 WILEY-VCH GmbH. Published 2021 by WILEY-VCH GmbH.
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Manufacturer
Address
headquarter

Representation
in Germany Web-address/Phone

Panalytical B.V. NL-7602 EA
Almelo
Lelyweg 1

Panalytical GmbH
D- 34123 Kassel
Nürnberger Str. 113

www.panalytical.com
Tel: +49-561-5742.0

Rigaku
Corporation

Tokyo 196-8666,
Japan
3-9-12,
Matsubara,
Akishima-shi

Rigaku Europe SE
D-76275 Ettlingen
Am Hardtwald 11

www.rigaku.com
Tel: +49-7243-94936.0

Hitachi
Corporation

24-14,
Nishi-Shimbashi,
1-chome,
Minato-ku, Tokyo
105-0003, Japan

Hitachi
High-Technologies
Europe GmbH
D-47807 Krefeld
Europapark
Fichtenhain 12A

www.hitachi-hightech
.com
Tel: 02151-6435.0

Shimadzu
Corporation

3,
Kanda-Nishikicho
1-chome
Chiyoda-ku,
Tokyo 101-8448,
Japan

Shimadzu
Europa GmbH
D-47269 Duisburg
Albert-Hahn-Straße
6

www.shimadzu.com
Tel: +49-203-7687.0

SkyRay
Instruments Co.
Ltd.

Skyray Building,
Tsinghua
Science Park,
1666 South
Weicheng Road,
Kushan, Jiangsu
Province, China

www.skyrayinstrument
.com

SPECTRO
Analytical
Instruments
GmbH
(Ametek)

D-47533 Kleve
Boschstr. 10

D-47533 Kleve
Boschstr. 10

www.spectro.com
Tel.: +49-2821-892.0

Thermo Fisher
(Niton)

USA MA-01821
Billerica
900
Middlesex Tpke

Analyticon
D-61191 Rosbach
v.d.Höhe
Dieselstr. 18

www.analyticon.eu
Tel.: +49-6003-9355.20

Thermo Fisher
Scientific

Thermo Fisher
Scientific
1024 Ecublens,
Switzerland

Thermo Fisher
Scientific GmbH
D-63303 Dreieich
Im Steingrund 4-6

www.thermo.com
Tel.: +49-6103-4080

XOS USA NY-12062
East Greenbush
15 Tech Valley
Drive

www.xos.com
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Manufacturer
Address
headquarter

Representation
in Germany Web-address/Phone

Sample preparation
Chemplex
Industries Inc.

Palm City, FL
34990-5573 USA
2820 SW 42nd
Avenue

LGC
Standards GmbH
D-46485 Wesel
Mercatorstraße 51

www.chemplex.com
Tel. +49-281-319.391.0

Corporation
Scientifique
Claisse

Ville de Québec,
QC G1P 4P3, Can
350 Rue Franquet
#45

Impexron GmbH
D-72793 Pfullingen
Gönningerstr. 99

www.claisse.com
Tel:+49-7121-305.9012

Fluxana GmbH
+ Co KG

47551
Bedburg-Hau
Borschelstraße 3

www.fluxana.com
Tel.: +49-2821.997.320

Fritsch GmbH 55743
Idar-Oberstein
Industriestrasse 8

www.fritsch.de
Tel.: +49-6784-70.153

LGC Standards
GmbH

LGC
Standards GmbH
D-46485 Wesel
Mercatorstraße 51

www.lgcstandards.com
Tel. +49-2 81-319.391.0

Retsch
Technology
GmbH

42781 Haan
Retsch-Allee

www.retsch.de
Tel.: +49-2104-233.330

Sigma-Aldrich
Corp.

www.sigma-aldich.com

Spex
SamplePrep
LLC

Metuchen, NJ
08840, USA
65 Liberty St

C3 Analysentech-
nik GmbH
D-85540 Munich
Peter-Henlein-Str.
20

www.spexsampleprep
.com
Tel.: +49-89-4560.0670

XRF Scientific
Ltd.

Osborne Park,
West. Aus 6017
98 Guthrie St

D-63791 Karlstein
Seligenstädter
Straße 100

www.xrfscientific.com
Tel.: +49-6188-954.276

Automation
Herzog-
Maschinenfabrik
GmbH & Co.
KG

49086 Osnabrück
Auf dem Gehren 1

www.herzog-
maschinenfabrik.de/
Tel.: +49-541-9332.0

Pfaff AQS
GmbH

42232 Wuppertal
Lenneper Str.
23-25

www.flsmidth.com/

Thyssenkrupp
Industrial
Solutions

45143 Essen
Thyssenkrupp
Allee 1

www.thyssenkrupp-
industrial-solutions.com/
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B.2 Main Suppliers of Standard Materials

B.2.1 Geological Materials and Metals

Issuer/country Name
Link to the
corresponding catalog

Prevailing
materials

NMI, Australia National
Measurement
Institute

www.measurement.gov.au Metals, minerals

GEOSTATS,
Australia

Geostats Pty Ltd. www.geostats.com.au Minerals

IAEA, Austria International
Atomic Energy
Agency

www.iaea.org/ Database for
natural
reference
materials

IRMM,
Belgium

Institute for
Materials and
Measurements

https://ec.europa.eu/jrc/en/
science-update/welcome-irmm-
reference-materials-catalogue

Metals, minerals

IPT, Brasilia Instituto de
Pesquisas
Technologicas

www.ipt.br/nmr.htm Metals, minerals

CCRPM,
Canada

Canadian Certified
Reference Materials
Project

www.nrcan.gc.ca Metals,
minerals, coal

IMB, Canada Institute for Marine
Biosciences

www.nrc-cnrc.gc.ca Metals

Conostan,
Canada

SCP Science
Corporate

www.scpscience.com/en/
corporate

Oil

NSC, China China Iron & Steel
Research Institute
Group (CISRI)

www.ncsstandard.com Ferroalloys,
coal, metals,
minerals, slags

CRPG, France Centre de
Recherches
Pétrographiques et
Géochimiques

www.crpg.crns-nancy.fr Minerals

BAM,
Germany

Bundesanstalt für
Materialforschung
und –prüfung

www.bam.de Ceramics,
metals

Breitländer,
Germany

Breitländer GmbH www.breitlander.com Metals,
minerals,
ferroalloys

NMIJ, Japan National Metrology
Institute of Japan

https://unit.aist.go.jp/nmij/
english/service/database

Metals, minerals

GSJ, Japan Geological Survey
of Japan

www.gsj.jp/en Minerals
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Issuer/country Name
Link to the
corresponding catalog

Prevailing
materials

JSS, Japan Iron and Steel
Institute of Japan

www.seishin-syoji.co.jp Metals, ores,
ferroalloys

CENAM,
Mexico

Centro Nacional de
Metrrologica

www.gob.mx/cenam Metals, minerals

Rocklabs, New
Zealand

Rocklabs Ltd. www.rocklabs.com Precious metals
ores

SGS,
Switzerland

Societe Generale de
Surveillance

www.sgs.com prevailing
materials:
Metals, minerals

MINTEK,
South Africa

National Mineral
Research
Organization

www.mintek.co.za/technical-
divisions/analytical-services-asd

Ores, minerals

AMIS, South
Africa

African Minerals http://www.african-minerals
.com/

Minerals

SABS, South
Africa

South African
Bureau of Standards

www.sabs.co.za Metals, minerals

BAS, UK Bureau of Analysed
Samples Ltd.

www.basrid.co.uk/ Minerals,
ferroalloys,
metals

BGS, UK British Geological
Survey

www.bgs.ac.uk Minerals

MBH, UK MBH Analytical Ltd www.mbh.co.uk Metals
NIST, USA National Institute of

Standards and
Technology

www.nist.gov/srm/index.cfm Ores, metals,
minerals, coal,

Brammer, USA Brammer Standard
Company Inc.

www.brammerstandard.com/ Metals

B.2.2 Stratified Materials

Issuer/country Name
Link to the
corresponding catalog

Prevailing
materials

Micro-Matter,
Canada

Micromatter thin
film standards

www.micromatter.com Thin films

Fischer,
Germany

Helmut-Fischer
GmbH

www.helmut-fischer.de/de/
deutschland/schichtdicke/
roentgenfluoreszenz-verfahren/
fischerscope-kalibrierstandards-
X-ray/

Layer thickness,
metals

Calmetrics,
USA

Calmetrics Inc http://calmetricsinc.com/# Layer thickness
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B.2.3 Polymer Standards

Issuer/country

Acronym of
the reference
set

Link to the
corresponding catalog

Polymer
matrix

Analytical Reference
Material, Int. Corp.,
USA

ARMI www.armi.com PE – polyethylene
PVC – polyvinyl
chloride

Institute for Reference
Materials and
Measurement, Europ.
Union

ERM https://crm.jrc.ec.europa.eu/ PE – polyethylene

Japan Society for
Analytical Chemistry,
Japan

JSAC www.jsac.jp/english-page/ ABS – acrylonitrile
butadiene styrene
PVC – polyvinyl
chloride

DSM, Netherlands ADPOL,
TOXEL
RoHS

www.panalytical.com LDPE – low density
polyethylene
PE – polyethylene
PVC – polyvinyl
chloride

R.T.Corp., USA RTC http://www.rt-corp
.com/products/

PE – polyethylene

Bundesanstalt für
Materialforschung,
Germany

BAM www.bam.de PE – polyethylene
PVC – polyvinyl
chloride
ABS – acrylonitrile
butadiene styrene

Verband der
Automobilindustrie,
Germany

VDA www.vda.de/en PE – polyethylene

B.2.4 High Purity Materials

Supplier Name Web-address

AA, USA Alfa Aesar (high purity reagents) www.alfa.com
AE, USA American Elements (high purity reagents) www.americanelements.com
Sigma-Aldrich,
USA

Sigma-Aldrich Corp. (now Merck) www.sigmaaldrich.com

Wirsam, South
Africa

Wirsam Scientific & Precision Equipment
Ltd.

www.wirsam.com

Goodfellow Goodfellow GmbH http://www.goodfellow.com
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B.2.5 Precious Metal Alloys

Supplier Name Web-address

Fluxana GmbH Fluxana GmbH www.fluxana.de

Fischer, Germany Helmut-Fischer GmbH www.helmut-fischer.de/de/deutschland/
schichtdicke/roentgenfluoreszenz-verfahren/
fischerscope-kalibrierstandards-X-ray/

Goodfellow Goodfellow GmbH www.goodfellow.com

Valcambi Valcambi SA www.valcambi.com

B.3 Important Websites

B.3.1 Information About X-Ray Analytics and Fundamental
Parameters

Website Information

www.exsa.hu General information about X-ray
fluorescence

http://www.csrri.iit.edu/periodic-table.html Line energies, jump ratios, and
fluorescence yield for all elements

http://physics.nist.gov/PhysRefData/contents.html Information about element data for a
wide energy range

http://xdb.lbl.gov/ Compilation of X-ray data

http://ftp.esrf.rf/pub/scisoft/xraylib/ Interaction cross sections for X-ray

http://physics.nist.gov/asd Fundamental parameters

https://github.com/tschoonj/xraylib Fundamental parameters and
functions for their calculation

https://github.com/tschoonj/xmimsim Monte Carlo algorithm for
calculation of X-ray transport
phenomena

http://pymca.sourceforge.net/ Free share program for spectra
evaluation and quantification with
different algorithms
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B.3.2 Information About Reference Materials

Web page Materials

http://www.ipt.br/nmr.htm Metals, minerals, geological
materials

http://www.comar.bam.de/home/login.php All

http://www.helmut-fischer.de/de/deutschland/
schichtdicke/roentgenfluoreszenz-verfahren/
fischerscope-kalibrierstandards-X-ray/

Layers

http://www.scpscience.com/en/corporate Sample preparation, pure
materials, solutions

http://www.ncsstandard.com/ Metals, geological materials,
coal, slag, environmental
materials

https://ec.europa.eu/jrc/en/reference-materials/
catalogue

Metals, geological material, coal,
slag, environmental material

https://unit.aist.go.jp/nmij/english/service/database Metals, geological material,
coal, slag, environmental
material

http://www.mintek.co.za/technical-divisions/
analytical-services-asd

Metals, geological material, coal,
slag

http://www.basrid.co.uk/ Metals, geological material

http://www.nist.gov/srm/index.cfm Metals, geological material,
coal, slag, environmental
material, pure materials, food,
cement

http://www.brammerstandard.com/ Metals

http://calmetricsinc.com/# Layers

https://fluxana.de/produkte/referenzmaterialien Metals, geological material, coal,
slag, environmental material

https://www.fh-muenster.de/fb1/laboratorien/ia/
instrumentelle_analytik_.php?p=7,6

Polymers

http://gorem.mpch-mainz.gwdg.de Information about geological
references
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B.3.3 Scientific Journals

Journal Web page

X-Ray Spectrometry onlinelibrary.wiley.com/journal/10974539

Spectrochimica Acta Part B: Atomic
Spectroscopy

www.sciencedirect.com/science/journal/05848547

Radiation Physics and Chemistry www.sciencedirect.com/science/journal/0969806X

Journal of Analytical Atomic
Spectrometry

www.rsc.org ⇒ Journals: JAAS

Nuclear Instruments and Methods in
Physics Research
A: Accelerators, Spectrometers,
Detectors and Associated Equipment

www.sciencedirect.com/science/journal/01689002

Atomic Data and Nuclear Data Tables www.sciencedirect.com/science/journal/0092640X

Journal of Physical and Chemical
Reference Data

https://aip.scitation.org/journal/jpr

Review of Scientific Instruments https://aip.scitation.org/journal/rsi

Advances in X-Ray Analysis http://www.icdd.com/axa-allvolumes/

Journal of Applied Physics https://aip.scitation.org/journal/jap

B.4 Laws and Acts, Which Are Important for X-Ray
Fluorescence

B.4.1 Radiation Protection

AtG, Atomgesetz (1985). Gesetz über die friedliche Verwendung der Kernenergie
un den Schutz gegen ihre Gefahren. s.l.: Bundesgesetzblatt I, Nr. 41, S. 1565.
RöV (2003). Verordnung über den Schutz vor Schäden durch Röntgenstrahlen;
BGBl Nr.17, S. 604.
StrlSchV (2001) Verordnung über den Schutz vor Schäden durch ionisierende Str-
rahlung in Deutschland; BgBl Nr.38, 1714.
ASTM-E_1167-15 (2015). Standard Guide for Radiation Protection Program for
Decommissioning Operations.
ASTM-F_3094-14 (2014). Standard Test Method for Determining Protection
Provided by X-ray Shielding Garments Used in Medical X-ray Fluoroscopy from
Sources of Scattered X-Rays.
ASTM-F_2547-06 (2006). Standard Test Method for Determining the Attenua-
tion Properties in a Primary X-ray Beam of Materials Used to Protect Against
Radiation Generated During the Use of X-ray Equipment.
ASTM-ISO/ASTM-52628-13 (2013). Standard Practice for Dosimetry in Radia-
tion Processing.
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B.4.2 Regulations for Environmental Control

AbfKlärV (2018). Klärschlammverordnung vom 15. April 1992 (BGBl. I S. 912).
www.gesetze-im-internet.de/bundesrecht/abfkl_rv_1992/gesamt.pdf (accessed
17 April 2020).
EU-2002/32/EG (2002). Richtlinie über unerwünschte Stoffe in der Tierernährung.
s.l.: Europäisches Paralament.
ICH Guideline, Q3D on elemental impurities (2016). ema.europa.eu/docs/
en_GB/document_library/Scientific_guideline/2015/01/WC500180284.pdf
(accessed 17 April 2020).
TrinkwV_2001 (2001). Verordnung über die Qualität von Wasser für den men-
schlichen Gebrauch.
EPA_10-3.3 (1999). Compendium of Methods for the Determination of Inorganic
Compounds in Ambient Air.

B.4.3 Regulations for Performing Analysis

ISO/IEC Guide, 98-3 (2008). Uncertainty of Measurement (Part 3), Guide to the
expression of uncertainty in measurement (GUM:1995).
JCGM_100:2008 (2008). Evaluation of measurement data - Guide to the expres-
sion of uncertainty in Measurement.
DIN-EN-ISO/IEC_17025 (2005). Allgemeine Anforderungen an die Kompetenz
von Prüf- und Kalibrierlaboratorien, Beuth-Verlag, Berlin.
DIN-EN-ISO_9001 (2015-11). Qualitätsmanagementsysteme, Beuth-Verlag,
Berlin.
DIN-EN-45001 (1997-06). Allgemeine Anforderungen an die Kompetenz von
Prüf- und Kalibrierlaboratorien – Dokument zurückgezogen, Beuth-Verlag,
Berlin.
ISO Guide 25 (1990). General requirements for the competence of calibration and
testing laboratories.

B.4.4 Use of X-ray Fluorescence for the Chemical Analysis

B.4.4.1 General Regulations
ASTM-E_1172-16 (2016) Standard Practice for Describing and Specifying a
Wavelength-dispersive X-Ray Spectrometer.
ASTM-E_1361 (2014). Standard Guide for Correction of Interelement Effects in
X-Ray Spectrometric Analysis.
ASTM-E_1621-13 (2013). Standard Guide for Elemental Analysis by
Wavelength-dispersive X-Ray Spectrometry.
DIN_32633 (2013-05). Chemische Analytik - Verfahren der Standardaddition -
Verfahren, Auswertung, Beuth-Verlag, Berlin.
DIN_32645 (2008-11). Chemische Analytik - Nachweis-, Erfassungs- und Bes-
timmungsgrenze unter Wiederholbedingungen - Begriffe, Verfahren, Auswertung,
Beuth-Verlag, Berlin.
DIN_5030-1 (1985-06). Spektrale Strahlungsmessung; Begriffe, Größen, Kenn-
zahlen, Beuth-Verlag, Berlin.
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DIN_5030-2 (1982-09). Spektrale Strahlungsmessung; Strahler für spektrale
Strahlungsmessungen; Auswahlkriterien.
DIN_5030-3 (1984-12). Spektrale Strahlungsmessung; Spektrale Aussonderung;
Begriffe und Kennzeichnungsmerkmale, Beuth-Verlag, Berlin.
DIN_5030-5 (1987-12). Spektrale Strahlungsmessung; Physikalische Empfänger
für spektrale Strahlungsmessungen; Begriffe, Kenngrößen, Auswahlkriterien,
Beuth-Verlag, Berlin.
DIN_51003 (2004-05). Totalreflektions-Röntgenfluoreszenz-Analyse (TXRF) - All-
gemeine Grundlagen und Begriffe, Beuth-Verlag, Berlin.
DIN_51418-1 (2008-08). Röntgenspektralanalyse - Röntgenemissions- und
Röntgenfluoreszenz-Analyse (RFA) - Teil 1: Allgemeine Begriffe und Grundlagen,
Beuth-Verlag, Berlin.
DIN_51418-2 (2014-06). Röntgenspektralanalyse - Röntgenemissions- und
Röntgenfluoreszenz-Analyse (RFA) - Teil 2: Begriffe und Grundlagen zur Messung,
Kalibrierung und Auswertung, Beuth-Verlag, Berlin.
DIN-EN-ISO/IEC_17025 (2005). Allgemeine Anforderungen an die Kompetenz
von Prüf- und Kalibrierlaboratorien, Beuth-Verlag.
DIN-EN-ISO_21747 (2007). Statistische Verfahren - Prozessleistungs-
und Prozessfähigkeitskenngrößen für kontinuierliche Qualitätsmerkmale,
Beuth-Verlag, Berlin.

B.4.4.2 Analysis of Minerals
AS_2503.6 (2007). Australian standard: Refractories and refractory materi-
als – Chemical analysis Part 6: Refractories, refractory mortars and silicate
materials – Determination of major and minor elements – Wavelength-dispersive
X-ray fluorescence spectrometry using Lithium-borate fusion.
ASTM-C_114 (2015). Standard Test Methods for Chemical Analysis of Hydraulic
Cement.
ASTM-C_1255-11 (2011). Standard Test Method for Analysis of Uranium and
Thorium in Soils by Energy-dispersive X-Ray Fluorescence Spectroscopy.
ASTM-C_1605-04 (2014). Standard Test Methods for Chemical Analysis of
Ceramic Whiteware Materials Using Wavelength-dispersive X-Ray Fluorescence
Spectrometry.
ASTM-E_2119-16 (2016). Standard Practice for Quality Systems for Conduct-
ing In Situ Measurements of Lead Content in Paint or Other Coatings Using
Field-Portable X-Ray Fluorescence (XRF) Devices.
ASTM-E_2926-17 (2017). Standard Test Method for Forensic Comparison of
Glass Using Micro X-ray Fluorescence (μ-XRF) Spectrometry.
ASTM-F_3078-15 (2015). Standard method for Identification and Quantification
of Lead in Paint and Similar Coating Materials using Energy-dispersive X-Ray
Fluorescence Spectrometry.
ASTM-D_4764-01 (2016). Standard Test Method for Determination by X-ray Flu-
orescence Spectroscopy of Titanium Dioxide Content in Paint.
ASTM-D_8064-16 (2016). Standard test method for Elemental Analysis of Soil
and Solid Waste by Monochromatic Energy-dispersive X-ray Fluorescence Spec-
trometry Using multiple monochromatic Excitation beams.
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DIN_4021 (1990). Aufschluß durch Schürfe und Bohrungen sowie Entnahme von
Proben, Beuth-Verlag, Berlin.
DIN_51001 (2003-08). Prüfung oxidischer Roh- und Werkstoffe - Allgemeine
Arbeitsgrundlagen zur RFA, Beuth-Verlag, Berlin.
DIN_51010-2 (1987-08). Prüfung keramischer Roh- und Werkstoffe; Ungeformte
feuerfeste Erzeugnisse; Herstellung von Probekörpern, Beuth-Verlag, Berlin.
DIN_51081 (1996-07). Prüfung oxidischer Roh- und Werkstoffe; Massenverän-
derungen beim Glühen, Beuth-Verlag, Berlin.
DIN_66165-1 und -2 (1987). Partikelgrößenanalyse; Grundlagen und Durch-
führung, Beuth-Verlag, Berlin.
DIN-EN_15309 (2007-08). Charakterisierung von Abfällen und Böden, Bestim-
mung der elementaren Zusammensetzung durch RFA, Beuth-Verlag, Berlin.
DIN-EN-ISO_12677 (2013-02). Chemische Analyse von feuerfesten Erzeugnissen
durch RFA – Schmelzaufschlussverfahren, Beuth-Verlag, Berlin.
DIN-EN_955-5 (1955). Chemische Analyse von feuerfesten Erzeugnissen. Teil 5:
Röntgenfluoreszenzanalyse von Schmelztabletten, Beuth-Verlag, Berlin.
ISO_9516-1 (2003). Iron Ores – Determination of various elements by X-ray flu-
orescence spectrometry, Part 1: Comprehensive procedure, Beuth-Verlag, Berlin.

B.4.4.3 Analysis of Oils, Liquid Fuels, Grease
ASTM-D_2622–08 (2010). Standard Test Method for Sulfur in Petroleum Prod-
ucts by Wavelength-dispersive X-ray Fluorescence Spectrometry.
ASTM-D_4294-16 (2016). Standard Test Method for Sulfur in Petroleum and
Petroleum Products by Energy-dispersive X-ray Fluorescence Spectrometry.
ASTM-D_4927 – 15 (2015). Standard Test Methods for Elemental Analysis of
Lubricant and Additive Components—Barium, Calcium, Phosphorus, Sulfur, and
Zinc by Wavelength-Dispersive X-ray Fluorescence Spectrometry.
ASTM-D_5059-14 (2014). Standard Test Method for Lead in Gasoline by X-ray
Fluorescence Spectrometry.
ASTM-D_5839-15 (2015). Standard Test Method for Trace Element Analysis of
Hazardous Waste Fuel by Energy-Dispersive X-Ray Fluorescence Spectrometry.
ASTM-D_6052 (2008). Standard Test Method for Preparation and Elemental
Analysis of Liquid Hazardous Waste by Energy-Dispersive X-ray Fluorescence.
ASTM D6247-10 (2010). Standard Test Method for Determination of Elemental
Content of Polyolefins by Wavelength-dispersive X-rayFluorescence Spectrometry.
ASTM-D_6334-12 (2012). Standard Test Method for Sulfur in Gasoline by
Wavelength-dispersive X-ray Fluorescence Spectrometry.
ASTM-D_6376-10 (2010). Standard Test Method for Trace Metals in Petroleum
Coke by Wavelength-dispersive X-ray Fluorescence Spectrometry.
ASTM-D_6443 (2014). Standard Test Method for Determination of Calcium,
Chlorine, Copper, Magnesium, Phosphorus, Sulfur, and Zinc in Unused Lubricat-
ing Oils and Additives by Wavelength-dispersive X-ray Fluorescence Spectrometry
(Mathematical Correction Procedure).
ASTM-D_6481-14 (2014). Standard Test Method for Determination of Phospho-
rus, Sulfur, Calcium, and Zinc in Lubrication Oils by Energy-dispersive X-ray
Fluorescence Spectrometry.
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ASTM-D_7212-13 (2013). Standard method for Low Sulfur in automotive Fuels
by Energy-dispersive X-Ray Fluorescence Spectrometry Using a Low Background
Proportional Counter.
ASTM-D_7343-12 (2017). Standard Practice for Optimization, Sample handling,
Calibration, and Validation of X-Ray Fluorescence Spectrometry Methods for Ele-
mental Analysis of Petroelum and Petroleum Products.
ASTM-D_7455-14 (2014). Standard Practice for Sample Preparation of
Petroleum and Lubricant Products for Elemental Analysis.
ASTM-D_7751 (2011). Standard Test Method for Determination of Additive Ele-
ments in Lubricating Oils by EDXRF Analysis.
DIN_51750-1 (1990-12). Prüfung von Mineralölen; Probenahme; Allgemeines,
Beuth-Verlag, Berlin.
DIN_51750-2 (1990-12). Prüfung von Mineralölen; Probenahme; Flüssige Stoffe,
Beuth-Verlag, Berlin.
DIN_51750-3 (1991-02). Prüfung von Mineralölen; Probenahme; Salbenartig-
konsistente und feste Stoffe, Beuth-Verlag, Berlin.
DIN_51363 (2003-02). Prüfung von Minerlölen - Bestimmung des P-Gehaltes von
Schmierölen und Schmierölwerkstoffen, Teil 2: RFA, Beuth-Verlag, Berlin.
DIN_51390 (1997-11). Prüfung von Mineralölerzeignissen - Bestimmung der
Si-Gehaltes, Teil 2: RFA, Beuth-Verlag, Berlin.
DIN_51391 (1994-03). Prüfung von Schmierstoffen, bestimmung des Gehaltes an
additivelementen RFA, Beuth-Verlag, Berlin.
DIN_51396 (2008-11). Prüfung von Schmierstoffen - Bestimmung von Abriebele-
menten, Teil 2: RFA, Beuth-Verlag, Berlin.
DIN-51399 (2010-01). Prüfung von Schmierölen - Bestimmung des Element-
gehalte aus Additiven, Abrieb und sonstigen Verunreinigungen, Teil 2: RFA,
Beuth-Verlag, Berlin.
DIN-51440 (2003-03). Prüfung von Ottokraftstoffen - Bestimmung des P-Gehaltes
Teil 1: RFA, Beuth-Verlag, Berlin.
DIN-51577 (1994-02). Prüfung von Kohlenwasserstoffen und ähnlichen Erzeug-
nissen, Bestimmung des Cl- und Br-Gehaltes EDRFA, Beuth-Verlag, Berlin.
DIN-51769-10 (2013-04). Mineralölerzeugnisse - Bestimmung niedrieger
Pb-Gehalte in Kraftstoffen, Teil 10: RFA, Beuth-Verlag, Berlin.
DIN-51769-6 (1990-11). Prüfung von Mineralölerzeugnissen, Bestimmung de
Pb-Gehaltes von Ottokraftstoffen mit einer Massenkonzentration über 25 mg/l
RFA, Beuth-Verlag, Berlin.
DIN-51790-07 (2002-01). Prüfung flüssiger Brennstoffe - Bestimmung des V- und
Ni-Gehaltes, Teil 7: RFA mit FP-Modellen, Beuth-Verlag, Berlin.
DIN-51829 (2013-03). Mineralölerzeugnisse - Bestimmung von Additiv- und
Abriebelementen in Schmierfetten, RFA, Beuth-Verlag, Berlin.
DIN-EN_13723 (2002-10). Mineralölerzeugnisse - Bestimmung niedriger
Pb-Gehalte in Kraftstoffen, RFA, Beuth-Verlag, Berlin.
DIN-EN-ISO_14596 (2007-12). Mineralölerzeugnisse - Bestimmung des
S-Gehalte, RFA, Beuth-Verlag, Berlin.
DIN-EN-ISO_14597 (1999-03). Mineralölerzeugnisse - Bestimmung des V- und
Ni-Gehaltes, WDRFA, Beuth-Verlag, Berlin.
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DIN-EN_15485 (2007-11). Ethanol zur Verwendung als Blendkomponente in
Ottokraftstoff, Pb-Komponente in Ottokraftstoff - Bestimmung des S-Gehaltes mit
RFA, Beuth-Verlag, Berlin.
DIN-EN-ISO 20847 (2004-07). Mineralölerzeugnisse - Bestimmung des
S-Gehaltes von Kraftstoffen für Kraftfahrzeuge – EDRFA, Beuth-Verlag, Berlin.
DIN-EN-ISO_20884 (2011-07). Mineralölerzeugnisse - Bestimmung des
S-Gehaltes von Kraftstoffen für Kraftfahrzeuge – WDRFA, Beuth-Verlag, Berlin.
DIN-EN-ISO_3170 (2004-06). Flüssige Mineralölerzeugnisse - Manuelle Probe-
nahme, Beuth-Verlag, Berlin.
DIN-EN-ISO_4259 (2006-10). Mineralölerzeugnisse - Bestimmung und Anwen-
dung der Werte für die Präzision von Prüfverfahren, Beuth-Verlag, Berlin.
DIN-EN-ISO_8754 (2003-12). Mineralölerzeugnisse - Bestimmung des
S-Gehaltes, EDRFA, Beuth-Verlag, Berlin.
ISO_14596 (2007). Petroleum products: Determinationof Sulfur content –
Wavelength-dispersive X-Ray spectrometry, Beuth-Verlag, Berlin.
ISO_14597 (1997). Petroleum products: Determinationof Vanadium and Nickel
content – Wavelength-dispersive X-Ray spectrometry, Beuth-Verlag, Berlin.
ISO_20884 (2011). Petroleum products: Determinationof Sulfur content of auto-
motive fuels – Wavelength-dispersive X-Ray spectrometry, Beuth-Verlag, Berlin.

B.4.4.4 Analysis of Solid Fuels
DIN-51700 (2010-07). Prüfung fester Brennstoffe - Allgemeines und Übersicht
über Prüfverfahren, Beuth-Verlag, Berlin.
DIN_51701-2 (2006-09). Prüfung fester Brennstoffe - Probenahme und Proben-
vorbereitung - Teil 2: Durchführung der Probenahme, Beuth-Verlag, Berlin.
DIN_51701-3 (2006-09). Prüfung fester Brennstoffe - Probenahme und Probenvor-
bereitung - Teil 3: Durchführung der Probenvorbereitung, Beuth-Verlag, Berlin.
DIN_51701-4 (2006-09). Prüfung fester Brennstoffe - Probenahme und Proben-
vorbereitung - Teil 4: Geräte, Beuth-Verlag, Berlin.
DIN_51718-06 (2002). Prüfung fester Brennstoffe - Bestimmung des Wasserge-
haltes und der Analysenfeuchtigkeit, Beuth-Verlag, Berlin.
DIN_51719-07 (1997). Prüfung fester Brennstoffe - Bestimmung des Aschege-
haltes, Beuth-Verlag, Berlin.
DIN_51720-03 (2001). Prüfung fester Brennstoffe - Bestimmung des Gehaltes an
flüchtigen Bestandteilen, Beuth-Verlag, Berlin.
DIN_51729-10 (2011-04). Prüfung fester Brennstoffe - Bestimmung de chemischen
Zusammensetzung von Brennstoffasche, Beuth-Verlag, Berlin.
DIN_51729-10 (2011-04). Prüfung fester Brennstoffe - Bestimmung der chmishen
Zusammensetzung von Brennstoffasche, Teil 10: RFA, Beuth-Verlag, Berlin.
DIN-EN-ISO_16967 (2004-07). Feste Biobrennstoffe - Bestimmung von Hauptele-
menten - Al, Ca, Fe, Mg, P, K, Si, Na und Ti, Beuth-Verlag, Berlin.
DIN-EN-ISO_4257 (2002-03). Flüssiggase – Probenahme, Beuth-Verlag, Berlin.
DIN-ISO_12980 (2006-05). Kohlenstoffmaterialien für die Herstellung von
Al, Grünkoks und kalzinierter Koks für Elektroden, WDRFA, Beuth-Verlag,
Berlin.
RAL-GZ-724 (2012). Sekundärrohstoffe - Gütesicherung. Beuth-Verlag, Berlin.
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B.4.4.5 Coating Analysis
ASTM-B_487-85 (2013). Standard Test Method for Measurement of Metal and
Oxide Coating Thickness by Microscopical Examination of Cross Section.
ASTM-B_568-98 (2014). Standard Test Method for Measurement of Coating
Thickness by X-Ray Spectrometry.
ASTM-B-659 (2014). Standard Guide for Measuring Thickness of Metallic and
Inorganic Coatings.
ASTM-D_7639-10 (2014). Standard Test Method for Determination of Zirconium
Treatment Weight or Thickness on Metal Substrates by X-Ray Fluorescence.
DIN-EN_1071-4 (2006-05). Hochleistungskeramik - Verfahren zur Prüfung
keramischer Schichten, Teil 4: Bestimmung der Zusammensetzung durch ESMA,
Beuth-Verlag, Berlin.
DIN-EN-ISO_1513 (2010-10). Beschichtungsstoffe - Prüfung und Vorbereitung
von Proben, Beuth-Verlag, Berlin.
DIN-EN-ISO_15528 (2013-12). Beschichtungsstoffe und Rohstoffe für Beschich-
tungsstoffe – Probenahme, Beuth-Verlag, Berlin.
DIN-EN-ISO_3497 (2001-12). Metallische Schichten - Schichtdickenmes-
sung – RFA, Beuth-Verlag, Berlin.

B.4.4.6 Metallurgy
ASTM-B_890-07 (2012). Standard Test Method for Determination of Metallic
Constituents of Tungsten Alloys and Tungsten Hard-metals by X-Ray Fluorescence
Spectrometry.
ASTM-E_322-12 (2012). Standard Test Method for Analysis of Low-Alloy Steels
and Cast Irons by Wavelength-dispersive X-Ray Fluorescence Spectrometry.
ASTM-E_539-11 (2011). Standard Test Method for Analysis of Titanium Alloys
by X-Ray Fluorescence Spectrometry.
ASTM-E_572-13 (2013). Standard Test Method for Analysis of Stainless and Alloy
Steels by Wavelength-dispersive X-Ray Fluorescence Spectrometry.
ASTM-E_1085-16 (2016). Standard Test Method for Analysis of Low-Alloy Steels
by Wavelength-dispersive X-Ray Fluorescence Spectrometry.
ASTM-E_2465-13 (2013). Standard Test Method for Analysis of Ni-Based Alloys
by Wavelength X-Ray Fluorescence Spectrometry.
DIN-EN_10315 (2006-10). Standardverfahren zur Analyse von hochlegiertem
Stahl mittels RFA unter Anwendung eines Vergleichs-Korrekturverfahrens,
Beuth-Verlag, Berlin.
DIN-EN_15063-1 (2013-11). Cu und Cu-Legierungen - Bestimmung von
Hauptbestandteilen und Verunreinigungen durch RFA, Teil 1: Anleitung für das
Routineverfahren, Beuth-Verlag, Berlin.
DIN-ISO_4503 (1991-07). Hartmetalle, Bestimmung des Gehaltes metallischer
Elemente durch RFA in fester Lösung, Beuth-Verlag, Berlin.
DIN-ISO_4883 (1991-06). Hartmetalle, Bestimmung des Gehaltes metallischer
Elemente durch RFA, Lösungsverfahren, Beuth-Verlag, Berlin.
DIN-EN-15063-2 (2007-01). Kupfer und Kupferlegierungen - Bestimmung
von Hauptbestandteilen und Verunreinigungen durch wellenlängndispersive
Röntgenfluoreszenz (RFA): Routineverfahren. Berlin, Beuth-Verlag.



434 Appendix B Important Information

DIN-EN-10020 (2000-07). Begriffsbestimmungen für die Einteilung der Stähle,
Beuth-Verlag, Berlin.
EN-573_3-2013-12 (2013). Aluminium und Aluminiumlegierungen - Chemische
Zusammensetzung und Form von Halbzeug - Teil 3: Chemische Zusammensetzung
und Erzeugnisformen, Beuth-Verlag, Berlin.

B.4.4.7 Analysis of Electronic Components
ASTM-F_2617-15 (2017). Standard Test Method for Identification and Quan-
tification of Chromium, Bromine, Cadmium, Mercury, and Lead in Polymeric
Material Using Energy-dispersive X-ray Spectrometry.
ASTM-D_7611/D7611M-13 (2013). Standard Practice for Coding Plastic Manu-
factured Articles for Resin Identification.
DIN-EN_23270 (1991-09). Lacke, Anstrichstoffe und deren Rohstoffe; Tempera-
turen und Luftfeuchten für Konditionierung und Prüfung, Beuth-Verlag, Berlin.
DIN-EN_62321-3-1 (2014-10). Verfahren zur Bestimmung von bestimmten
Substanzen in Produkten der Elektrotechnik, Teil 3-1: Screening Pb, Cd, Hg,
Gesamt-Cr und Gesamt-Br durch RFA, Beuth-Verlag, Berlin.
DIN-IEC_62495 (2011-12). Strahlungsmessgeräte - Tragbare Röntgenfluoreszenz-
Analysengeräte mit Kleinströntgenrohren, Beuth-Verlag, Berlin.
Directive 2002/95/EC (2003-01). Restriction of the use of Hazardous Substances
in Electrical and Electronic Equipment.
Directive 2002/96/EC (2003-01). Waste Electrical and Electronic Equipment.
Directive 2000/53/EC (2000-09). End of Life Vehicles.
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Index

a
abrasion analysis 209–211
absorption 16, 44, 99, 134

detector window 70
measurement medium

107–110
sample cup 57

absorption edge 90, 104, 256
energy 269, 391

absorption length 121, 309
absorption mode 291, 297
accuracy 10

obtainable 133
analysis of

abrasion 209–211
abrasion particles in waste oil

315–316
additives 261
Al-alloys 191–192
animal food 243–244
archeometric objects 344
bauxite 218–219
boron in glasses 201
cement 223–227
ceramics, refractories

237–239
CIGS 305–306
coal 227–230
coke 227–230
compact samples 189

consumer goods 324–325
Cu-alloys 189–191
dust in work environments

241
dusts 239–242
element distributions 331
ferroalloy 230–235
float glass 200
food stuff 242–245
free lime 227
fuels 255–260
geological samples 213–216
glass 199–203
glass particles 316–317
hidden pigment layers 349
high-alloyed steel 187–188
historical coins 347–348
inclusions 318
infant food 244–245
iron alloy 183–188
iron ore 216–217
layer systems 291
light element in liquids

263–265
liquids 253–255
low-alloyed steel 185–187
lubricating oils 258–260
medium dust loads 239–240
Mn, Co, Ni, Zn, Pb ores

217–218
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analysis of (contd.)
non-destructive 8
nonhomogeneous samples

287–290
oils 255–260
ores 216–221
particles 313–317
Pb in paint 321
pharmaceuticals 245–246
polymers 203–209
powder samples 213
precious metal 322–323
precious metal jewelry

195–199
precious metal ores 219–221
pure elements 198–199
qualitative 10, 28
quantitative 10, 28
quartz 223
rare earth element ores

219–221
refractories 192–194
scrap sorting 321–322
secondary fuels 246–252
sewage sludge 221–223
slags 235–237
soil 221–223
solder alloys 194–195
solder structures 306–307
solid samples 183
Ti-alloys 194
toxic elements 324–328
toxic elements in fuel

256–258
toys 328–300
traces in liquids 261–263
unknown coating systems

307–308
waste 246
wear debris 260

analysis of variance (ANOVA)
152

analysis report 27, 29
analysis task 28, 144, 204, 252,

256
analyte line 70, 102, 115, 145

layer analysis 136
analytical errors 149

randomly 157–158
systematic 158–159

analytical method 27, 31, 74,
126, 127, 146, 156

analytical performance
abrasion analysis 211
Al-alloys 191–192
Bauxite 219
cement 226
ceramics, refractories 238
coal 230
consumer goods 327
Fe-ores 217
ferro-alloys 235
float glass 203
fuels 258
geological samples 216
handheld 320
high alloy steel 188
layer systems 293
low alloy steel 187
lubricating oils 259
metal solutions 191
Ni-Fe-Co alloys 189
pig and cast iron 185
polymers 206
precious metals 198
secondary materials 251
slags 237
soils, sludges 223
solder alloys 195

analytical procedure 27, 31, 143
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analytical question 4, 32, 143,
290, 319

analytical task 1, 26, 28, 189,
195–196

analyzed mass 35, 126
analyzed volume 32–36
ashing, biological materials 59
at-line analysis 368
Atomic Absorption Spectrometry

(AAS) 168–169
atomic number

dependence of important
parameters 7

atomic weight 388, 389
automation 10, 86, 356, 371
average value 39, 151

b
background correction

ED spectra 115
background position 74, 108,

115
ball mill 42, 231
bandpass filter

excitation beam 93
binder 45
binder tray 46, 59
blank sample 32, 116, 127, 132,

271
bracketing technique 124
Bragg angle 63, 66, 86, 202
Bragg’s equation 61, 68
Bragg’s law 20

c
calibration models

conventional 118–121
fundamental parameter based

121–123
standard based 118

calibration sample 32, 118
cellulose 48
Certified Reference Material 131
characteristic lines

intensity ratios 14
characteristic spectrum 11
chemometric method

glass particles 316–317
polymers 206–209
spectra evaluation 358–360

cluster analysis 142
coherent scattering 18
collimator 81, 93, 287, 315
collimator size 67
combinatorial analysis 355

for drug development
357–358

Compton electron 76, 178
Compton peak 18, 220, 281
Compton–Rayleigh ratio 18, 256
Compton scattering 18, 104,

120, 123, 204
concentration range 8
confocal geometry 311
continuous spectrum 11
costs 49, 367
count number 108, 112
count rate 62, 102, 104, 110, 129,

289
count rate capability 23, 71, 74,

105
creation of an application 143
cross-contamination 38
crystal-collimator combination

87, 113
crystalline samples 77
crystalline structure 19
crystal, WD-spectrometer 62, 67
curved crystals 93
cutting mill 42
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d
dead time 72, 109

optimal throughput 71–72
pile-up probability 77

degree of determination 126
density 12, 16, 45, 134, 135, 177,

388
sample 43

depth of penetration 9
detection efficiency 70, 81
detection limit 8, 126, 127

blank value method 128
geological samples 215
layer systems 136
TXRF 89

detector 21
development 23
types 68

detector saturation 110, 184
WD instruments 72

difference method 199
diffraction peak 77

elimination 107
disk mills 42
drift correction 131
drift correction sample 32
dust collection 239

e
EDS instruments

principle layout 81
elastic scattering 18
electrolyte manganese 230
electronic noise contribution 68
element analysis methods 167,

175
element distribution 10, 93, 287

archeometric objects 344–350
art objects 349

electronic components
342–344

geological samples 333
homogeneity tests 351
image quality 332
line overlap 337
maximum pixel spectrum

339–340
object spectra 335–336
printed circuit board 343
sum spectrum 334–335

element identification 21, 28, 99
element range 8
emission mode 291, 294, 298
empirical model

linear, quadratic 119
energies

K-line 394
L-lines 397
M-lines 401

energy-dispersive spectrometer
21

energy resolution 15, 112, 289,
302

EDS 68–71, 289, 303
high 96
WDS 66–68

enrichment
by absorption 264–265
by complexing 265
by drying 261–262

equipment for fusion beads 52
equivalent dose 177, 178
error 149

absolute 164
propagation 160–162
randomly 157–158
relative 164
statistical 102, 152
stochastic 157
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systematic 158–159
error information

recording 164–165
escape peak 76
ESMA 23, 173
excitation conditions 10, 86, 92,

99, 103, 145, 295
tube voltage and current 104

excitation geometry 36
confocal geometry 95–96
ED-spectrometers 81–85
grazing incidence 97
monoenergetic radiation

90–91
polarized radiation 91–93
position sensitive 93–94
total reflection 88–90
WD-spectrometers 85–87

f
Fano factor 69
Ferro-Chromium 230
Ferro-Manganese 230
Ferro-Molybdenum 230
Ferro-Niobium 230
Ferro-Silicon 230
Figure of Merit (FOM) 129
filter

dust collection 60, 240, 279
excitation beam optimizing

63, 73, 78, 106
selection 145

fixed channel
Boron in glass 202

fluorescence intensity 36
fundamental calculation 117
grinding time 43
matrix dependence 101
sample density 44
sample morphology 44

surface roughness 40
fluorescence yield 15, 19, 117,

416
fluxe 50, 51, 236
free lime 227
fusion beads 48

crystallization 54
fluxes 50
instrumentation 49
oxidizing agents 50
quality criteria 53–54
temperature profile 52

g
Gaussian distribution 155, 157
Gauss statistics 102
grain size 31, 42, 43

distribution 46
for fusion beads 49

Gray (Gy) 177
grazing incidence 269, 309
grazing incidence X-ray emission

(GIXE) 97, 309
grinding time 43

ferro alloys 231
grinding tools 42
gross intensity 115

h
half-width 178
handheld

archeometric objects 345
art objects 323–324
prospecting in geology 323
sample preparation 320

handheld devices
material identification

318–324
hidden layers 304, 306

of pigments 350
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hidden layers (contd.)
high-throughput screening 355
homogeneity 38

by elemental distribution 351
fusion beads 53
by multi point measurement

352–353
house standard 379

i
impactor 239
incident angle 35, 97, 269, 309
incoherent scattering 18
Inductively Coupled Plasma (ICP)

170
inelastic scattered bremsstrahlung

105
inelastic scattering 18, 124, 206
infinite thickness 36
information depth 9, 31, 32, 36,

136, 263, 292, 316
layer systems 291
small particles 313
TXRF 271

in-line analysis 368
instrument types 61, 81, 98
intensity normalized to

current 112
time 112

intensity ratio 114
quant models 122
quant of coatings 135, 301
for speciation analysis 363

internal standard 120
analysis of dust 240
analysis of liquids 263
TXRF 89, 121, 269, 278

k
Kramers’ law 12

l
laboratory sample 26–28, 31, 32,

149, 159, 170, 231
Lambert-Beer’s law 15, 34, 134,

272
laser induced breakdown

spectroscopy (LIBS)
171–172

layer analysis 9, 25, 133,
135–139, 290, 291–293, 297

layer systems 24, 28, 291
absorption mode 297
characterization 133–140
CIGS 305–306
GIXE 97
measurement technology

293–294
mono-layers 294–302
multi layers 304–307
NiP-layers 300–302
relative mode 298–302
sample handling 292–293
ultra-thin layers 302–304

limit of detection 127, 174, 384
sulfur 257

line energies 13
dependence on atomic number

17
line intensity 99, 102
line interferences 7, 110, 414
line-like spectra 11, 12, 113
liquids

analysis 253–265
direct measurement 55–58
measurement medium

107–110
multielement analysis

254–255
preparation 54–55
trace analysis 261–263
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trace analysis by enrichment
264–265

lithium-metaborate 40, 50, 52,
55, 225

lithium-tetraborate 40, 50, 51,
193, 201, 222, 225, 239

LiTrap 263, 264
live time 109–110
loss of ignition 50, 53, 218, 225

m
macro X-ray spectrometer

94–95
majors 133, 164, 341
mass-absorption coefficient 99
mass attenuation coefficient 12,

16, 103, 104, 117, 134, 139,
177, 272, 309

mass per area 291
mass spectrometry (MS) 1, 3,

167, 168, 171, 172–173
matrix correction 119, 129, 216,

255
concentration-corrected 119
intensity-corrected 120

matrix dependence 8
matrix influence

correction 120
fluorescence intensity 205

matrix interaction 99
change by absorbers 51
quantification 102
reduction by fluxe 54
secondary and tertiary effects

101
for TXRF 89

measurement
conditions 102
long term stability 153–154
precision 151–153

reproducibility 154
time 108
uncertainty 28, 29, 159

measuring sample 32
measuring time 1, 10, 56, 63, 64,

73, 74, 83, 86, 96, 110, 112,
128, 145, 158, 190, 278, 290,
297, 318, 332, 335, 336, 345,
352

melting, surface tension 52
micro-X-ray fluorescence (μ-XRF)

2, 106, 315, 331
minerals 213, 333, 335, 358, 371,

376
minors 133, 341
Monte Carlo quantifications 124
mortar 42, 223
Moseley’s law 13, 99, 110
multi-point measurements

352–353

n
net intensity 112, 115
neutron activation analysis (NAA)

168
noise, energy dependence 68
nomenclature

IUPAC 15
Siegbahn 15

nonhomogeneous samples
measurement modes 287–288

normal distribution 152, 155,
157

o
off-line analysis 368, 369
on-line analysis 368, 376–377
operating costs 79–80
optical emission spectrometry

(OES) 1, 167, 169–172
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optimization criteria 102–103
optimum throughput 71–72
ores

Mn, Co, Ni, Cu, Zn, Pb
217–218

precious metals 219–221
overlap factors 113

p
paraffin wax 48
peak fitting 75, 110, 113, 158,

289, 293
influence to uncertainty 75, 78

peak intensity
determination 112–116

peak overlaps 62, 64, 74, 75, 102,
110, 112–114, 119, 188,
197, 198, 217, 252, 271, 289,
327

peak-to-background ratio 64
assessment criteria 129
measuring conditions 73
optimal sensitivity 73
polarized excitation 91–93
primary spectrum 105–107
requirements 102

penetration depth 9, 31, 34, 96,
97, 173, 177, 194, 263, 309,
311

pereparation small particles,
fusion bead 41

periodical system 192, 214, 388
phase analysis 141–142
photo-absorption coefficient 13,

117
pigment investigations 349
pile-up peak 77
PIN-diode 68, 302, 303
planet mill 42

point analyses 4, 183, 289, 290,
331, 342, 343, 346

Poisson statistics 102
positive material identification

(PMI) 28, 83, 141, 211,
316

precision 162
process capability 154–156

preparation
by cutting 42
by drying 55
by grinding 42
of hard-metals 192
of organic tissues 59
by polishing 40
of precious metal jewelry

195–198
by pre-oxidation 50
by remelting 39

preparation small particles,
pouring 43–44

pressed pellet 44–49, 54,
213–220, 222–229

stability 46
pressing die 214
press mold 44
principal component analysis

141–142, 317, 360
process control 367–377
prop-counter 68, 70, 301, 303
proton-induced X-ray emission

(PIXE) 173
pulse throughput

influence to measuring time
74–75

q
qualitative analysis 7, 10, 21, 28,

81, 99, 316, 384
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quality management 5, 291,
379–386

quantification
chemometric methods

140–143
by reconstitution 124–125

quantification models 117
comparison 129–131
layer systems 138

quantitative analysis 10, 18, 21,
28, 99, 239, 316, 319, 321,
322

r
radiation damages

clinical effects 180
genetic 178
relative sensitivities 179
somatic 178
teratogenic 178

radiation exposure by
cosmic radiation 180
inhalation of Radon 180
natural 179–180
terrestrial 180

radiation protection 177
dose 177
half-width thickness 177
handheld instruments 320
regulations 181

raw data 28
Rayleigh scattering 17, 104
real time 109, 110, 368
recalibration sample 32
reference materials 109, 118,

125, 131–133, 167, 170,
205, 223, 353, 376, 380, 381,
426

reference sample 4, 8, 28, 29, 90,
117, 118, 120, 122, 131, 145,
146, 163, 204

reflections, higher order 76
relative mode 291, 298–302
relative standard deviation 151

statistical error 152
repeatability 29, 125, 150, 154,

186, 187, 226, 258–260,
289, 295, 365

Restriction of Hazardous
Substances (RoHS) 194,
307, 324, 343

rocks 33, 41, 51, 213, 216, 350
rotating mill 42

s
sample

blank 32
calibration 32
drift correction 32
recalibration 32

sample cup 56
foil, transmission 57
window materials 56

sample preparation 8, 26, 27
adjust to device geometry 9
aerosols 59–60
aids 31
automated 371
binders 48
biological materials 58–59
carbonates 55
contaminations 37–38
dust 59
fusion beads 48
generation of homogeneous

samples 31
glasses 40–41
grain size effects 47
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sample preparation (contd.)
liquids 55–58
metallic compounds 55
metals 39–40
micro droplets 262, 270, 285
particles 314
pouring loose powder 43–44
powder-like materials 41
pressed pellets 44
representativity 41
small particles 59–60
small part materials 41–55
sulfide minerals 55
surface contamination 36
surface roughness 36
targets 31
techniques 33
TXRF 269–271

sample thickness 36, 37, 46, 52,
86, 205, 225, 228, 271–273,
340

sample volume 9, 28, 36, 97, 99,
121, 158, 188, 222, 252, 351

sampling 4, 26, 27, 39, 63, 79, 82,
83, 133, 149, 185, 210, 216,
222

saturation thickness 127, 210,
291, 296

influence to intensity 36
scattered radiation

dependence on energy 20
dependence on scatter direction

20
scattering 16, 17, 26

background 60, 115, 363
scintillation counter 62, 70
secondary fuels

toxic elements 247
secondary raw materials

liquids 249–250

solid 247–249
self-absorption 134, 295
sensitivity 10, 64

improvement 89–92, 265
for light elements 107, 202
optimal for EDS 73

setting parameters 64, 80
shaping time 71–73
shelf 79
Sherman equation 117,

121–123, 134, 138, 209
Si(Li) detector 68, 70, 71, 91
Sievert (Sv) 177
significant figures 133, 164, 165
silico-manganese 230
silicon drift detectors (SDD) 23,

68, 71, 74, 129, 137, 289,
293, 320

sodium-borate 192
sodium-tetraborate 50, 236
solid samples

coating reference 296
speciation analysis 361

Al-inclusions in steel 363–365
S-compounds 362–363
SiO2 in SiC 365

spectra acquisition 63
spectra artifacts 76–79
spectra deconvolution 113–114
spectra evaluation, chemometric

358–360
spectral background, WD spectra

115
spectrometer

coating thickness 94
monoenergetic excitation 90
polarized radiation 91–93
position-sensitive 93–94
tabletop 84–85
total reflection 88–90
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spectroscopy
energy-dispersive 63
wavelength-dispersive 62

spectrum
characteristic 11
continuous 11
tube 12

spot size 93, 94, 96, 136, 194,
196, 287, 288, 290, 291, 293,
299, 332

standard deviation 39, 74, 75,
102, 108, 109, 128,
151–153, 155, 157, 185,
188, 201, 236, 252

standard reference material 118,
131

statistical error 8, 23, 69, 74, 75,
102, 103, 125, 127, 129, 144,
152, 185, 188, 198, 208, 225,
226, 238, 252

Student’s distribution 152, 153
surface roughness 10, 31, 36, 38,

40, 43, 48, 158, 187
surface tension 52
synchrotron 2, 11, 91, 297, 309,

363
synthetic multilayer systems

(SML) 67

t
tail 79
target disc model 149
target material 18, 103

tube 103
thickness ranges 37, 136, 137,

296, 305
thin section, geology 333,

340–342
threshold control 10, 28, 215

threshold value 28, 215, 242,
255, 323, 325

tolerance limits 155
tolerance window 380
total reflection X-ray fluorescence

(TXRF) 88, 90, 120, 210,
263, 269

analysis by VPD 284–285
analysis of aerosols 279
analysis of aqueous solutions

274–278
analysis of blood and blood

serum 280–282
analysis of depth profiles

285–286
analysis of drinking water 275
analysis of HG in water 277
analysis of high-purity

chemicals 283
analysis of nanoparticles

279–280
analysis of pigments 278
analysis of traces in body tissues

282–283
critical sample thickness 272
detection limits 273–274
incidence angle 269
matrix interaction 272–273
measurement geometry 271
measuring time 269
quantification 271–272
sample quantities 269
special features 271

traceability to SI-units 379
traces 1, 38, 44, 54, 133, 171,

184, 190, 191, 194, 199, 202,
228, 237, 254

transfer factors, element-oxide
418

transition probability 13, 117
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transmission, sample cup foil 57
trueness 126, 127, 150, 156, 170,

189, 196, 198, 215, 216
tube parameter

voltage and current 105
tube power 25, 73, 74, 82, 86,

103, 105, 288, 320, 366

u
uncertainty 385

bottom-up method 161–162
layer systems 140
top down method 162–163

uncertainty budget 147, 161, 418

v
validation 28, 380

parameters 384–385
procedure 382

vapor phase deposition (VPD)
284

w
wavelength-dispersive

spectrometer 20
multi-channel 87
sequential 85–87
simultaneous 87

wavelength-dispersive
spectrometers (WDS)
instruments

principle layout 85
wavelengths 11
wavelengths

K-lines 404
L-lines 407
M-lines 411

wax 45, 48, 201, 218, 225, 228,
231

working range 127–129

x
X-ray lines, frequency 110
X-ray microanalysis 23
X-ray optics 1, 8, 11, 80, 88, 93,

95, 288
X-ray spectra 7, 20–21, 99–147
X-ray spectrometer

energy dispersive 63
energy resolution 64
general design 61–63
handheld 25, 82, 98, 215
multichannel 98
portable instruments 83–84
sequential 98
table top 98
total reflection 98
wavelength dispersive 66

X-ray spectrometry
history 21


