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1.1. Overview and principles of powder diffraction

R. E. Dinnebier and S. J. L. Billinge

1.1.1. Information content of a powder pattern

The structures of real materials comprise not only the crystal

structure – the time- and space-averaged periodic configuration

of atoms on an idealized periodic lattice – but also the micro-

structure, which is caused by imperfections, dislocations and all

kinds of disorder. The microstructure is often responsible for

interesting properties of the material. A powder diffraction

pattern contains a wealth of information about this micro-

structure in addition to the average crystal structure, as shown

schematically in Fig. 1.1.1.

At each stage of a powder diffraction study, great effort and

ingenuity are needed to find the optimal experimental conditions

and to understand and analyse the resulting line shapes and

signals. As experimental equipment, theoretical understanding

and computational tools have improved, it has become possible

to tap into the rich information content of the line peak shapes

and diffuse background of a typical powder diffraction pattern,

yielding unprecedented information about real materials for

materials scientists, chemists, physicists, earth scientists and

engineers. For example, in the modern practice of whole-pattern

modelling, the line profile is calculated from first principles,

taking into account all aspects of the state of the sample, such as

particle-size distributions, inhomogeneous strains and texture, as

well as the experimental setup and aberrations. There is a useful

feedback effect in that better profile descriptions result in more

accurate determinations of the intensities of the Bragg peaks,

which is important to extract accurate structural information

(Bragg peaks are introduced in detail in the next section).

Similarly, great progress has been made in the extraction of

information from the diffuse signal that used to be called the

‘background’. Rather than fitting the background using arbitrary

fitting parameters, as is done in a traditional Rietveld refinement,

careful corrections can be made for experimental effects such as

Compton scattering, fluorescence, multiple scattering and scat-

tering from sample environments. The resulting ‘background’

beneath and between the Bragg peaks of the corrected data is

information-rich diffuse scattering from the sample, which

contains information about the local structure and how it devi-

ates from the average crystal structure in the form of defects and

correlated lattice dynamics (phonons). Total-scattering methods

that include both the Bragg and diffuse scattering are only now

being fully appreciated, with quantitative analyses being carried

out in real space using the atomic pair distribution function

(PDF) method, and in reciprocal space with Monte Carlo simu-

lated-annealing-type modelling based on the Debye equation.

In this introductory chapter, the basic physics behind the

observation of a powder diffraction pattern is described. In

accordance with the scheme in Fig. 1.1.1, the information in a

powder diffraction pattern can be described by the Bragg-peak

positions, the peak profile, the Bragg-peak intensities and the

non-Bragg-scattering contributions to the background. After

describing the fundamentals of scattering by a crystalline powder,

the chapter is organized such that each of the paths illustrated in

Fig. 1.1.1 is followed and described in an introductory way.

Detailed descriptions of the state of the art in the kinds of studies

covered in Fig. 1.1.1 can be found in following chapters, but here

we discuss each aspect of powder diffraction in turn, giving a

high-level overview of what information is available from powder

diffraction as well as explaining the fundamental origin of the

features containing that information. We do not attempt to

review applications of the different kinds of studies, leaving that

to the following chapters.

In this chapter we have drawn heavily on information within

three textbooks (Dinnebier & Billinge, 2008; Mittemeijer &

Welzel, 2012; Egami & Billinge, 2013) and

references therein.

1.1.2. The peak position

1.1.2.1. The Bragg equation derived

The easiest way to understand the struc-

tural information contained in powder

diffraction, and historically one of the first

ways in which diffraction was described, is

via the well known Bragg equation (Bragg,

1913), which describes the principle of X-ray

diffraction in terms of the reflection of

X-rays by sets of lattice planes.

To understand the concept of a lattice

plane, first imagine a three-dimensional

periodic lattice of points, for example the

corners of an array of cubes stacked in three

dimensions. We can imagine a particular

plane through the lattice by placing each

layer of the stack of cubes on a tray: the tray

then defines a lattice plane. Now imagine

making the tray thinner and thinner until it

Figure 1.1.1
Schematic picture of the information content of a powder pattern. [Reproduced from Dinnebier
& Billinge (2008) with permission from the Royal Society of Chemistry.]
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is infinitely thin, but still goes through the same set of points (the

cube corners). What we see is that there is not just a single plane,

but a series of equivalent planes: for example, between the top

and second layers, the second and third layers, and so on. Each

plane is parallel to the others and subsequent planes are sepa-

rated by the same distance (the height of the cube). This is a set of

lattice planes. We can also envisage inserting the trays in other

ways. For example, we could place the trays vertically rather than

horizontally and running from the left side to the right side of the

stack of cubes, or alternatively running from the front of the stack

to the back of the stack. Each of these is a different set of lattice

planes (Fig. 1.1.2), although in this case they have the same layer

spacing, or periodicity. If we were able to insert the tray at

different angles to the cubes, for example at 45˚, we could find

other sets of parallel planes that, when we force them to go

through some well defined subset of the points defining the

lattice, will have well defined layer spacings or periodicities.

Bragg’s law showed that the diffraction pattern could be under-

stood in terms of X-rays reflecting specularly off subsequent

planes in each of these sets of planes and emerging in phase. (In

reality, the actual effect is not specular reflection of light from an

abstract plane, but a diffraction effect. However, the combination

of diffraction and periodicity results in a selection rule that

intense scattering only occurs when this particular specular-

reflection condition holds.)

There are actually an infinite number of lattice planes in an

infinite lattice, and it is important to have a way of labelling them,

which is commonly done using the triplet of indices hkl, called

Miller indices, where h, k and l are integers, and the separation of

the planes is denoted by the distance dhkl. When h, k and l have

small values the planes are said to be ‘low-order’ planes. Low-

order planes have the largest interplanar separations, and for a

particular symmetry of the lattice there is a direct relationship

between the Miller indices and dhkl.

The Bragg equation gives the condition that must hold for

specular reflection from subsequent planes in a set to be

perfectly in phase, as illustrated in Fig. 1.1.3. It is evident in

Fig. 1.1.3 that the wave reflecting off the lower plane travels a

longer distance (by PN before and NQ after reflection occurs)

than the wave reflecting off the upper plane. The two waves

are in phase, resulting in constructive interference, only when

� ¼ PNj j þ NQj j is a multiple n = 0, 1, 2, . . . of the wavelength
�,

� ¼ n�: ð1:1:1Þ
In all other cases, destructive interference results, since it is

always possible to find a deeper plane, p, for which the relation

p� ¼ n�þ 1=2 exactly holds, giving rise to perfect destructive

interference. Thus, when a narrow beam of X-rays impinges on a

crystalline sample, sharp peaks in the intensity of the scattered

X-rays are seen only at the angles for which equation (1.1.1)

holds, with no intensity observed at other angles. As can easily be

seen from Fig. 1.1.3, geometrically,

� ¼ 2d sin �; ð1:1:2Þ
where d is the interplanar spacing of the parallel lattice planes

and 2� is the diffraction (or ‘scattering’) angle, the angle between

the incoming and outgoing X-ray beams. The angle � ¼ 2�=2 is

often called the Bragg angle. Combining equations (1.1.1) and

(1.1.2) we get

n� ¼ 2d sin �; ð1:1:3Þ
which is the Bragg equation (Bragg, 1913).

This simplified derivation of the Bragg equation is often

reproduced in textbooks. Although it leads to the correct solu-

tion, it has a serious drawback. In reality the X-rays are not

reflected by planes, but are scattered by electrons bound to the

atoms in the sample. The planes within a crystal are not like shiny

optical mirrors, but contain discrete atoms separated by regions

of much lower electron density and, in general, the atoms in one

plane will not lie exactly above atoms in the plane below as

implied by Fig. 1.1.3. How is it then that the simplified picture

shown in Fig. 1.1.3 gives the correct result? A more general

description shows that equation (1.1.3) is also valid if the atom in

the lower lattice plane in Fig. 1.1.3 is shifted by an arbitrary

amount within the plane (Fig. 1.1.4).

The phase shift can immediately be deduced from Fig. 1.1.4 as

n� ¼ MNcos 180� � �þ �ð Þ½ � þMNcos �� �ð Þ
¼ MN � cos �þ �ð Þ þ cos �� �ð Þ½ �: ð1:1:4Þ

Figure 1.1.2
Schematic drawing of a set of parallel lattice planes (111) passing
through all points of the cubic lattice.

Figure 1.1.3
Illustration of the geometry used for the simplified derivation of Bragg’s
law. [Reproduced from Dinnebier & Billinge (2008) with permission
from the Royal Society of Chemistry.]

Figure 1.1.4
Illustration of the geometry in the general case where scattering takes
place at the position of atoms in consecutive planes. [Reproduced from
Dinnebier & Billinge (2008) with permission from the Royal Society of
Chemistry.]
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Using the standard trigonometric results

cos �þ �ð Þ ¼ cos � cos � � sin � sin �;

cos �� �ð Þ ¼ cos � cos � þ sin � sin �; ð1:1:5Þ
equation (1.1.4) becomes

n� ¼ MN 2 sin � sin �ð Þ ð1:1:6Þ
with

d ¼ MNsin �; ð1:1:7Þ
which may be substituted to yield the Bragg equation:

n� ¼ 2d sin �: ð1:1:8Þ
The Bragg equation holds for any radiation or particle that is

used to probe the structure of the sample: X-rays, neutrons or

electrons. Another equivalent, and highly useful, form of the

Bragg equation for the particular case of X-rays is

Ed ¼ 6:199

sin �
with � ¼ 12:398

E
; ð1:1:9Þ

where the energy E of the X-rays is in keVand � is in ångströms.

The Bragg law results in narrow beams of high intensity that

emerge from the crystal in specific directions given by the Bragg

equation, resulting in sharp spots on the detector, and there is a

one-to-one correspondence between these Bragg spots (often

referred to as Bragg reflections) and each set of crystallographic

planes. Each Bragg spot is therefore labelled with the same set of

Miller indices, hkl, as the set of planes that gave rise to it.

It is possible to construct a ‘reciprocal space’ where the axes of

the space are in units of inverse length. The reference coordinate

frame of the reciprocal space is defined by a set of basis vectors

whose directions are perpendicular to the plane normals of the

(100), (010) and (100) planes of the crystal. Thus, a point in this

reciprocal space corresponds to a direction in direct space and

every allowed reflection according to the Bragg law is repre-

sented by a point in reciprocal space. The set of points arising

from the Bragg law forms a lattice in reciprocal space, which is

called the ‘reciprocal lattice’, and each single crystal has its own

reciprocal lattice. [See International Tables for Crystallography

Volume B (Shmueli, 2008) for more details.]

To derive the Bragg equation, we used an assumption of

specular reflection, which is borne out by experiment: for a

crystalline material, destructive interference eliminates scattered

intensity in all directions except where equation (1.1.3) holds.

Strictly this holds only for crystals that are infinite in extent and

which the incident X-ray beam can penetrate without loss of

intensity. This does not sound like a particularly good approx-

imation, but in practice it holds rather well. Even a fairly low

energy X-ray beam that only penetrates, say, a micrometre into

the material will still probe �10 000 atomic layers. The condition

is not strictly obeyed in the presence of defects and disorder in

the material. In such materials the Bragg peaks are modified in

their position, their width and their shape, and there is also an

additional component of the diffracted intensity that may be

observed in all directions, away from reciprocal-lattice points,

known as diffuse scattering.

1.1.2.2. The Bragg equation from the reciprocal lattice

Here we develop in more detail the mathematics of the reci-

procal lattice. The reciprocal lattice has been adopted by crys-

tallographers as a simple and convenient representation of the

physics of diffraction by a crystal. It is an extremely useful tool

for describing all kinds of diffraction phenomena occurring in

powder diffraction.

Consider a ‘normal’ crystal lattice with lattice vectors a, b and

c, which have lengths a, b and c, respectively, and angles �
between b and c, � between a and c and � between a and b. The

unit-cell volume is given by V. A second lattice with lattice

parameters a�, b�, c�, ��, ��, �� and unit-cell volume V� with the

same origin exists such that

a � b� ¼ a � c� ¼ b � c� ¼ a� � b ¼ a� � c ¼ b� � c ¼ 0;

a � a� ¼ b � b� ¼ c � c� ¼ 1: ð1:1:10Þ

This is known as the reciprocal lattice1 (Fig. 1.1.5), which exists in

so-called reciprocal space. As mentioned above, we will see that it

turns out that the points in the reciprocal lattice are related to the

vectors defining the crystallographic plane normals. There is one

point in the reciprocal lattice for each set of crystallographic

planes, (hkl), separated by distance dhkl, as discussed below. For

now, just consider h, k and l to be integers that index a point in

the reciprocal lattice. A reciprocal-lattice vector hhkl is the vector

from the origin of reciprocal space to the reciprocal-lattice point

for the plane (hkl),

hhkl ¼ ha� þ kb� þ lc�; h; k; l 2 Z: ð1:1:11Þ

where Z is the set of all integers.

The length of the reciprocal basis vector a� is defined according
to

a� ¼ xðb� cÞ; ð1:1:12Þ

where the scale factor x can easily be deduced, using equations

(1.1.12) and (1.1.10), as

a� � a ¼ xðb� c � aÞ ¼ xV ) x ¼ 1

V
; ð1:1:13Þ

leading to

a� ¼ 1

V
b� cð Þ; b� ¼ 1

V
c� að Þ; c� ¼ 1

V
a� bð Þ ð1:1:14Þ

and, vice versa,

Figure 1.1.5
A two-dimensional monoclinic lattice and its corresponding reciprocal
lattice. [Adapted from Dinnebier & Billinge (2008) with permission from
the Royal Society of Chemistry.]

1 The reciprocal lattice is a commonly used construct in solid-state physics, but
with a different normalization: a � a� ¼ 2�.
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a ¼ 1

V�
b� � c�ð Þ; b ¼ 1

V�
c� � a�ð Þ; c ¼ 1

V�
a� � b�ð Þ:
ð1:1:15Þ

The relationship between the reciprocal and the real lattice

parameters expressed geometrically rather than in the vector

formalism used above is

a� ¼ bc sin �

V
;

b� ¼ ac sin �

V
;

c� ¼ ab sin �

V
;

cos�� ¼ cos� cos � � cos�

sin � sin �
;

cos�� ¼ cos� cos � � cos�

sin � sin �
;

cos �� ¼ cos� cos�� cos �

sin � sin �
;

V ¼ abc
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2 cos� cos � cos � � cos2�� cos2�� cos2�
p

:

ð1:1:16Þ
Equation (1.1.16) is the most general expression for non-ortho-

gonal lattices. The expressions simplify considerably for higher-

symmetry crystal systems.

We now re-derive Bragg’s law using the vector notation

introduced above (Fig. 1.1.6). The wave vectors of the incoming

and outgoing beams are given by s0 and s, respectively. They point

in the direction of propagation of the wave and their length

depends on �. For elastic scattering (for which there is no change

in wavelength on scattering), s0 and s have the same length.

We define the scattering vector as

h ¼ s� s0ð Þ; ð1:1:17Þ
which for a specular reflection is always perpendicular to the

scattering plane. The length of h is given by

h

s
¼ 2 sin �: ð1:1:18Þ

Comparison with the formula for the Bragg equation (1.1.3),

n�

d
¼ 2 sin �; ð1:1:19Þ

gives

n�

d
¼ h

s
: ð1:1:20Þ

Setting the magnitude of s to 1/�, we get the Bragg equation in

terms of the magnitude h of the scattering vector,

h ¼ n

d
: ð1:1:21Þ

This shows that diffraction occurs when the magnitude of the

scattering vector is an integral number of reciprocal-lattice

spacings 1/d. We define a vector d� perpendicular to the lattice

planes with length 1/d. Since h is perpendicular to the scattering

plane, this leads to

h ¼ nd�: ð1:1:22Þ
Diffraction can occur at different scattering angles 2� for the

same crystallographic plane, giving the different orders n of

diffraction. For simplicity, the number n will be incorporated in

the indexing of the lattice planes, where

d�nh;nk;nl ¼ nd�hkl; ð1:1:23Þ
e.g., d�222 ¼ 2d�111, and we get an alternative expression for Bragg’s
equation:

h ¼ d�hkl: ð1:1:24Þ
The vector d�hkl points in a direction perpendicular to a real-space

lattice plane. We would like to express this vector in terms of the

reciprocal-space basis vectors a�, b�, c�.
First we define dhkl in terms of the real-space basis vectors a, b,

c. Referring to Fig. 1.1.7, we can define

OA ¼ 1

h
a; OB ¼ 1

k
b; OC ¼ 1

l
c ð1:1:25Þ

with h, k and l being integers, as required by the periodicity of the

lattice.

The plane-normal vector dhkl originates on one plane and

terminates on the next parallel plane. Therefore, OA � d =

ðOAÞd cos�. From Fig. 1.1.7 we see that, geometrically,

ðOAÞ cos � ¼ d. Substituting, we get OA � d ¼ d2. Combining

this with equation (1.1.25) leads to

1

h
a � d ¼ d2 ð1:1:26Þ

and consequently

h ¼ a � d
d2
; k ¼ b � d

d2
; l ¼ c � d

d2
: ð1:1:27Þ

By definition, h, k and l are divided by their largest common

integer to be Miller indices. The vector d�hkl, from Bragg’s equa-

tion (1.1.24), points in the plane-normal direction parallel to

d but with length 1/d. We can now write d�hkl in terms of the

Figure 1.1.6
Illustration of the important wave and scattering vectors in the case of
elastic Bragg scattering. [Reproduced from Dinnebier & Billinge (2008)
with permission from the Royal Society of Chemistry.]

Figure 1.1.7
Geometrical description of a lattice plane in terms of real-space basis
vectors. The arc and dot below the letter D indicate a right angle.
[Reproduced from Dinnebier & Billinge (2008) with permission from the
Royal Society of Chemistry.]
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vector d:

d�hkl ¼
d

d2
; ð1:1:28Þ

which gives

d�hkl ¼
dhkl
d2
¼ haþ kbþ lc; ð1:1:29Þ

or written in terms of the reciprocal basis

d�hkl ¼ ha� þ kb� þ lc�; ð1:1:30Þ
which was obtained using

d�hkl � a� ¼ ha � a� þ kb � a� þ lc � a� ¼ h;

d�hkl � b� ¼ ha � b� þ kb � b� þ lc � b� ¼ k;

d�hkl � c� ¼ ha � c� þ kb � c� þ lc � c� ¼ l: ð1:1:31Þ
Comparing equation (1.1.30) with equation (1.1.11) proves the

identity of d�hkl and the reciprocal-lattice vector hhkl. Bragg’s

equation, (1.1.24), can be re-stated as

h ¼ hhkl: ð1:1:32Þ
In other words, diffraction occurs whenever the scattering vector

h equals a reciprocal-lattice vector hhkl. This powerful result is

visualized in the useful Ewald construction, which is described in

Section 1.1.2.4.

Useful equivalent variations of the Bragg equation are

hj j ¼ s� s0
�

�

�

� ¼ 2 sin �

�
¼ 1

d
ð1:1:33Þ

and

Qj j ¼ 4� sin �

�
¼ 2�

d
: ð1:1:34Þ

The vector Q is the physicist’s equivalent of the crystal-

lographer’s h. The physical meaning of Q is the momentum

transfer on scattering and it differs from the scattering vector h

by a factor of 2�.

1.1.2.3. The Bragg equation from the Laue equation

Another approach for describing scattering from a material

was first described by Laue (von Laue, 1912). The Laue equation

can be derived by evaluating the phase relation between two

wavefronts after hitting two scatterers that are separated by the

vector r. The path-length difference � ¼ CDj j � BAj j between
the two scattered waves introduces a phase shift between the two

outgoing waves (Fig. 1.1.8). From Fig. 1.1.8 one immediately sees

that the path-length difference is given by

� ¼ r cos "� r cos "0: ð1:1:35Þ
This path-length difference gives rise to a phase shift

’ ¼ 2�
�

�
¼ 2�

r

�
cos "� r

�
cos "0

� �

: ð1:1:36Þ

The term in parentheses is

s � r� s0 � r ¼ ðs� s0Þ � r ¼ h � r: ð1:1:37Þ
The amplitude of the scattered wave at a large distance away in

the direction of the vector s is

A hð Þ ¼ exp 2�i0ð Þ þ exp 2�ih � rð Þ ð1:1:38Þ
When we generalize the idea laid out above to n scatterers, we get

A hð Þ ¼P
n

j¼1
exp 2�ih � rj

� �

: ð1:1:39Þ

For simplicity, consider the case of an infinite one-dimensional

crystal of scatterers that are equally spaced by distance ai. In this

case, rj ¼ aj and

A hð Þ ¼ P

1

j¼�1
exp 2�ihajð Þ: ð1:1:40Þ

Using the definition for a periodic delta function,

lim
n!1

P

n

j¼�n
exp 2�ihajð Þ ¼ P

1

k¼�1
� k� hað Þ ð1:1:41Þ

and

A hð Þ ¼ P

1

k¼�1
� k� hað Þ; ð1:1:42Þ

which is a periodic array of delta functions at positions h ¼ k=a.
This means that sharp peaks of intensity will only appear when

this expression holds, which are the reciprocal-lattice points. This

is the same result as given by the Bragg equation (1.1.3) in one

dimension. Extending to three dimensions, equations (1.1.40) and

(1.1.42) become

A hð Þ ¼ P

1

j¼�1
exp

�

2�iðh � âÞaj� P

1

k¼�1
exp

�

2�iðh � b̂Þbk�

� P

1

l¼�1
exp

�

2�iðh � ĉÞcl�; ð1:1:43Þ

where â ¼ a=a, and

A hð Þ ¼ P

1

�;	;
¼�1
�½�� ðh � âÞa��½	� ðh � b̂Þb��½
� ðh � ĉÞc�:

ð1:1:44Þ
Equation (1.1.44) has the same meaning in three dimensions,

where intensity appears only when all three delta functions are

non-zero. This occurs for the conditions

h � â ¼ �
a
; h � b̂ ¼ 	

b
and h � ĉ ¼ 


c
; ð1:1:45Þ

where �, 	 and 
 are integers. From this follows

h � a ¼ �; h � b ¼ 	 and h � c ¼ 
: ð1:1:46Þ
These conditions are met when

h ¼ �a� þ 	b� þ 
c� ¼ d��	
: ð1:1:47Þ

This is exactly Bragg’s equation in the form given in equation

(1.1.30).

For practical purposes including the indexing of powder

patterns and refinement of a structural model, given a set of

lattice parameters a, b, c, �, �, �, the positions for all possible

reflections hkl can be calculated according to

Figure 1.1.8
Scattering from an object consisting of two scatterers separated by r.
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1

dhkl
¼ 1

V

nh

h2b2c2sin2�þ k2a2c2sin2�þ l2a2b2sin2�

þ 2hkabc2ðcos � cos �� cos �Þ
þ 2kla2bc cos � cos � � cos �ð Þ
þ 2hlab2c cos � cos � � cos �ð Þ

io1=2

; ð1:1:48Þ

for the triclinic case. Equation (1.1.48) simplifies considerably

with symmetry to, for example,

1

dhkl
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2 þ k2 þ l2
p

a
ð1:1:49Þ

for the cubic case.

1.1.2.4. The Ewald construction and Debye–Scherrer cones

The Bragg equation shows that diffraction occurs when the

scattering vector equals a reciprocal-lattice vector. The scattering

vector depends on the geometry of the experiment, whereas the

reciprocal-lattice vectors are determined by the orientation and

the lattice parameters of the crystalline sample. Bragg’s law

shows the relationship between these vectors in a scattering

experiment. Ewald developed a powerful geometric construction

that combines these two concepts in an intuitive way (Ewald,

1921). A sphere of radius 1/� is drawn following the recipe below.
The Bragg equation is satisfied and diffraction occurs whenever a

reciprocal-lattice point coincides with the surface of the sphere.

The recipe for constructing Ewald’s sphere2 is as follows (Fig.

1.1.9):

(1) Draw the incident wave vector s0. This points in the direction

of the incident beam and has length 1/�.
(2) Draw a sphere centred on the tail of this vector with radius

1/�. The incident wave vector s0 defines the radius of the

sphere. The scattered wave vector s, also of length 1/�, points
in the direction from the sample to the detector. This vector is

also drawn starting from the centre of the sphere and also

terminates at a point on the surface of the sphere. The scat-

tering vector h = s� s0 completes the triangle from the tip of s

to the tip of s0, both of which lie on the surface of the sphere.

Thus the surface of the sphere defines the locus of points in

reciprocal space where the scattering vector in our experi-

ment may possibly lie.

(3) Draw the reciprocal lattice with the origin lying at the tip

of s0.

(4) Find all the places on the surface of the sphere where

reciprocal-lattice points lie. This gives the set of points in

reciprocal space where the expression h = hhkl may possibly

be satisfied in our experiment.

This construction places a reciprocal-lattice point at one end of

h. The other end of h lies on the surface of the sphere by defi-

nition. Thus, Bragg’s law is only satisfied when another

reciprocal-lattice point coincides with the surface of the sphere.

Diffraction can be envisaged as beams of X-rays emanating from

the sample in these directions. In order to detect the intensity of

these diffracted beams, one simply moves the detector to the

right position. Any vector between two reciprocal-lattice points

has the potential to produce a Bragg peak. The Ewald-sphere

construction indicates which of these possible reflections are

experimentally accessible.

Changing the orientation of the crystal reorients the reciprocal

lattice, bringing different reciprocal-lattice points onto the

surface of the Ewald sphere. In a single-crystal experiment it is

necessary to repeatedly reorient the crystal to bring new

reciprocal-lattice points onto the surface of the Ewald sphere,

and then to reorient the detector in such a way as to measure the

scattering from each particular reflection on the surface. This is

done in a highly automated fashion these days. Once a diffraction

pattern has been indexed so that the lattice vectors and the

orientation matrix (the relation of the lattice vectors to the

laboratory coordinate frame) are found, then all of the diffract-

ometer settings that are required to collect all the Bragg peaks

are fully determined and this process can be accomplished

automatically.

In this chapter we are considering scattering from powders. An

ideal powder contains individual crystallites in all possible

orientations with equal probability. The powder experiment is

equivalent to placing a detector at a fixed position and rotating a

single crystal through every orientation, spending an equal

amount of time in each orientation. The first powder experiment

was reported by Debye & Scherrer in 1916, and independently by

Hull in 1917. In the Ewald construction, this is the same as

Figure 1.1.9
Simplified representation of the Ewald-sphere construction as a circle in
two dimensions. O marks the origin of reciprocal space. The vectors are
defined in the text. [Reproduced from Dinnebier & Billinge (2008) with
permission from the Royal Society of Chemistry.]

Figure 1.1.10
Illustration of the reciprocal lattice associated with a single-crystal lattice
(left) and a large number of randomly oriented crystallites (right). A real
powder consists of so many grains that the dots of the reciprocal lattice
form into continuous lines. [Reproduced from Dinnebier & Billinge
(2008) with permission from the Royal Society of Chemistry.]

2 For practical reasons, plots of the Ewald ‘sphere’ are circular cuts through the
sphere and the corresponding slice of reciprocal space.
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smearing out every reciprocal-lattice point over the surface of a

sphere centred on the origin of reciprocal space. This is illustrated

in Fig. 1.1.10. The orientation of the d�hkl vector is lost and the

three-dimensional vector space is reduced to one dimension with

the independent variable being the modulus of the vector

d�hkl
�

�

�

� ¼ 1=d.
These spherical shells intersect the surface of the Ewald sphere

in circles. A two-dimensional projection is shown in Fig. 1.1.11.

Diffracted beams can be envisaged as emanating from the sample

in, and only in, the directions where the thin circles from the

smeared reciprocal lattice intersect the thick circle of the Ewald

sphere. A few representative diffraction beams are indicated by

the dashed, dotted and dash-dotted arrows.

The reflections from planes with the smallest d-spacing that are

accessible in the experiment are determined by the diameter of

the Ewald sphere, which is 2/�. In order to increase the number of

reflections that can be detected, one must decrease the incident

wavelength. In the case of an energy-dispersive experiment such

as a time-of-flight neutron powder diffraction experiment, which

makes use of a continuous distribution of wavelengths from �min

to �max at fixed angle, all reflections that lie in the cone-shaped

region of reciprocal space between the two limiting Ewald

spheres at 2/�min and 2/�max will be detected.

As mentioned above, in a powder the reciprocal-lattice points

get smeared into a spherical surface, which intersects the Ewald

sphere as a circle. This means that, in three dimensions, the

resulting diffracted radiation associated with the reflection hkl

forms a cone emanating from the sample on an axis given by

the direct beam, the so-called Debye–Scherrer cone. Different

reciprocal-lattice points, at different values of 1/dhkl, give rise to

coaxial cones of scattering. This is illustrated in Fig. 1.1.12.

The smearing of reciprocal space in a powder experiment

makes the measurement of a powder diffraction pattern easier

than the measurement of a set of single-crystal data, because the

sample does not have to be repeatedly re-oriented, but this comes

at the cost of a loss of information. At first sight the loss of

information seems to be the directional information about the

points in the reciprocal lattice. However, once the lattice is

indexed (i.e. its basis vectors are known) the directional infor-

mation in the pattern can be recovered without difficulty, which is

why three-dimensional structures can be determined from the

one-dimensional diffraction information in a powder pattern.

The loss of information comes from the fact that reflections from

lattice planes whose vectors lie in different directions but which

have the same d-spacing overlap. These reflections cannot be

resolved by the measurement and so the intensity in each of the

peaks is not known. The peak-overlap problem becomes

increasingly worse with increasing scattering angle as the number

of diffraction planes in a particular d-spacing range increases and

their separation decreases.

Some of these overlaps are dictated by symmetry (systematic

overlaps) and others are accidental. Systematic overlaps are less

problematic because the number of equivalent reflections (the

multiplicity) is known from the symmetry, and, by symmetry, each

of the overlapping peaks has the same

intensity. For highly crystalline samples, the

number of accidental overlaps can be

reduced by making measurements with

higher resolution, since this allows similar

but not identical d-spacings to be separated.

To obtain the maximum amount of

information, a spherical-shell detector

would be desirable, although this is

currently impractical. Often, a flat two-

dimensional detector, either film, an image

plate or a charge-coupled device (CCD), is

placed perpendicular to the direct beam, or

offset to one side to increase the angular

range of the data collected. In this case, the

Debye–Scherrer cones appear as circles, as

shown in Fig. 1.1.13, or as ellipses if the

detector is at an angle to the direct beam.

For an ideal powder, the intensity distri-

bution around the rings is uniform. In a

traditional powder diffraction experiment

using a point detector, for example a scin-

Figure 1.1.11
Simplified representation of the Ewald-sphere construction as a circle in
two dimensions. Illustration of the region of reciprocal space that is
accessible in a powder diffraction experiment. The smaller circle
represents the Ewald sphere. As shown in Fig. 1.1.10, a powder sample
has crystallites in all possible orientations, which is modelled by rotating
the reciprocal lattice to sample all orientations. An equivalent operation
is to rotate the Ewald sphere in all possible orientations around the
origin of reciprocal space. The volume swept out is the region of
reciprocal space accessible in the experiment. [Reproduced from
Dinnebier & Billinge (2008) with permission from the Royal Society
of Chemistry.]

Figure 1.1.12
Comparison between the scattered beams originating from a single crystal (top) and a powder
(bottom). For the latter, some Debye–Scherrer cones are drawn in reciprocal space.
[Reproduced from Dinnebier & Billinge (2008) with permission from the Royal Society of
Chemistry.]
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tillator detector behind a receiving slit that defines the angular

resolution of the measurement, at each position the detector

samples a point on the two-dimensional diffraction pattern shown

in Fig. 1.1.13. As the detector is moved to higher 2� angles the
locus of the points that are sampled is a horizontal or vertical

(depending on whether the detector is moving in the horizontal

or the vertical plane) line across the two-dimensional image. The

intensity that is detected is low except where the detector crosses

the circles of high intensity. This type of measurement is

preferred for obtaining the highest resolution, especially if a

highly perfect analyser crystal is used instead of a slit for defining

the angle of the scattered beam. However, if the full rings, or

fractions of them, are detected with two-dimensional detectors,

the counting statistics can be improved enormously by inte-

grating azimuthally around the rings at constant jhj. This mode is

becoming very popular for time-resolved, in situ and parametric

studies where rapid throughput is more important than high

resolution. It is also useful for samples that are weakly scattering

and for nanometre-sized crystals or defective crystals, which may

not show sharper peaks even when measured at higher resolu-

tion.

If the powder is non-ideal, the intensity distribution around the

ring is no longer uniform, as illustrated in the right part of Fig.

1.1.13, and a one-dimensional scan will give arbitrary intensities

for the reflections. To check for this in a conventional measure-

ment it is possible to measure a rocking curve by keeping the

detector positioned so that the Bragg condition for a reflection is

satisfied and then taking measurements while the sample is

rotated. If the powder is ideal, i.e. it is uniform and fine-grained

enough to sample every orientation uniformly, this will result in a

constant intensity as a function of sample angle, while large

fluctuations in intensity will suggest a poor powder average. To

improve powder statistics, powder samples may be rotated during

a single measurement exposure, both for conventional point

measurements and for measurements with two-dimensional

detectors. Additional averaging of the signal also occurs during

the azimuthal integration in the case of two-dimensional detec-

tors. Outlier intensities can be identified and excluded from the

integration. On the other hand, the intensity variation around the

rings can give important information about the sample, such as

preferred orientation of the crystallites or texture.

The d-spacings that are calculated from a powder diffraction

pattern will include measurement errors, and it is important to

minimize these as much as possible. These can come from

uncertainty in the position of the sample, the zero point of 2�, the
angle of the detector or the angle of a pixel on a two-dimensional

detector, uncertainties in the wavelength and so on. These effects

will be dealt with in detail in later chapters. These aberrations

often have a well defined angular dependence which can be

included in fits to the data so that the correct underlying Bragg-

peak positions can be determined with high accuracy.

1.1.3. The peak intensity

1.1.3.1. Adding phase-shifted amplitudes

Bragg’s law gives the positions at which diffraction by a crystal

will lead to sharp peaks (known as Bragg peaks) in diffracted

intensity. We now want to investigate the factors that determine

the intensities of these peaks.

X-rays are electromagnetic (EM) waves with a much shorter

wavelength than visible light, typically of the order of 1 Å (=

10�10 m). The physics of EM waves is well understood and

excellent introductions to the subject are found in every textbook

on optics. Here we briefly review the results that are most

important in understanding the intensities of Bragg peaks.

Classical EM waves can be described by a sine wave of

wavelength � that repeats every 2� radians. If two identical waves

are not coincident, they are said to have a phase shift, which is

either measured as a shift, �, on a length scale in units of the

wavelength, or equivalently as a shift in the phase, �’, on an

angular scale, such that

�

�
¼ �’

2�
) �’ ¼ 2�

�
�: ð1:1:50Þ

This is shown in Fig. 1.1.14.

The detected intensity, I, is proportional to the square of the

amplitude, A, of the sine wave. With two waves present that are

coherent and can interfere, the amplitude of the resultant wave is

not just the sum of the individual amplitudes, but depends on the

phase shift �’. The two extremes occur when �’ ¼ 0

(constructive interference), where I ’ A1 þ A2ð Þ2, and �’ ¼ �
(destructive interference), where I ’ ðA1 � A2Þ2. In general,

I ’ A1 þ A2 exp i�’ð Þ� �2
. When more than two waves are present,

this equation becomes

Figure 1.1.13
Left: Debye–Scherrer rings from an ideal fine-grained powder sample of
a protein (courtesy Bob Von Dreele). Right: perspective view of Debye–
Scherrer rings from a grainy powder sample of BiBO3 at high pressure in
a diamond anvil cell.

Figure 1.1.14
Graphical illustration of the phase shift between two sine waves of equal
amplitude. [Reproduced from Dinnebier & Billinge (2008) with
permission from the Royal Society of Chemistry.]
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I ’ P

j

Aj exp i’j
� �

" #2

; ð1:1:51Þ

where the sum is over all the sine waves present and the phases,

’j, are measured with respect to some origin.

Measuring X-ray diffraction involves the measurement of the

intensity of X-rays scattered from electrons bound to atoms.

Waves scattered by atoms at different positions arrive at the

detector with a relative phase shift. Therefore, the measured

intensities yield information about the relative atomic positions.

In the case of X-ray diffraction, the Fraunhofer approximation

is valid. This is a far-field approximation, where the distances L1

from the source to the place where scattering occurs (the sample)

and L2 from the sample to the detector are much larger than the

separation, D, of the scatterers. This is an excellent approxima-

tion, since in this case D=L1 ’ D=L2 ’ 10�10. The Fraunhofer

approximation greatly simplifies the mathematics. The incident

X-rays come from a distant source and form a wavefront of

constant phase that is a plane wave. X-rays scattered by single

electrons are outgoing spherical waves, which again appear as

plane waves in the far field. This allows us to express the intensity

of the diffracted X-rays using equations (1.1.51) and (1.1.39).

This is the origin of equation (1.1.39), which gives the ampli-

tude of the scattered radiation in terms of the scattering vector, h

= s0 � s, and the atomic positions, rj. In fact, the amplitude of the

scattered radiation is only proportional to this expression. The

actual intensity depends on the amplitude of the incident wave

and also on the absolute scattering power of the scatterers. If we

neglect for now the incident intensity and assume that our

measured intensities are normalized to the incident beam

intensity, we get

A hð Þ ¼P
n

j¼1
fjðhÞ exp 2�ih � rj

� �

; ð1:1:52Þ

where fjðhÞ is the atomic form factor and h ¼ hj j is the magnitude

of the scattering vector, and is described in more detail in

International Tables for Crystallography, Volume C, Part 6. This

is a measure of the strength of scattering from the jth atom. At

h ¼ 0, scattering is in the forward direction with all electrons

scattering in phase. As a result, fj(0) equals the number of elec-

trons bound to the atom (in units of the Thomson scattering cross

section for an electron), usually taken to be the atomic number of

the atomic species at the jth site. An additional h-dependent

reduction of the amplitude comes from positional disorder of the

atoms. A Gaussian blurring is used with a width that is often

falsely called the ‘temperature factor’, but is more correctly

known as the atomic displacement parameter (ADP). The

Gaussian is known as the Debye–Waller factor, which is discussed

below. More information can be found in Chapter 4.7.

The crystal structure consists of periodic arrangements of

atoms. The simplest structures have one atom in a periodically

repeated unit cell. However, in general, there is a well defined

group of atoms that forms a structural motif that is periodically

repeated. This motif can range from one atom to thousands of

atoms in complex protein structures. Solving the crystal structure

consists of finding the unit-cell parameters and determining the

positions in the unit cell of the atoms in the structural motif. In

this sense, the structure of the infinite crystal can be thought of

mathematically as a convolution of the periodic lattice that we

discussed above with the structural motif. This results in a perfect,

orientationally ordered copy of the structural motif in every unit

cell translated in three-dimensional space.

As we discussed above, the direct-space lattice has a reciprocal

lattice associated with it which determines the positions of the

Bragg peaks, or allowed delta functions of scattered intensity. The

reciprocal lattice is actually a Fourier transform of the periodic

lattice in direct space. The convolution theorem of Fourier

transforms tells us that a convolution of two functions in direct

space will result in a product of the Fourier transforms of those

functions in the Fourier space. Since the structure is a convolu-

tion of the direct-space lattice with the structural motif, the

reciprocal lattice will be multiplied by the Fourier transform of

the structural motif. This Fourier transform of the structural motif

is called the crystallographic structure factor, Fhkl.

This result can be readily derived from equation (1.1.52). In

this equation rj is the vector from the (arbitrary but fixed) origin

to the jth atom in the material. If we now think of the crystal as

consisting of n identical cells, each containing an identical

structural motif consisting of m atoms, we can write rj as a sum of

two vectors: a vector that goes from the origin to the corner of the

sth unit cell that contains the jth atom, and a second vector that

goes from the corner of the sth cell to the position of the jth atom.

This is illustrated in Fig. 1.1.15.

Equation (1.1.52) can then be written as

A hð Þ ¼P
n

s¼1

P

m

t¼1
ftðhÞ exp

�

2�ih � Rs þ utð Þ�; ð1:1:53Þ

where it is readily seen that the first sum is taken over all the cells

in the crystal and the second sum is taken over them atoms in the

structural motif. The equation is readily factored as follows:

A hð Þ ¼P
n

s¼1
exp 2�ih � Rsð ÞP

m

t¼1
ftðhÞ exp 2�ih � utð Þ: ð1:1:54Þ

Taking n to infinity, we immediately recognise the first sum as the

lattice sum of equation (1.1.43), and we can therefore rewrite

equation (1.1.54) as

A hð Þ ¼P
m

t¼1
ftðhÞ exp 2�ih � utð Þ

� P

1

�;	;
¼�1
�
�

�� h � âð Þa���	� ðh � b̂Þb���
� h � ĉð Þc�;

A hð Þ ¼ Fhkl

P

1

�;	;
¼�1
�
�

�� h � âð Þa���	� ðh � b̂Þb���
� h � ĉð Þc�:

ð1:1:55Þ
The delta functions determine the positions of the reciprocal-

Figure 1.1.15
The position vector of the jth atom rj can be decomposed into a vectorRs

from the origin of the crystal to the origin of the unit cell containing the
jth atom, and the vector ut from the unit cell origin to the jth atom.
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lattice points (directions of the Bragg peaks), and their intensities

are multiplied by a factor, the crystallographic structure factor,

Fhkl ¼
P

m

t¼1
ftðhÞ exp 2�ih � utð Þ: ð1:1:56Þ

If we write each term as a complex number denoted ft, we can

represent this complex sum as a vector sum in the complex plane,

as illustrated in Fig. 1.1.16, where the ’t ¼ 2�h � ut. The intensity
of the Bragg peak depends only on the length of the Fhkl, not its

direction. However, its length depends on both the lengths and

the phases of each contribution, which in turn depend on the

positions of the atoms within the unit cell. This is the phase

information that is ‘lost’ in a diffraction experiment. Given a

structure, we can directly calculate all the Bragg-peak intensities

(the ‘forward problem’). However, given all the Bragg-peak

intensities, we cannot directly calculate the structure (the ‘inverse

problem’). Structure determination uses the measured intensities

and reconstructs the lost phase information using various itera-

tive methods and algorithms.

In fact, the intensity of a Bragg reflection hkl is given by the

squared absolute value of the structure-factor amplitude Fhkl,

Fhkl

�

�

�

�

2 ¼ P

m

t;t0¼1
ftðhÞf �t0 ðhÞ exp

�

2�ih � ut � ut0ð Þ�; ð1:1:57Þ

where * indicates the complex conjugate. This analysis shows that

the positions of the Bragg peaks determine the geometry of the

periodic lattice (the size and shape of the unit cell, for example),

but the intensities of the Bragg peaks are determined by the

relative positions of atoms within the unit cell, scaled by their

respective scattering power. To solve the internal structure of the

structural motif within the unit cell, it is necessary to measure

quantitatively the intensities of many Bragg peaks and use some

kind of iterative procedure to move the atoms within the cell until

the calculated structure factors self-consistently reproduce the

intensities of all the measured Bragg peaks.

The situation is not fundamentally different in a powder

diffraction experiment from the single-crystal case, except that

the Bragg peaks in three-dimensional reciprocal space are

projected into one dimension, as shown in Fig. 1.1.17.

‘Indexing’ is the term used for deriving the lattice parameters

from the positions of the Bragg peaks (see Chapter 3.4). Once the

size and shape of the reciprocal lattice is determined, Miller

indices can be assigned to each of the Bragg peaks in a one-

dimensional powder pattern. If it is possible to extract the

intensities of those peaks from the pattern, diffraction data from

a powder can be used to reconstruct the three-dimensional

structure in exactly the same way as is done with data from a

single crystal. This process is known as structure solution from

powder diffraction, and is often successful, although it is less well

automated than structure solution from data from single crystals.

As mentioned above, the main problem with powder data is a loss

of information due to systematic and accidental peak overlap, but

this can often be overcome.

There are various methods for extracting quantitative peak

intensities from indexed powder patterns by computer fitting of

profiles to the Bragg peaks at their known positions. Two of the

most common are Pawley refinement (Pawley, 1981) and Le Bail

refinement (Le Bail et al., 1988), as discussed in Chapter 3.5.

In general, the intensities of the Bragg reflections must be

corrected by the product Khkl of various correction factors. Some

common correction factors are given by

Khkl ¼ MhklAbshklExthklLPhklPOhkl . . . ; ð1:1:58Þ

where Mhkl is the multiplicity, Abshkl is an absorption correction,

Exthkl is an extinction correction, LPhkl is the geometrical

Lorentz–polarization correction and POhkl is a correction for

preferred orientation (see Chapter 4.7).

If there is more than one crystalline phase present in the

sample, and the structures of all the crystalline phases are known,

then we can find a scale factor for each phase in the mixture

which reproduces the data. This is then a way of determining the

proportion of each phase in the sample. This is called quantitative

phase analysis (see Chapter 3.9).

Figure 1.1.16
Graphical illustration of the summation of scattered wave amplitudes ft
in the complex plane, accounting for the phase shifts coming from the
different positions of the atoms in the unit cell.

Figure 1.1.17
Schematic illustration of the projection of the reciprocal a*c* plane
(representing the three-dimensional reciprocal-lattice space) into the
one-dimensional powder pattern.
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1.1.4. The peak profile

The peak profile refers to the shape of the measured Bragg peak.

In the treatment above, the Bragg peaks from a perfect infinite

crystal were delta functions and therefore infinitely narrow. In

reality, the finite size of the crystal, the finite resolution of the

measurement and defects in the material that result in inhomo-

geneous strains all broaden the delta function, giving it a finite

width and some characteristic shape. When fitting a model to the

measured diffraction pattern we should correctly account for

these effects in order to obtain correct values for the Bragg-peak

intensities. On the other hand, a careful study of the peak shapes

yields important information about the size of the crystallites in

the sample and defects that they contain. With recent improve-

ments in instrumentation and computational data-analysis

methods, this latter type of study has become more important and

is having considerable scientific and technological impact.

The convolution theorem of the Fourier transform that was

introduced in the derivation of the crystallographic structure

factor above is also very useful in understanding the peak profile.

In this case, the measured Bragg peak can be thought of as a delta

function convoluted with a profile (Klug &Alexander, 1974). The

profile of the Bragg reflection hkl, �hkl , can be written as

�hkl 2�i � 2�hklð Þ ¼ EP 2�ið Þ � IP 2�ið Þ �MS 2�i � 2�hklð Þ;
ð1:1:59Þ

where EP 2�ið Þ is the emission profile of the X-ray source (tube or

synchrotron), IP 2�ið Þ contains additional contributions to the

profile from the instrument and MS 2�i � 2�hklð Þ is the contribu-

tion from the microstructure of the sample. The symbol �
denotes convolution.

The convolution of two functions f(t) and g(t) in real space is

defined as

f � gð Þ tð Þ ¼ R

1

�¼�1
f �ð Þg t � �ð Þ d�: ð1:1:60Þ

The convolution theorem tells us that the Fourier transform (FT)

of two convoluted functions is the product of the Fourier trans-

forms of those functions:

FT f � gð Þ tð Þ ¼ �FTðf Þ��FTðgÞ�: ð1:1:61Þ

Normalization of the transform leads to scaling factors like 2�
which have been omitted here for simplicity.

In practice, numerical integrations are almost always required,

as many of the instrument aberration functions cannot be

convoluted analytically. This convolution approach is the basis of

the so-called fundamental-parameter (FP) approach (Cheary &

Coelho, 1992) and has proven to be superior to other more

empirical or phenomenological methods. The idea behind the FP

approach is to build up the profile from first principles, exclu-

sively using measurable physical quantities like slit widths, slit

lengths, Soller-slit opening angles etc. The process of convolution

from a fundamental-parameters perspective is an approximation

whereby second- and higher-order effects are typically neglected

for computational speed and simplicity. The instrumental profile

is usually fully characterized by measuring a line-profile standard

such as NIST SRM 660c LaB6, which is expected to contain only

small microstructural contributions, and comparing the calcu-

lated diffraction pattern to the measured one. Once the instru-

mental part of the profile is sufficiently well determined, it can be

assumed that the remaining contributions to the ‘real’ profile are

purely sample dependent (e.g. domain size, strain).

In general, it is desirable to keep the number of functions that

are used to describe the peak profile to a minimum. Typical

examples of mathematical functions which are convoluted to

form the profile of a Bragg reflection include:

(a) the hat function H (e.g. for all kinds of rectangular slits),

H 2� � 2�hklð Þ ¼
A for� a=2< ð2� � 2�hklÞ< a=2;
0 for ð2� � 2�hklÞ 	 �a=2
and ð2� � 2�hklÞ 
 �a=2

8

<

:

ð1:1:62Þ

(Fig. 1.1.18a);

(b) the normalized Gaussian G (e.g. for microstrain broad-

ening),

G 2� � 2�hklð Þ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ln 2ð Þ=�p

FWHM

 !

exp
�4 ln 2ð Þ 2� � 2�hklð Þ2

FWHM2

	 


;

ð1:1:63Þ

(Fig. 1.1.18b), where FWHM denotes the full width at half

maximum of the Gaussian function in ˚ 2�; and
(c) the Lorentzian function L (e.g. for the emission profile),

L 2� � 2�hklð Þ ¼ 1

2�

FWHM

ð2� � 2�hklÞ þ FWHM2=4

	 


; ð1:1:64Þ

(Fig. 1.1.18c).

Figure 1.1.18
Normalized peak-shape functions. (a) The hat function, (b) the Gaussian function and (c) the Lorentzian function.
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These functions can be convoluted sequentially as needed, first

with the delta-function Bragg peak, and subsequently with the

existing profile from the previous convolutions, each time

resulting in a new profile that can become quite complex (Fig.

1.1.19). It is often the case that for a particular resolution effect

the angular dependence of the profile function is known from the

geometry of the measurement, and the convolution function for

each peak is determined with only a very small number of

parameters.

1.1.4.1. Sample contributions to the peak profile

Features of the sample that affect the peak profile include

crystallite domain size and shape, dislocations, disclinations, twin

and stacking faults, antiphase domains, microstrains, grain surface

relaxations, and compositional fluctuations. Here we reproduce

some basic results as examples; they also illustrate some funda-

mental aspects of diffraction from real crystals.

1.1.4.1.1. Crystallite size

The starting point for the analysis of finite size effects is the

Laue equation, equation (1.1.39), which is reproduced here for a

one-dimensional crystal:

AðhÞ ¼P
n

j¼0
expð2�iajhÞ: ð1:1:65Þ

When we were deriving the Bragg equation from the Laue

equation we assumed an infinite crystal, and the sum taken to

infinity resulted in delta functions at the reciprocal-lattice points.

Now we want to consider a finite crystal with n unit cells. There is

an analytic form for this sum which, using Euler’s identity, is

given by

AðhÞ ¼ exp
�

2�iðnþ 1Þah�� 1

expð2�iahÞ � 1

¼ exp
�

i� nþ 1ð Þah�

expði�ahÞ
exp

�

i� nþ 1ð Þah�� exp
��i� nþ 1ð Þah�

expði�ahÞ � expð�i�ahÞ

¼ expði�nahÞ sin
�

�ðnþ 1Þah�

sin �ahð Þ : ð1:1:66Þ

The intensity is obtained by taking the modulus squared of this

complex function, resulting in

IðhÞ ¼ sin2
�

�ðnþ 1Þah�

sin2 �ahð Þ : ð1:1:67Þ

This function has sharp maxima when h = 	(1/a), where 	 is an

integer. This large central maximum falls off with a width

proportional to 1/n2 with oscillating tails of intensity where the

frequency of the oscillations increases with increasing n. This is

illustrated in Fig. 1.1.20 for two different values of n but the same

value of a.

In general, the Fourier transforms of periodic patterns become

sharper with increasing number of unit cells. The expression

sin �ðnþ 1Þahð Þ=sin �ahð Þ is also called the geometric factor of the

structure amplitude.

This size broadening is often modelled in practice by using an

equation due to Scherrer. We now reproduce the simple deri-

Figure 1.1.19
Peak fits of three selected reflections for an LaB6 standard measured with MoK�1 radiation (� = 0.7093 Å) from a Ge(220) monochromator in Debye–
Scherrer geometry using the fundamental-parameter approach. (a) A pure Lorentzian emission profile with a half width of 0.2695 mÅ is applied,
refining the peak position and intensity only; (b) additionally, a hat shape function of the receiving slit in the equatorial plane with a width of 0.1 mm
has been convoluted into the profile; (c) additionally, an axial convolution with filament-, sample- and receiving-slit lengths of 8 mm each and a
secondary Soller slit with an opening angle of 2.5˚ has been convoluted into the profile; (d) additionally a small contribution of Gaussian broadening
coming from the position-sensitive detector is convoluted into the profile. [FromMittemeijer &Welzel (2012). Copyright Wiley-VCH Verlag GmbH &
Co. KGaA. Reproduced with permission.]
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vation of the Scherrer equation following Klug & Alexander

(1974).

Fig. 1.1.21 shows the path-length difference versus the depth of

the lattice plane. When the angle between the incoming beam

and the lattice plane � is different by an amount " from the Bragg

condition, it is always possible to find a lattice plane inside an

infinite crystal where the extra path is� ¼ �ðnþ 1
2Þ for n integer,

producing destructive interference. For a thick crystal this is true

for arbitrarily small ", which explains the sharp Bragg reflections.

In the case of a crystal with finite dimensions, for small " the

plane for which � ¼ �ðnþ 1
2Þ holds will not be reached, thus

leading to an intensity distribution over some small angular

range. We can use this idea to estimate the broadening of a Bragg

reflection due to size effects.

The thickness of a crystallite in the direction perpendicular to

p planes of separation dhkl (Fig. 1.1.21) is

Lhkl ¼ pdhkl: ð1:1:68Þ
The additional beam path between consecutive lattice planes at

the angle � þ " is
� ¼ 2d sinð� þ "Þ
¼ 2dðsin � cos "þ cos � sin "Þ
¼ n� cos "þ 2d sin " cos �

’ n�þ 2d sin " cos �: ð1:1:69Þ
The corresponding phase difference is then

�’ ¼ 2�
�

�
¼ 2�nþ 4�

�
"d cos � ¼ 4�"d cos �

�
ð1:1:70Þ

and the phase difference between the top and the bottom layer

(layer p) is then

p�’ ¼ p
4�"d cos �

�
¼ 4�Lhkl" cos �

�
: ð1:1:71Þ

Rearranging equation (1.1.71) leads to

" ¼ ��’

4�Lhkl cos �
; ð1:1:72Þ

which gives an expression for the misalignment angle in terms of

the crystallite size Lhkl and the phase difference �’ between the

reflections originating from the top plane and the bottom plane.

Clearly, the scattered intensity is at a maximum for �’ ¼ 0

(" ¼ 0). With increasing " the intensity decreases, giving rise to a

peak of finite width. Perfect cancellation of the waves from the

top and bottom planes occurs for a phase difference of �’ ¼ ��,
at which point " ¼ ��=ð4Lhkl cos �Þ. On a 2� scale, the measured

angular width between these points is

�hkl ¼ 4" ¼ �

Lhkl cos �
; ð1:1:73Þ

giving us some measure of the peak width in radians that results

from the finite particle size. A full treatment taking into account

the correct form for the intensity distribution gives

�hkl ¼
K�

Lhkl cos �
; ð1:1:74Þ

with a scale factor of K = 0.89 for perfect spheres. In general K

depends on the shape of the grains (e.g. K is 0.94 for cube-shaped

grains), but it is always close to unity. This equation is not valid

for crystallites3 that are too large or too small. In the case of large

crystallites the peak width is governed by the coherence of the

incident beam and not by particle size. For nanometre-sized

crystallites, Bragg’s law fails and the Debye equation needs to be

used instead. The Debye equation (see Section 1.1.5.3) gives the

scattering from an isotropically scattering sample such as a

glass, liquid or powder, and does not presume that the sample is

periodic.

1.1.4.1.2. Microstrain

Several important relationships in crystallography, including

the effect of strain and microstrain on Bragg peaks, follow

directly from a derivative of the Bragg equation (1.1.3). First we

rewrite Bragg’s law making the d-spacing the subject of the

equation:

d ¼ n�

2 sin �
: ð1:1:75Þ

The uncertainty of the measured lattice spacing is given by the

total derivative dd,

dd ¼ @d
@�

d� þ @d
@�

d�; ð1:1:76Þ

Figure 1.1.20
Normalized intensity from a finite lattice with n = 3 (solid curve) and n =
8 (dashed line), demonstrating the sharpening of peaks with increasing
number of unit cells n. The normalization was done such that the peaks
have the same peak maximum rather than the same integrated intensity
for a clearer comparison of the relative peak widths.

Figure 1.1.21
Path-length difference of the scattered ray versus the depth of the lattice
plane in the crystal. [Reproduced from Dinnebier & Billinge (2008) with
permission from the Royal Society of Chemistry.]

3 Strictly speaking, the term crystallite size here refers to the dimension of a
coherently scattering domain. Only in a perfect crystal is this the grain size.



15

1.1. OVERVIEWAND PRINCIPLES

leading to

dd ¼ � n�

2 sin �

cos�

sin �
d� þ n

2 sin �
d� ð1:1:77Þ

and finally

dd

d
¼ � d�

tan �
þ d�

�
: ð1:1:78Þ

When a crystal is strained, the d-spacings vary. A macroscopic

strain changes the interplanar spacing by �dhkl, giving rise to a

shift of�� in the average position of the diffraction peak. On the

other hand, microscopic strains result in a distribution of

d-spacings of width �dhkl, which has the effect of broadening the

diffraction peak by ��. Equation (1.1.78) gives an expression for

the amount of Bragg-peak broadening that occurs for a given

�dhkl.

1.1.5. The background

1.1.5.1. Information content in the background

As discussed above, the elastic scattering from a crystalline

powder consists of sharp rings, or peaks, of scattering at the 2�
angles where the Bragg or von Laue laws are satisfied. In general

these sharp peaks sit on top of a ‘background’ which is broad and

somewhat featureless. There are two components to this back-

ground, illustrated in Fig. 1.1.1: extraneous counts in the detector

from things other than the sample, and non-Bragg scattering from

the sample itself. The former are rarely of interest scientifically

and the objective of a good experimental design is to minimize

them as far as possible, or explicitly measure and subtract them,

and then account well in any model or data interpretation for the

part that cannot be eliminated from the measurement. Histori-

cally, the diffuse-scattering signals from the sample itself were

also considered to be an inconvenience to be minimized and

removed, and indeed in many cases this is still the best course of

action (for example, sample fluorescence can be eliminated by

choosing to work at an X-ray energy that lies below the

absorption edge of a constituent atom). However, the diffuse

‘background’ from the sample can contain crucial information

about defects, disorder and nanoscale order in the sample, and

increasingly we are interested in studying it in order to under-

stand the properties of the material that is under investigation. In

some cases, such as glasses, liquids and samples of small nano-

particles, there is no Bragg scattering at all and only a diffuse

scattering signal (see Chapter 5.6).

All the intensity scattered by the sample can be categorized as

either coherent or incoherent and as elastic or inelastic, which are

defined as follows. The coherency of the signal derives from

whether or not the scattered waves interfere with each other

constructively, and the resulting intensities are different in each

case. For coherent scattering, the waves contributing to the signal

are all summed first, before the wave amplitude is squared, to find

the intensity distribution, which is the modulus squared of the

resulting wave. For incoherent waves, one simply squares the

amplitude of each wave to get its intensity and sums these

together to get the total intensity. Switching to a consideration of

the elasticity of the scattering, we define the scattering as elastic if

the incident and scattered waves have the same energy, in which

case no energy was exchanged during the scattering process

between the incident wave and the sample, and inelastic scat-

tering as the opposite. Inelastic scattering may result in a gain or a

loss of energy of the scattered particle depending on the nature of

the scattering, which results in a change in the wavelength of the

scattered particle. There are also some non-scattering processes

that can take place, such as absorption and fluorescence, but

emissions resulting from these processes can also be categorized

by whether or not they are coherent and elastic. It should be

noted that the total energy of the system must be conserved

during the scattering process, and so when a scattered wave gains

or loses energy it exchanges it with the sample. This is used as a

way of probing excitations in a material. Table 1.1.1 summarizes

many of the types of diffuse scattering coming from a sample and

categorizes them by their coherency and elasticity.

1.1.5.2. Background from extraneous sources

The most commonly observed extraneous, or parasitic, scat-

tering is from the sample container (such as a capillary) that holds

the sample during the measurement. Another large contribution

may come from air scattering, which originates principally from

scattering of the direct beam by molecules in the air in the beam

path, both before and after the sample. Air-scattering effects can

be minimized by enclosing as much of the beam path as possible

in a tube which may be evacuated or where the air is replaced by

a weakly scattering gas (such as He in the case of X-rays). Air

scattering that is detected by the detector can also be reduced by

careful collimation of the beams and then shielding the detector

from detecting radiation that does not originate from the sample

position. Collimating the incident beam is straightforward and

results in a big reduction in air scattering. For point detectors it is

also straightforward to collimate the scattered beam, but the

modern trend towards using linear and area detectors makes this

more difficult. There is sometimes a trade-off between colli-

mating the scattered beam to reduce background and having

uniform backgrounds that do not vary with angle because of

Table 1.1.1
Types of scattering from a sample

Type of scattering Coherent Incoherent

Elastic Bragg scattering Laue monotonic diffuse scattering
Magnetic Bragg scattering Neutron incoherent scattering
Bragg scattering from ferroelectric/magnetic order Multiple scattering (incoherent)
Diffuse scattering from static defects
Diffuse signal from small nanoparticles (<10 nm)
Scattering from amorphous material (except excitations)
Multiple scattering (coherent)

Inelastic Thermal diffuse scattering Compton scattering
Spin-wave scattering Fluorescence
Paraelectric/paramagnetic scattering Incoherent scattering from hydrogen
Scattering from liquids
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incomplete angle-dependent collimation. Incomplete angle-

dependent collimation can be very difficult to correct when trying

to measure diffuse scattering quantitatively and the current trend

is to have minimal secondary collimation.

There is increasing interest in carrying out in situ experiments

under extreme conditions of pressure, temperature, magnetic

field and so on (see Chapters 2.6 to 2.8). These experiments

inevitably introduce additional scattering from the environment.

Again, there is a balance between finding creative ways to reduce

these backgrounds, and simply making them less problematic in

the data analysis. For example, in a diamond-anvil cell, where the

beam accesses the sample through the diamond, one can drill a

hole part way through the diamond to accommodate the direct

beam and make the direct beam small enough to fit in the hole.

This increases the complexity of the measurement as alignment

becomes harder, but it is usually worth it. Shielding structural

parts of the environment cell with an absorbing material, such as

lead for X-rays or a borated material for neutrons, can help to

reduce unwanted background intensity a lot, as can making thin,

transparent windows for the incident and scattered beams.

An additional source of background in the signal does not

come from scattering at all, but from electrical noise in the

detector electronics. For some types of detectors it may be

important to measure ‘dark’ exposures with the X-rays turned off

and subtract these carefully from the experimental data. It is also

possible to detect signals from cosmic rays, which can leave tracks

in two-dimensional detector signals.

1.1.5.3. Sources of background from the sample

1.1.5.3.1. Elastic coherent diffuse scattering

As discussed in Section 1.1.4.1.1, decreasing the size of a crystal

leads to an increase in the width of the Bragg peaks. When the

size of the crystallite becomes very small, as a rule of thumb

below 10 nm in diameter for typical unit cells, the widths of the

Bragg peaks become so large that they merge and overlap, and it

does not make sense to use delta-function Bragg peaks as the

starting point for the analysis. At this point the coherent

diffraction is completely diffuse in nature. Nonetheless, it still

contains structural information. To see this we begin again with

the Laue equation before we assumed periodicity [equation

(1.1.39)]. For the simple case of a diatomic gas such as N2, the sum

would be taken only over two atoms, since scattering from a

single molecule will be coherent but that from different mole-

cules will be incoherent. In that case we have

AðhÞ ¼P
2

j¼1
fjðhÞ expð2�ih � rjÞ;

AðhÞ ¼ f1 exp 2�ih � r1ð Þ þ f2 exp 2�ih � r2ð Þ; ð1:1:79Þ
and the intensity is proportional to

IðhÞ ¼ ðf1f �1 þ f2f
�
2 Þ þ f1f

�
2 exp

�

2�ih � r12
�

þ f2f
�
1 exp

��2�ih � r12
�

; ð1:1:80Þ
where r12 = r1� r2. For a diatomic molecule where both atoms are

the same f1 ¼ f2 and

IðhÞ ¼ f �f cos2 �h � r12ð Þ: ð1:1:81Þ
The scattering from a diatomic molecule of an element is simply a

single-component cosine wave with a wavelength that depends on

the separation of the atoms in the molecule. In an actual

experiment there will be scattering from all the molecules that

have every orientation with equal probability, so it is necessary to

take an orientational average of the scattering. How this is done

is shown in Chapter 5.7 on PDF analysis, but the result is the

Debye equation (Debye, 1915),

IðhÞ ¼ 1

Nhf i2
X

i;j

f �j fi
sinðQrijÞ
Qrij

� �

; ð1:1:82Þ

where N is the total number of atoms. For our diatomic molecule

this becomes

IðhÞ ¼ 1

N

sinðQrijÞ
Qrij

� �

: ð1:1:83Þ

For clusters of atoms such as larger molecules or small nano-

particles that are intermediate in size between a diatomic mole-

cule and a small chunk of crystal, the Debye equation is exact and

may be used to calculate the intensity of the scattering. As the

clusters get larger and the structure more periodic, such as small

chunks of crystal, the scattering calculated from the Debye

equation crosses smoothly to that obtained from the periodic

Laue equation. The finite size broadened crystallographic model

works well as a starting point for calculating scattering from well

ordered crystals down to nanoparticle sizes of 10 nm, but loses

accuracy rapidly below this particle size. The Debye equation is

accurate for all particle sizes, but becomes computationally

intractable for larger clusters much above 10 nm.

1.1.5.3.2. Total-scattering and atomic pair distribution function
analysis

An alternative approach to the analysis of diffuse scattering

from nanostructures is to Fourier transform the data to obtain the

atomic pair distribution function, or PDF. In fact, the Fourier

transform does not depend on whether the structure is periodic

or not, and it is also possible to Fourier transform the Bragg

scattering from crystals. If there is no nanoscale disorder in the

crystal there are few real benefits in doing this rather than using

the powerful crystallographic methods described elsewhere in

this chapter. However, the PDF approach utilizes both the Bragg

and diffuse components, and yields additional information about

the structure that is particularly valuable when the crystal

contains some kind of nanoscale domains. The presence of such

domains was rarely considered in the past, but we now know that

they are often found in materials. In the sense that both Bragg

and diffuse scattering data are used without prejudice, and also

that the data are measured over a wide range of the scattering

vector so that, as far as possible, the coherent scattering in all of

the reciprocal space is measured, this method is known as ‘total-

scattering analysis’, and as ‘PDF analysis’ when the data are

Fourier transformed and studied in real space.

The powder diffraction data for total-scattering studies are

measured in much the same way as in a regular powder

diffraction experiment. However, explicit corrections are

made for extrinsic contributions to the background intensity

from such effects as Compton scattering, fluorescence, scat-

tering from the sample holder and so on. The resulting

coherent scattering function I(Q) is a continuous function of

Q ¼ Qj j ¼ 2h ¼ 4� sin �=�, with sharp peaks where there are

Bragg reflections and broad features in between. In general it is

usual to work with a normalized version of this scattering

intensity, S(Q). This is the intensity normalized by the incident

flux per atom in the sample. S(Q) is called the total-scattering

structure function. It is a dimensionless quantity and the

normalization is such that the average value SðQÞ
 � ¼ 1. In short,

S(Q) is nothing other than the powder diffraction pattern that
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has been corrected for experimental artifacts and suitably

normalized (Egami & Billinge, 2013).

Measuring over a wide range of Q values yields better reso-

lution in real space, as well as yielding more information, and is

desirable. The coherent intensity (the features) in S(Q) dies out

with increasing Q because of the Debye–Waller factor (which

comes from thermal and quantum zero-point motion of the

atoms), as well as any static displacive disorder in the material

and, for X-ray measuerments, because of the X-ray form factor.

In a neutron measurement, the atomic displacement effects are

still present, but the neutron has no form factor and the scattering

length is constant inQ. By aQ value of 30–50 Å�1 (depending on
the temperature and the stiffness of the bonding in the sample)

there are no more features in S(Q) and there is no need to

measure data to higher Q. Still, this is a much higher maximum

value of Q than is measured in conventional powder diffraction

experiments using laboratory X-rays or reactor neutrons. The

maximum value of Q attainable in back scattering from a Cu K�
tube is around 8 Å�1 and from an Mo K� tube it is around

16 Å�1. Routine total-scattering measurements can be made

using laboratory sources with Mo or Ag tubes; however, for the

highest real-space resolution, and the smallest statistical

uncertainties, synchrotron data are preferred. In the case of

neutron scattering, spallation neutron sources are ideal for total-

scattering experiments.

The total-scattering function S(Q) appears to be different from

the function measured in a standard powder diffraction experi-

ment because of the Q range studied, and also because of an

important aspect of the normalization: the measured intensity is

divided by the total scattering cross section of the sample. In the

case of X-ray scattering, the sample scattering cross section is the

square of the atomic form factor, f ðQÞ
 �2
, which becomes very

small at high Q. Thus, during the normalization process the data

at high Q are amplified (by being divided by a small number),

which has the effect that even rather weak intensities at high Q,

which are totally neglected in a conventional analysis of the data,

become rather important in a total-scattering experiment.

Because the signal at high Q is weak it is important to collect the

data in that region with good statistics. This is illustrated in Fig.

1.1.22.

The Fourier transform of the total-scattering data is the

reduced pair distribution function, G(r), which is related to S(Q)

through a sine Fourier transform according to

GðrÞ ¼ 2

�

Z

Qmax

Qmin

Q½SðQÞ � 1� sin Qrð Þ dQ: ð1:1:84Þ

Examples ofG(r) functions from small nanoparticles of CdSe are

shown in Fig. 1.1.23.

G(r) has peaks at positions, r, that separate pairs of atoms in

the solid with high probability. For example, there are no physi-

cally meaningful peaks below the nearest-neighbour peak at

�2.5 Å, which is the Cd–Se separation in CdSe. However, in

addition to the nearest-neighbour information, valuable struc-

tural information is contained in the pair correlations that extend

to much higher values of r. In fact, with data to a high resolution

in Q, PDFs can be measured out to hundreds of nanometres (i.e.,

thousands of ångströms) and the structural information that can

be obtained from the data remains quantitatively reliable

(Levashov et al., 2005).

The function G(r) is related to the atomic density. However, it

is not the atomic density itself, but its autocorrelation. This is

Figure 1.1.22
Comparison of raw data and the normalized reduced total-scattering
structure function F(Q) = Q[S(Q) � 1]. The sample is a powder of 2 nm
diameter CdSe nanoparticles and the data are X-ray data from beamline
6ID-D at the Advanced Photon Source at Argonne National Laboratory.
The raw data are shown in the top panel. The high-Q data in the regionQ
> 9 Å�1 appear smooth and featureless. However, after normalizing and
dividing by the square of the atomic form factor, important diffuse
scattering is evident in this region of the diffraction pattern (bottom
panel).

Figure 1.1.23
PDFs in the form of G(r) from bulk CdSe and from a series of CdSe
nanoparticles. The blue curve at the bottom is the PDFobtained from the
data shown in Figure 1.1.22. The blue symbols are from the data and the
thin red lines on top are from models of the local structure in these
nanoparticles. Offset below are difference curves between the model and
the data. [Reprinted with permission from Masadeh et al. (2007).
Copyright (2007) by the American Physical Society.]
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obtained by taking the atomic density of the molecule or cluster

(which are the atoms at their respective positions) and convo-

luting it with a replica of the same thing. This object is then

orientationally averaged to obtain the PDF. It is not a particularly

intuitive object, but it is straightforward to calculate it from a

given structural model. The inverse problem, calculating the

structure from a PDF, is not possible directly, although in

favourable cases, as with structure solution from powder

diffraction, it is possible to obtain a unique structure solution

from a PDF (Juhás et al., 2006).

We described above how to obtain G(r) from powder data.

Here we briefly describe how to calculate a PDF from a structural

model. To do this we have to introduce a related function to the

PDF, the radial distribution function (RDF), R(r), which is

related to G(r) by

GðrÞ ¼ RðrÞ
r
� 4�r�0; ð1:1:85Þ

where �0 is the atomic number density (Egami & Billinge, 2013).

The function R(r) is important because it is more closely

related to the physical structure thanG(r), since R(r) dr gives the

number of atoms in an annulus of thickness dr at distance r from

another atom. For example, the coordination number (or the

number of neighbours) of an atom, NC, is given by

NC ¼
R

r2

r1

R rð Þ dr; ð1:1:86Þ

where r1 and r2 define the start and end positions of the RDF

peak corresponding to the coordination shell in question. This

suggests a scheme for calculating PDFs from atomic models.

Consider a model consisting of a large number of atoms situated

at positions r	 with respect to some origin. Expressed mathe-

matically, this amounts to a series of delta functions, �(r � r	).

The RDF is then given as

RðrÞ ¼ 1

N

X

	

X

�

�ðr� r	�Þ; ð1:1:87Þ

where r	� = |r	 � r�| is the magnitude of the separation of the 	th
and �th ions, and the double sum runs twice over all atoms in the

sample. In Chapter 5.7 on PDF analysis we address explicitly

samples with more than one type of atom, but for completeness

we give here the expression for R(r) in this case:

RðrÞ ¼ 1

N

X

	

X

�

f	 f�

f

 �2

�ðr� r	�Þ; ð1:1:88Þ

where f	 and f� are the form factors, evaluated at Q = h = 0, for

the 	th and �th atoms, respectively, and f

 �

is the sample-average

form factor.

1.1.5.3.3. Inelastic coherent diffuse scattering

Scattering events must conserve energy and momentum. When

a wave is scattered it changes direction and therefore changes its

momentum. To satisfy conservation, this momentum, Q = 2�h =

2�(s� s0), must be transferred to the material. When radiation is

scattered by a crystal, the mass of the crystal is so large that this

produces a negligible acceleration and the scattering is elastic.

However, scattering from free atoms or fluids will produce a

recoil, which results from a transfer of energy to the atom and the

scattering is strictly inelastic. Even within a bulk crystal, there are

lattice excitation modes (phonons) which may be created during

a particular scattering event and the resulting scattering is

inelastic. In an X-ray experiment, the energy resolution of the

measurement usually is much too poor to separate this from the

elastic scattering and it all appears mixed together (and is often

simply referred to as ‘elastic scattering’). As the excitation

energies of internal modes of the system have energies of the

order of meV (10�3 eV) and the X-ray energy is of the order of

keV (103 eV), resolving the inelastic modes would require an

energy resolution of �E=E ¼ 10�6, which is often unachievable.

Nonetheless, such experiments are now carried out at synchro-

tron sources and provide important scientific insights, although

the experiments are very slow and very specialized (Burkel,

1991).

These experiments are rarely carried out on powders. If the

inelastic scattering is not resolved during the measurement, as is

usually the case, it appears as a diffuse-scattering component in

the signal from the powder or single crystal and it can be inter-

preted and modelled to extract information. In powder diffrac-

tion, when the scattering occurs from lattice vibrations, or

phonons, the diffuse signal is called ‘thermal diffuse scattering’

or TDS (Warren, 1990). Over the last 50–60 years, a number of

attempts have been made to extract information about phonon

energies and phonon dispersions from TDS with varying amounts

of success (Warren, 1990; Jeong et al., 1999; Graf et al., 2003;

Goodwin et al., 2005). In the case of PDF analysis, the informa-

tion in the TDS manifests itself in real space as correlated

motion, and it is observed that the low-r peaks are sharper than

the high-r peaks. This is because closely bonded atoms tend to

move together: if an atom moves to the right it tends to push its

neighbour also over to the right, so the motion is correlated.

There is useful information in the TDS and the r dependence of

the PDF peak broadening, but this is at best a very indirect way of

measuring lattice-dynamical effects.

When the energy transfer is not resolved it is hard to separate

the cases of scattering arising from phonons (which are dynamic

atomic displacements) and scattering arising from static atomic

displacements. To some extent these can be disentangled by

studying the temperature dependence of the atomic displacement

parameters (ADPs) obtained from modelling the data either in

reciprocal space or real space (Billinge et al., 1991). This is often

done by using a Debye model (Debye, 1912), where the

temperature dependence of the mean-square ADP is given by

u2 ¼ 3h2T

4�2MkB�
2
D

	 


’
�D
T

	 


þ 1

4

�D
T

� �

þ Aoffset; ð1:1:89Þ

where

’
�D
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¼ T

�D

Z

�D=T

0

x

exp xð Þ � 1

� �

dx; ð1:1:90Þ

is the Debye integral. Here, �D is the Debye temperature, which is

a measure of the stiffness of the bonding, h and kB are Planck’s

and Boltzmann’s constants, respectively, and M is the mass of

the oscillating atom. The constant Aoffset is a temperature-

independent offset that is generally needed in the model to

account for static distortions. The Debye model is rather crude

but surprisingly useful and works well in many cases.

As in the case of phonons, if the scatterer couples to something

else in the solid that has an excitation spectrum, this can be

studied too. The case of neutrons scattered by magnetic moments

is the best known example. Inelastic scattering gives direct

information about the magnon dispersion curves. Information

about magnetic excitations may also be obtained indirectly from
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the non-energy-resolved magnetic diffuse scattering signal.

Magnetic PDF is now possible (Frandsen & Billinge, 2015) as

described in Chapter 5.7, as well as reciprocal-space studies of

magnetic diffuse scattering (Paddison & Goodwin, 2012).

1.1.5.3.4. Incoherent scattering

Incoherent scattering does not contain any structural infor-

mation, and cannot be used to study structure in a diffraction

experiment since the intensities of the scattered waves do not

depend on the position of the scatterers. This does not mean that

all incoherent scattering intensity is useless. The fluorescence

intensity is incoherent, but may be used in EXAFS experiments

to yield structural information. This is because coherent scat-

tering of the photoexcited electron during an absorption event

modulates the absorption cross section and therefore the inco-

herent fluorescence intensity, so a coherent scattering process

leaves a measurable response in an incoherent intensity. Inco-

herent scattering can also be used to measure excitations,

although all momentum-transfer information is lost so it is not

possible to measure, for example, dispersions of excitations such

as phonons and magnons. Even if the scattering process is inco-

herent, the energy exchanged between the probe and the sample

can be measured by the change in wavelength of the scattered

wave, and the amplitude of the scattering at each energy transfer

is proportional to the density of states of the excitation being

probed. In the case of neutrons, the very large incoherent cross

section for scattering by hydrogen (�100� the scattering cross

section of most atoms) provides a strong signal for studying low-

probability inelastic scattering events. Measuring inelastic scat-

tering from powders can be a rapid way of determining the

density of states of phonons, magnons and so on, which is

very useful for determining the thermodynamic properties of

materials, even though it is less precise than measurement of the

full set of dispersion curves.

Another type of incoherent scattering that can be observed in

X-ray experiments is Compton scattering (Compton, 1923;

Cooper et al., 2004), which is an inelastic incoherent process

where the scattering atom recoils during the scattering event. An

example of Compton scattering measured in the spectrum from

an energy-resolving detector is shown in Fig. 1.1.24.

The Compton scattering is strong in this experiment because

the incident X-ray energy is high (80 keV) and the sample is a

low-atomic-number alumina-silicate glass. Both the high X-ray

energy and the low atomic numbers of the atoms in the sample

increase the Compton cross section with respect to the coherent

elastic scattering. As the magnitude of the scattering vector, Q, is

increased the Compton scattering moves to lower energy and

increases in intensity, but the elastic line stays fixed in energy and

its intensity decreases because of form-factor and Debye–Waller

effects. Momentum as well as energy is conserved in this process

and the Compton scattering can be used to measure the

momentum distribution of electrons in a material, although this

kind of experiment is not widespread these days.

Elastic incoherent scattering provides no information about

the sample, and simply degrades the signal-to-noise ratio of the

measurement. As such, it is just inconvenient and cannot be

easily removed. Monotonic Laue diffuse scattering originates

from different chemical species with different scattering powers

residing on different sites in the crystal, and when a destructive

interference condition is satisfied the resulting intensity does not

go to zero but is proportional to [fi(h)� fj(h)]
2 (Warren, 1990). In

pure elements in an X-ray experiment, the atoms on every site

are the same and there is no Laue diffuse scattering. This is not

true in neutron experiments where different nuclei have different

scattering powers and most elements contain a range of isotopes

in their natural form (the ‘natural abundance’; Squires, 1996).

This results in Laue diffuse scattering even in an element,

although it is normally not referred to in these terms but is

encompassed by a so-called ‘incoherent neutron cross section’

that is defined and tabulated (see Table 4.4.4.1 in International

Tables for Crystallography, Volume C) for each element. This is

not the only source of incoherent scattering in neutron diffrac-

tion, since the scattering power also depends on the relative

orientation of the neutron and nuclear spins. In general these

spins are all orientationally disordered (and fluctuating) and the

result is an additional scattering-event-dependent contribution to

the incoherent scattering from the sample, again encompassed by

the ‘incoherent neutron cross section’ of the element. Where

necessary, it may be possible to make isotopically enriched

samples for neutron experiments so that the proportion of

isotopes with large incoherent scattering cross sections is mini-

mized (or the isotopes are removed altogether), and the range of

isotopes can also be reduced, which further reduces the inco-

herent component of the signal. However, the cost and difficulty

of doing this means that it is rarely done.

1.1.6. Local and global optimization of crystal structures from
powder diffraction data

1.1.6.1. Rietveld refinement

More than 40 years have passed since the publication of the

pioneering papers by Hugo Rietveld (Rietveld, 1967, 1969), in

which he described a method for the refinement of crystal

structures from neutron powder diffraction data. Neutron data

sets from reactor sources were more amenable than X-ray data

sets to this method because the line profiles are quite Gaussian.

Figure 1.1.24
Spectrum from an energy-resolving detector that shows the elastic and
Compton signals as a function of scattering vector Q. [Reprinted with
permission from Petkov et al. (2000). Copyright (2007) by the American
Physical Society.]
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However, it was not long before the method was extended to

X-ray powder diffraction. The quality of the data and the

computation power available these days have allowed the tech-

nique to develop enormously, to the point that even the

(successful) Rietveld refinement of small protein structures from

synchrotron powder diffraction data is now possible (see Chapter

7.1). Another development is the extension of the Rietveld

method towards parametric refinement on large numbers of

complimentary data sets with various as-yet unexplored new

applications. Rietveld refinement is so important it is described in

detail in Chapter 4.7, but we describe a number of important

fundamentals of the method here by way of introduction.

The basic idea behind the Rietveld method is simple: Instead

of extracting the integrated intensities of Bragg peaks and fitting

models to these, as would be done in single-crystal and early

powder diffraction studies, the full powder pattern, for example

available as step-scanned intensity data, is fitted using a model

whose parameters are refined using a least-squares procedure.

The model parameters are varied in such a way as to minimize the

sum of the squares of the difference between the n observed

Yobsi and n calculated YcalciðfpgÞ step-scan intensities in the

powder pattern, where the latter are calculated from a model

containing a set of parameters {p}. The function that is minimized

is usually the profile-weighted residual function, or R factor,

given by

Rw ¼
P

n

i¼1
wi

�

Yobsið2�Þ � Ycalci 2�; fpgð Þ�2: ð1:1:91Þ

The weight wi is derived from the variance of the values of Yobsi,

while all covariances between different Yobsi values are assumed

to be zero.

The calculated intensity Ycalci is expressed by combinations of

mostly nonlinear and analytic or non-analytic functions as

Ycalci ¼
P

phases

ph¼1
Sph

P

hkl phð Þ
Khkl phð Þ Fhkl phð Þ

�

�

�

�

2
�hkl phð Þ 2�i � 2�hkl phð Þ

� �

� �

 !

þ bi obsð Þ: ð1:1:92Þ

The outer sum runs over all phases ph present in the powder

pattern, while the inner sum runs over all reflections hkl of a

phase ph that contribute to the intensity at the position i in the

powder pattern. A scaling factor Sph is assigned to the reflection

intensities for each phase; the scaling factor is proportional to the

weight fraction of the phase. Khkl phð Þ represents the product of

various correction factors to the square of the structure-factor

amplitudes, Fhkl phð Þ
�

�

�

�

2
, which may depend on the diffraction

geometry and/or individual reflections. The value of the profile

function �hkl 2�i � 2�hklð Þ is given for the profile point

2�i � 2�hklð Þ relative to the position of the Bragg reflection hkl.

The observed background at position i in the powder pattern is

denoted as bi obsð Þ. Parameters in the model such as atomic

positions, lattice parameters and experimental factors that affect

peak shape and background are varied, using a least-squares

approach, until the agreement between the calculated and

measured diffraction profiles is optimized. In a least-squares

approach, optimization consists of minimizing a cost function that

is the weighted sum of the squared differences. This is a refine-

ment method: a good initial guess at, or knowledge of, the

structure is required and this model is refined by small adjust-

ments.

This approach requires the modelling of the entire powder

pattern. To simplify this complex task, the information content of

the powder pattern can be divided into several parts (Fig. 1.1.1),

allowing the separation of groups of parameters with respect to

their origin:

(a) the peak intensity Fhkl phð Þ
�

�

�

�

2
– the time- and space-averaged

crystal structure and geometrical contributions;

(b) the peak position – crystallographic lattice and symmetry, and

instrumental contributions;

(c) the peak shape�hkl 2�i � 2�hklð Þ – microstructural parameters

and instrument profile;

(d) the background bi obsð Þ – local structure and instrumental

conditions.

Each part contains contributions from the sample and the

instrument.

Rietveld refinement is a nonlinear least-squares process and

requires starting values for all parameters. It is generally imple-

mented with a local, rather than a global, optimizer and it is

important for the starting parameters to be close to those of the

actual solution to ensure that it is in the valley in parameter space

that contains the global minimum. It is usual to guide the

refinement into the (relatively narrow) range of convergence by

hand by adding the parameters to the refinement sequentially. In

this sense, Rietveld refinement takes some time to learn, but with

care it can provide robust quantitative structures and a wealth of

information can be extracted from the data.

Of course, there is no reason (other than computational effi-

ciency) why the minimization algorithm could not be a more

robust global optimizer, and this is now starting to be imple-

mented in modern Rietveld codes. The most common and most

easily implemented global optimizer, though one of the least

efficient, is the Metropolis or simulated-annealing (SA) algo-

Figure 1.1.25
Flow diagram of a simulated-annealing procedure used for structure
determination from powder diffraction data (fromMittemeijer &Welzel,
2012). F in the double sum is the structure factor from the structural
model at each step of the optimization. Each sum runs over all
reflections. h and k are summation indices representing hkl and h0k0l0,
respectively.
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rithm. The most usual implementation is actually as a ‘regional’

optimizer where the updates to parameters such as atomic

position are constrained to be not too far from the previous

values in such a way that the algorithm makes a random walk

through the parameter space. This algorithm can avoid being

trapped in a local minimum by ‘walking uphill’, since changes to

the parameters that produce a worse agreement may be accepted

with a probability based on the Boltzmann criterion,

exp ��R=kTð Þ. The temperature in this expression is fictitious

(i.e., it does not refer to any real temperature) and �R is the

change in the agreement produced by the trial update. The

temperature plays the role of tuning the probability of accepting

a bad move. It is initially chosen to have a high value, giving a

high probability of escaping a minimum and allowing the algo-

rithm to explore more of the parameter space. Later in the run

the temperature is lowered, trapping the solution into succes-

sively finer valleys in the parameter space until it settles into

(hopefully) the global minimum (Fig. 1.1.26). The calculation of R

can be based on the entire profile, or on integrated intensities. For

the latter, the correlation between partially or fully overlapping

reflections must be taken into account (as shown schematically in

Fig. 1.1.25).

A flow diagram of a typical SA algorithm as used for structure

determination from powder diffraction data is shown in Fig.

1.1.25. Parameters that can be varied during the SA runs include

internal and external degrees of freedom like translations (frac-

tional coordinates or rigid-body locations), rotations (Cartesian

angles, Eulerian angles or quaternions, describing the orientation

of molecular entities), torsion angles, fractional occupancies,

displacement parameters etc. Fig. 1.1.26 shows the results of a

typical simulated-annealing run in which the cost function, 
2,
falls dramatically in the first few thousand moves, indicating that

the scattering is dominated by the positioning of heavier atoms or

globular molecules. Several million trial structures are usually

generated before a minimum can be reached. At the end of the

simulated-annealing run, Rietveld refinement is used to find the

bottom of the global minimum valley.

Special algorithms are not usually used to prevent close

contact of atoms or molecules during the global-optimization

procedure, as in general these have not been found to be

necessary, as the fit to the intensities alone quickly moves the

molecules to regions of the unit cell where they do not grossly

overlap with neighbouring molecules. A subsequent Rietveld

refinement in which only the scale and overall displacement

parameters are refined will immediately show whether further

refinement of bond lengths and bond angles is necessary. Since

unconstrained refinement often results in severe distortions from

the ideal molecular geometry, either rigid bodies or soft

constraints on bond lengths, the planarity of flat groups and bond

angles can be used to stabilize the refinement. Another advan-

tage of the simulated-annealing technique is that hydrogen atoms

can often be included at calculated positions from the beginning

if their relative position with respect to other atoms can be

anticipated, which is often the case for molecular structures.

For inorganic crystal structures in particular, the identification

of special positions or the merging of defined rigid bodies is

useful during the final stages of structure solution. This can be

accomplished by a so-called ‘occupancy-merge’ procedure as

proposed by Favre-Nicolin & Černý (2004; see also Chapter 4.5).

Here, the occupancies of the sites are modified as a function of

the fractional coordinates, i.e. they are changed when the atoms

get ‘too close’ to a special position. The sites are thought of as

spheres with a radius r. In this way any number of sites can be

merged when their distances are less than 2r. As an example, the

crystal structure solution of minium (Pb3O4) is shown in Fig.

1.1.27. In this example, special positions are identified when two

oxygen or lead atoms approach within a distance less than the

sum of their respective merging radii, which is estimated as 0.7 Å.

The occupancies of the sites then become: 1/(1 + intersection

fractional volumes).

The power of the Rietveld approach lies in its ability to extract

the maximum information from the region of the data where

peaks overlap. Since peak overlap is a significant problem even at

moderate d-spacings, this method revolutionized powder

diffraction to the point where the quantitative results are often

trusted more than those coming from refinements of single-

crystal data, since they are less sensitive to factors such as

extinction that can affect single-crystal structure refinements.

Single-crystal data are still preferred for structure solution, but

Rietveld refinement is often the method of choice for obtaining

the fine quantitative details of the structure after a solution has

been found. However, the Rietveld method has also opened the

door to using powder data for structure solution. In structure-

solution methods, the structure factors are calculated from the

intensities of all the available peaks, and algorithms are used to

find the missing phases for each of these peaks and therefore the

positions of the atoms in the unit cell. As mentioned above, full

Figure 1.1.26

2 (cost function) and ‘temperature’ dependence of the number of moves
during a simulated-annealing run. [From Mittemeijer & Welzel (2012).
Copyright Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with
permission.] Figure 1.1.27

Screen shot (TOPAS 4.1; Bruker-AXS, 2007) of a simulated-annealing
run on Pb3O4 measured with a D8 advance diffractometer in Bragg–
Brentano geometry. [From Mittemeijer & Welzel (2012). Copyright
Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.]
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profile fitting following the Rietveld method can be carried out

without a model, where the ‘parameters’ are the Bragg-peak

intensities themselves; this is known as Pawley or Le Bail

refinement, depending on details of the approach used (see

Chapter 3.5). This allows more accurate determination of the

structure factors from Bragg peaks in regions where there is

significant peak overlap.

These days, with high-quality data from synchrotron X-ray

sources and excellent algorithms (either direct methods or

global-optimization methods in direct space), determination of

even quite complex crystal structures from powder diffraction

data is becoming a routine method in almost all branches of

natural sciences and engineering. The success rate mainly

depends on three parameters: the choice of measurement device,

how well the pattern profile is described and how good the

structure-solving algorithm is. It is becoming increasingly evident

that the use of highly monochromatic parallel-beam synchrotron

radiation is a huge advantage for obtaining accuracy in the

atomic parameters, which allows for the interpretation of

bonding and reaction mechanisms. In some cases, even details

like rotational disorder can be extracted from powder diffraction

data if maximum-entropy methods are combined with high-

resolution synchrotron data.

1.1.6.2. Local structure refinement

As described in Section 1.1.5.3.2, similar full-profile-fitting

strategies are now also carried out on total-scattering data that

include diffuse-scattering intensity residing in what used to be

considered as the ‘background’. This is either done by taking a

structural model, which may be similar to the crystal model used

in the Rietveld method (but the crystallographic symmetry of the

model could also be reduced) or be a discrete cluster or molecule.

As with the Rietveld method, structural parameters are varied in

such as way as to obtain a good fit of the calculated function to

the measured one. These methods go beyond the average struc-

ture and yield information about the local structure in the

material, which may be different from the long-range ordered

(LRO) crystal structure (or indeed there may be no LRO

structure, as is the case in liquids and glasses). They are becoming

more popular as data quality and computational power increase.

Solving the structures of nanoparticles from PDF data is less

well developed, although it has been demonstrated for some

simple structures such as C60 and simple inorganic crystalline

compounds. We expect that this will grow in importance in the

coming years, following the trend of the Rietveld method and

structure solution from powders.

1.1.6.3. Parametric Rietveld refinement

The conventional approach to analysing a set of powder

patterns is to treat each powder pattern independently, thus

refining the entire set of all relevant parameters for each pattern

separately. Further analysis of the values of these parameters, for

example fitting with empirical or physics-based functions such as

fitting the temperature dependence of the ADPs with a Debye

model, is then performed after the Rietveld refinements. Alter-

natively, all powder patterns can be subjected to refinement

simultaneously, which allows the refinement of the functional

dependence of external variables instead of deriving the para-

meters of the function from the individual Rietveld refinements

afterwards. This so-called parametric or surface Rietveld refine-

ment was first introduced by Stinton & Evans (2007). Parametric

refinement offers several advantages over the traditional

sequential refinement approach because the correlation between

parameters and the final standard uncertainty can be reduced by

introducing simple and physically meaningful constraints and

restraints. Furthermore, it is possible to refine noncrystallo-

graphic parameters such as rate constants or temperatures

directly from Rietveld refinement (Stinton & Evans, 2007). Of

course, introducing external constraints in this way may intro-

duce bias into the refinement if the constraint is not valid. For

example, if there is anharmonicity in the motion and the

temperature dependence of the ADPs does not follow the Debye

law, carrying out a parametric refinement where the Debye law is

presumed will result in biased refinements. However, with careful

application, this is a potentially powerful approach to maximizing

the quantitative information available from powder data in

complex systems. In the following, the basic concept of para-

metric refinement is illustrated with several examples.

If we assume a set of pmax powder patterns from a single

sample that have been measured as a function of the value of an

external variable, e.g. time, temperature or pressure, equation

(1.1.92) can be formally written for each powder pattern sepa-

rately:

Ycalci;patternð1Þ ¼ functionðp1;patternð1Þ; p2;patternð1Þ; . . . ; pm;patternð1ÞÞ
Ycalci;patternð2Þ ¼ functionðp1;patternð2Þ; p2;patternð2Þ; . . . ; pm;patternð2ÞÞ
Ycalci;patternðpmaxÞ
¼ functionðp1;patternðpmaxÞ; p2;patternðpmaxÞ; . . . ; pm;patternðpmaxÞÞ:

ð1:1:93Þ
If a functional dependency of some of the parameters p on

external variables T exists, these parameters may be expressed as

functions of these variables, for example T. This functional

relationship can be used to constrain together the p parameters

for individual patterns measured at different temperatures,

drastically reducing the number of global parameters. Equation

(1.1.93) can thus be written as

Ycalci;patternð1Þ
¼ function

�

p1;patternð1Þ; p2;patternð1Þ ¼ f ðT1;T2; . . . ;TtÞ; . . . ; pm;patternð1Þ
�

Ycalci;patternð2Þ
¼ function

�

p1;patternð2Þ; p2;patternð2Þ ¼ f ðT1;T2; . . . ;TtÞ; . . . ; pm;patternð2Þ
�

..

.

Ycalci;patternðpmaxÞ
¼ function

�

p1;patternðpmaxÞ; p2;patternðpmaxÞ ¼ f ðT1;T2; . . . ;TtÞ;
. . . ; pm;patternðpmaxÞ

�

: ð1:1:94Þ
The cost function (1.1.91) to be minimized changes accordingly:

Rw ¼
P

pmax

pattern¼1

P

n�1

i¼0
wi;pattern Yobsi;pattern � Ycalci;pattern

� �2
� �

	 


:

ð1:1:95Þ

1.1.7. Outlook

As is evident from the above, the information content in a

powder diffraction pattern is enormous. This chapter gives only

an overview of the types of information about materials that can

be obtained from powder diffraction data, and the various

approaches mentioned here are described in greater detail in the

rest of this volume. The powder community is growing, as is the

number of applications of powder diffraction in all the materials
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sciences as instrumentation and computer modelling become

ever more powerful. Although intense modern X-ray and elec-

tron sources can measure data from tiny single crystals (of a size

approaching that of a single powder grain), this does not diminish

the usefulness and impact of powder diffraction, as powder

diffraction is much more than just crystal structure solution. It

probes real materials in real environments, yielding information

about defects, texture, nanostructure, strain, phase composition,

kinetics, phase transformations, size and shape distributions, and

heterogeneity. In short, crystallography gives us the structure, but

powder diffraction allows us to study the ‘materials science’, of

materials.
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Interferenz-Erscheinungen bei Röntgenstrahlen. Sitzungsber. K. Bayer.
Akad. Wiss. pp. 363–373. [Reprinted in Ann. Phys. (1913), 41, 989–
1002.]

Le Bail, A., Duroy, H. & Fourquet, J. L. (1988). Ab-initio structure
determination of LiSbWO6 by X-ray powder diffraction. Mater. Res.
Bull. 23, 447–452.

Levashov, V. A., Billinge, S. J. L. & Thorpe, M. F. (2005). Density
fluctuations and the pair distribution function. Phys. Rev. B, 72, 024111.

Masadeh, A. S., Božin, E. S., Farrow, C. L., Paglia, G., Juhás, P., Billinge,
S. J. L., Karkamkar, A. & Kanatzidis, M. G. (2007). Quantitative size-
dependent structure and strain determination of CdSe nanoparticles
using atomic pair distribution function analysis. Phys. Rev. B, 76,
115413.

Mittemeijer, E. J. & Welzel, U. (2012). Editors. Modern Diffraction
Methods. Weinheim: Wiley-VCH Verlag GmbH.

Paddison, J. A. M. & Goodwin, A. L. (2012). Empirical magnetic
structure solution of frustrated spin systems. Phys. Rev. Lett. 108,
017204.

Pawley, G. S. (1981). Unit-cell refinement from powder diffraction scans.
J. Appl. Cryst. 14, 357–361.

Petkov, V., Billinge, S. J. L., Shastri, S. D. & Himmel, B. (2000).
Polyhedral units and network connectivity in calcium aluminosilicate
glasses from high-energy X-ray diffraction. Phys. Rev. Lett. 85, 3436–
3439.

Rietveld, H. M. (1967). Line profiles of neutron powder-diffraction peaks
for structure refinement. Acta Cryst. 22, 151–152.

Rietveld, H. M. (1969). A profile refinement method for nuclear and
magnetic structures. J. Appl. Cryst. 2, 65–71.

Shmueli, U. (2008). Editor. International Tables for Crystallography, Vol.
B, Reciprocal Space, 3rd ed. Chichester: Wiley.

Squires, G. L. (1996). Introduction to the Theory of Thermal Neutron
Scattering. New York: Dover Publications.

Stinton, G. W. & Evans, J. S. O. (2007). Parametric Rietveld refinement. J.
Appl. Cryst. 40, 87–95.

Warren, B. E. (1990). X-ray Diffraction. New York: Dover Publications.

references

http://dx.doi.org/openurl?url_ver=Z39.88-2003&rfr_id=ori:rid:wiley.com&rft_id=doi:10.1107/97809553602060000935&rfr_dat=cr%5FsetVer%3D01%26cr%5Fpub%3D10%2E1002%26cr%5Fwork%3DOverview%20and%20principles%20of%20powder%20diffraction%26cr%5Fsrc%3D10%2E1002%26cr%5FsrvTyp%3Dhtml%26cr_rfr_dat%3Dreferences


26

2.1. Instrumentation for laboratory X-ray scattering techniques

A. Kern

2.1.1. Introduction

X-ray scattering techniques are among the most essential means

of characterizing materials, as they are the most direct analytical

methods for providing structural information for a material. In

particular, X-ray powder diffraction has become one of the most

important techniques in materials science, since many materials

are first formed or are only available or used as powders or other

polycrystalline forms.

The ever-increasing need for materials characterization, from

basic research to industrial quality control, has led to a multitude

of evolutionary and revolutionary instrument and application

developments. In the past two decades, the capabilities and thus

the range of application of laboratory X-ray diffractometers have

increased exponentially.

The present chapter covers the full range of commonly used

instrumentation for home-laboratory X-ray scattering analyses as

detailed in Section 2.1.2, with the focus on powder diffraction.

The scope is limited to recent and commercial designs, available

off-the-shelf from the major manufacturers. Neither technologi-

cally obsolete nor niche instrumentation will be discussed. A

short description of the history of X-ray instrumentation is given

in Section 2.1.3, illustrating the significant technological advances

made since 1985. Sections 2.1.4 to 2.1.7 describe the components

of the diverse range of currently available home-laboratory X-ray

powder diffractometers. The most important concepts are

discussed here; for technological details the reader is referred to

the original literature or to textbooks.

In order to maintain neutrality as well as timeliness, the use of

brand names and photos of real equipment has been avoided.

2.1.2. Scope and terminology

An X-ray (powder) diffractometer is by definition an instrument

for measuring X-ray diffraction phenomena (from powders),

where ‘diffraction’ is defined as elastic, coherent scattering of

X-rays from a crystal lattice (in the crystallographic literature, the

terms ‘diffraction’, ‘X-ray diffraction’ and ‘Bragg diffraction’ are

frequently used synonymously). In recent texts, a ‘powder’ is

frequently defined as a ‘solid containing small crystallites or

particles that will flow when agitated’ in accordance to the usual

sense of the word in colloquial speech.

Such definitions for ‘X-ray diffractometer’ and ‘powder’ are

problematic, as their scope is too narrow and arbitrarily limited.

They are probably the result of the historical development of the

methodology and the lack of interaction between groups repre-

senting different application areas, such as X-ray scattering,

emission or absorption techniques. The application range and

thus capabilities of today’s instrumentation are neither compre-

hensively nor even appropriately described by their implicit

limitation to measuring X-ray diffraction phenomena of crystal-

line solids in powdered form.

It is well known that scattering and thus interference

phenomena will occur with any type of waves and obstacles, and

are by no means restricted to X-rays or perfectly regular arrays of

atoms exhibiting long-range order (X-ray diffraction). In general,

X-ray scattering can provide information on the arrangement of

atoms or particles in materials with short-range order or no order

at all, like gases, liquids and amorphous solids. For this reason it is

obvious that X-ray diffractometers are intrinsically suited (and

are actually used) for a wide range of X-ray techniques beyond

X-ray diffraction as defined above. These techniques not only

comprise X-ray scattering from any solids or liquids with any

degree of order, but also X-ray absorption (radiography) or

X-ray emission (XRF) techniques, see also Section 2.1.4.3.

Consequently, the following terminology will be used throughout

the remainder of this chapter:

A sample is the object or quantity of material to be investi-

gated, while the specimen is the representative portion of the

sample that is actually prepared and analysed. Specimen prop-

erties such as microstructure and packing density may differ from

the properties of the sample as a result of specimen preparation.

This must be taken into account for selection of the appropriate

instrument configuration, data acquisition and evaluation.

A powder is defined in EN-1330-11 (2007) as a ‘large number

of crystallites and/or particles (i.e. grains, agglomerates or

aggregates; crystalline or non-crystalline) irrespective of any

adhesion between them’ and thus can be a loose powder (in the

sense of common language), a solid block, a thin film or even a

liquid. An ideal powder is represented by a virtually unlimited

number of sufficiently sized, randomly oriented and spherical

crystallites.

The term X-ray diffractometer will refer to an instrument that,

in principle, is capable of doing any of the X-ray techniques

mentioned above, further detailed in Section 2.1.4.3. Instrument

components will be described independently of applications, as

they are not exclusive to any application area. Note that the term

X-ray diffractometer also explicitly includes ‘film cameras’. This

is worth mentioning, as even recent texts still differentiate

between (i) cameras, originally characterized by the use of X-ray

films, and (ii) diffractometers, originally defined as an instrument

derived from a camera in which the film had been replaced by a

point detector. In principle, any so-called cameras and any

diffractometers can be equipped with any type of today’s point,

linear and area detectors, so the former distinction between

cameras and diffractometers, which arose from the historical

development of X-ray instrumentation, is completely obsolete.

2.1.3. Historical overview

2.1.3.1. From film cameras to diffractometers

2.1.3.1.1. Film cameras

Powder diffraction analysis started with the development of

simple film cameras, right after von Laue formulated his basic

diffraction theory and the Braggs, father and son, laid down the

foundations of crystal structure analysis, in the years 1912–1914.

The first and simplest cameras were developed independently by

Debye & Scherrer (1916) and Hull (1917), using a film to detect

the scattered X-rays, with the instrument geometry termed

‘Debye–Scherrer geometry’. The basic drawback of Debye–

Scherrer cameras was their lack of resolution. Consequently,
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since standard X-ray tubes readily produce divergent beams, the

next evolutionary step was to employ self-focusing geometries, as

first proposed independently by Seemann (1919) and Bohlin

(1920), termed ‘Seemann–Bohlin geometry’. In addition to

significantly improved resolution, the intensity was also greatly

increased by using a para-focusing arrangement using an X-ray

source and specimen with finite width (line focus). Guinier (1937)

extended the Seemann–Bohlin geometry using an incident-beam

monochromator. Although the monochromator significantly

reduced the intensity, this disadvantage was overcompensated for

by improved beam conditioning, leading to unparalleled resolu-

tion at that time and elimination of the K�2 component of the

radiation. This made the Guinier camera the best-performing film

camera at that time and it therefore enjoyed high popularity.

The idea of using powder diffraction for phase identification of

substances in pure form or in mixtures, originally suggested by

Hull (1919) and then formalized by Hanawalt et al. (1938),

attracted enormous interest, and developed into the powder

diffraction method, making it a fundamental tool for material

scientists. However, while classic film cameras laid down the

historical foundation for the success of polycrystalline diffraction,

their use was mostly limited to phase identification, semi-

quantitative phase analysis and macroscopic stress measure-

ments. Inherent difficulties included, but were not limited to,

obtaining reliable intensities (because of film grain size and

nonlinearity of the film response), very limited flexibility in terms

of hardware extensions such as non-ambient specimen stages, and

lack of diffracted-beam conditioning (e.g. the use of diffracted-

beam monochromators).

Detailed descriptions of the many camera types as well as their

use are given in a large number of texts. The interested reader is

specifically referred to the textbook of Klug & Alexander (1974),

which also contains an extensive bibliography.

2.1.3.1.2. Diffractometers

Photographic films have two important weaknesses: the

detection efficiency is low and quantification of the diffracted

intensities, including the line-profile shapes, is indirect and

cumbersome. These shortcomings led to the idea of replacing the

film with a photon counter (most commonly utilizing the Geiger–

Müller counter at that time) and thus to the development of a

device called a ‘diffractometer’. The design resembled that of the

Bragg ionization spectrometer, but dispersed monochromatic

radiation from lattice planes rather than a spectrum of X-ray

wavelengths. The first diffractometer developed by Le Galley

(1935) was a non-focusing arrangement using a point-focus X-ray

tube, making use of the cylindrical geometry of a normal film

camera. In subsequent instrument designs focusing geometries

were adopted, mostly the ‘Bragg–Brentano geometry’ (Brentano,

1924), a modification of the Seemann–Bohlin geometry, first

introduced by Lindemann & Trost (1940) and Friedmann (1945).

The introduction of the first commercial focusing diffract-

ometer in the early 1950s resulted in another major advance of

the polycrystalline diffraction method, and may be largely cred-

ited to Parrish and co-workers (e.g. Parrish, 1949). This instru-

ment consisted of a fixed-anode X-ray tube and a mechanical

goniometer, operating in Bragg–Brentano geometry. The initial

replacement of photographic film by the Geiger–Müller counter,

and soon after by scintillation and lithium-drifted silicon detec-

tors, allowed accurate intensities and line-profile shapes with high

resolution to be recorded. The large space around the specimen

permitted the design of various interchangeable stages for

specimen rotation and translation, automatic specimen changing

and non-ambient analyses. As a consequence, powder diffraction

found many new applications beyond phase identification,

including, but not limited to, quantitative analysis of crystalline

and amorphous phases, microstructure analysis, and texture and

strain analysis, at ambient and non-ambient conditions.

In the following decades, diffractometers were fully auto-

mated, fully digitized, and electronically and mechanically

stabilized. The data quality they delivered became generally

superior to that of film cameras, including in terms of resolution,

eventually even facilitating structure determination and refine-

ment from powders. Attempts to improve Guinier or Seemann–

Bohlin cameras by replacing the film with image plates or any

other stationary or scanning detectors did not produce compe-

titive instrumentation in terms of instrument flexibility and

mechanical simplicity. As a result, film cameras were steadily

replaced by automated diffractometers using the Bragg–

Brentano geometry. Since the 1990s, classic film cameras as well

as other Guinier- or Seemann–Bohlin-based instruments are no

longer used in practical polycrystalline diffraction analysis and

thus lost any commercial relevance, apart from for a few niche

applications. The Bragg–Brentano geometry, as developed in the

1940s, became the dominating instrument geometry and

accounted for more than 90% of all instruments sold. The

remainder almost exclusively used Debye–Scherrer-type

arrangements, either employing focusing incident-beam mono-

chromators for flat-plate or capillary transmission setups, or

parallel-beam setups based on (pinhole) slits and/or Soller

collimators and/or channel-cut monochromators for micro-

diffraction, small-angle X-ray scattering and the characterization

of thin films.

While powder diffractometers have changed little in their

construction and geometry since the 1940s, considerable

advances have made in X-ray detection and X-ray beam condi-

tioning (X-ray optics).

Significant detector developments include one- and two-

dimensional position-sensitive detectors (PSDs) based on gas

proportional counter technology, and especially that of the

scanning one-dimensional PSD (Göbel, 1980). The replacement

of a point detector by a scanning one-dimensional PSD

allowed the measurement time required to record a full pattern

to be reduced down to minutes without significant compromise

on resolution. This enabled time-critical applications (such as

non-ambient and high-throughput analyses), or compensation

of the intensity loss when employing incident-beam mono-

chromators.

The introduction of laterally graded multilayers on figured

reflectors, so-called ‘Göbel mirrors’ (Schuster & Göbel, 1996),

allowed the conversion of a convergent beam into a parallel

beam, and thus added a new dimension to laboratory beam

conditioning – at a time when X-ray techniques were expanding

into the now very rapidly growing area of thin-film character-

ization, sparking a renaissance of the Debye–Scherrer geometry.

Until the late 1980s and early 1990s, traditional powder

diffraction and thin-film characterization were seen as two

different techniques with diverse requirements. As a conse-

quence, thin-film techniques formed a different X-ray diffraction

application sector, served by different and specialized instru-

mentation, in addition to the already existing distinction between

single-crystal and powder diffraction applications and instru-

mentation. The X-ray powder diffraction market was character-

ized by dedicated (and separately marketed) instruments for

traditional powder diffraction, usually based on the Bragg–
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Brentano geometry, and for thin-film analysis, usually based on

the Debye–Scherrer geometry.

2.1.3.2. Recent years

In the 1990s, more and more laboratories started to deal with a

full range of materials and related applications - from powders

through polycrystalline thin films to epitaxial thin films. Dedi-

cated and inflexible instruments were no longer economic for

serving the increasing range of applications and also their

increasing data-quality requirements.

The growing need for multipurpose instrumentation led to a

new generation of X-ray diffractometers in the late 1990s, from

all of the major manufacturers, based on a platform concept

covering all relevant beam-path components including X-ray

sources, optics, specimen stages and detectors. This concept,

described in Section 2.1.4, allowed for a faster development of

more and more differentiated instrumentation to optimally meet

the requirements of all possible applications and sample types.

Particularly successful were design improvements that allow the

user to transform an instrument on-site by changing beam-path

components, often without any need for alignment or even tools,

to cover a larger range of applications and sample types using a

single instrument.

A major contribution to the platform concept came from the

continued development of beam conditioners based on multi-

layers, resulting in a wealth of X-ray beam optics for different

applications. Advanced sputtering techniques allow the fabrica-

tion of multilayer optics with virtually arbitrary beam divergence,

which can be used to generate focusing, parallel and divergent

beams for both point- and line-focus applications.

The introduction of a series of new detector technologies in the

early 2000s represented another technological quantum leap,

which completely changed the X-ray detection landscape for

laboratory diffraction. Within only a few years, detectors based

on silicon micro-strip, silicon pixel and micro-gap technologies

reached a market share of more than 90% in newly sold systems.

Proportional and scintillation point detectors will probably

become obsolete in only a few years from now, but can still be

found, usually in lower-budget systems.

Today’s instruments, with their different possible configura-

tions of beam-path components, are now capable of performing a

wider range of X-ray scattering applications than ever (see

Section 2.1.4.3). Not surprisingly, the platform concept has

become so successful that all modern X-ray diffractometers are

now, at least to some extent, equipped with interchange

capabilities for beam-path components. However, the funda-

mental principles remain the same and date back to the first film

cameras and diffractometers, no matter how advanced today’s

instrumentation is.

2.1.4. The platform concept – fitting the instrument to the need

Modern X-ray diffractometers are highly modular assembly

systems based on a platform concept, with a shared set of major

components over a number of distinct diffractometer models,

serving different X-ray scattering application areas. Such a plat-

form concept has two important advantages. Firstly, a common

design allows differentiated instruments to be developed faster,

and eases the integration of new or improved beam-path

components, potentially over the whole model range. Secondly, it

enables the design of an X-ray optical bench with on-site inter-

change capabilities, allowing the mounting of selected beam-path

components to meet specific application and specimen-property

requirements.

2.1.4.1. Basic design principles and instrument geometry consid-
erations

X-ray scattering data are generally recorded in what is virtually

the simplest possible manner, where the scattered intensity is

measured by a detector mounted at some distance from the

specimen. This is illustrated in Fig. 2.1.1, where a narrow,

essentially monochromatic beam illuminates a small spherical

specimen. For a rotating single crystal, the diffracted beams point

in discrete directions in space as given by Bragg’s law for each

lattice vector dhkl (Fig. 2.1.1a). For an ideal powder consisting of a

virtually unlimited number of randomly oriented crystallites, the

diffracted beams will form concentric cones (‘Debye cones’) with

a semi-apex angle of 2�, representing all randomly oriented

identical lattice vectors dhkl (Fig. 2.1.1b). Note that in contrast to

a single crystal, an ideal powder does not need to be rotated to

obtain a complete powder diffraction pattern.

Most instruments are built around a central specimen and

consist of the following beam-path components, the numbering of

which is consistent with the mounting positions shown in Fig.

2.1.2:

(1) X-ray source;

(2) incident-beam optics;

(3) goniometer base or specimen stage;

(4) diffracted-beam optics;

(5) detector.

The directions of the incident and diffracted beams (also called

‘primary’ and ‘secondary’ beams) form the diffraction plane (also

called the ‘equatorial plane’ or ‘scattering plane’). The goni-

ometer base can be mounted horizontally (horizontal diffraction

plane) or vertically (vertical diffraction plane). The direction

perpendicular to the equatorial plane is known as the axial

Figure 2.1.1
Diffraction of X-rays by (a) a rotating single crystal and (b) an ideal
powder. The scattered intensity may be measured by a detector placed
on the detector circle.
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direction. The detector circle (also called the ‘goniometer circle’

or ‘diffractometer circle’) is defined either by the centre of the

active window of a stationary detector, or, in most cases, by a

detector moving around the specimen, and is coplanar to the

diffraction plane. The 2� angle of both the diffracted beam in Fig.

2.1.1(a) and the Debye cone in Fig. 2.1.1(b) (shown in bold)

refers to the 2� position of the diffracted-beam X-ray optical

bench in Fig. 2.1.2. It is obvious from Figs. 2.1.1 and 2.1.2 that, in

principle, diffraction from single crystals and (ideal) powders can

be measured using the same instrument.

An instrument design with a centrally mounted specimen has

the important advantage that it implicitly allows the operation of

one and the same instrument in both Bragg–Brentano and

Debye–Scherrer geometry, depending on the beam divergence

chosen. The actual instrument geometry is thus a function of the

actual beam propagation angle (divergent, parallel or conver-

gent), making the X-ray optics the most important part of any

instrument-geometry conversion. The relationship between the

two geometries and their implementation in a single instrument

using an incident-beam X-ray optical bench is illustrated in Fig.

2.1.3.

As laboratory X-ray sources invariably produce divergent

beams, the ‘natural’ instrument geometry is self-focusing, ‘auto-

matically’ leading to the Bragg–Brentano geometry as shown in

Fig. 2.1.3(a). In this geometry the angle of both the incident and

the diffracted beam is � with respect to the specimen surface.

The X-ray-source-to-specimen and the specimen-to-detector

distances are equal. The diffraction pattern is collected by

varying the incidence angle of the incident beam by � and the

diffracted-beam angle by 2�. The focusing circle is defined as

positioned tangentially to the specimen surface. The focusing

condition is fulfilled at the points where the goniometer circle

intersects the focusing circle, and thus requires measurements in

reflection mode.

The Bragg–Brentano geometry may be extended by an

incident- or a diffracted-beam monochromator. In the case of an

incident-beam monochromator as shown in Fig. 2.1.3(b), the

focus of the X-ray source is replaced by the focus of the mono-

chromator crystal. This involves mounting the monochromator

crystal (and the X-ray source) a certain distance away along the

incident-beam X-ray optical bench, as given by the focusing

length of the monochromator crystal (the dotted line in Fig.

2.1.3b). For a diffracted-beam monochromator or mirror, the

geometry shown in Fig. 2.1.3(b) can be thought of as reversed

(simply consider the X-ray source and detector switching their

positions).

The conversion from Bragg–Brentano to Debye–Scherrer

geometry involves the mounting of some kind of optics designed

to convert the divergent beam coming from the X-ray source into

a focusing or parallel beam; this is shown in Figs. 2.1.3(c) and (d),

respectively.

Figure 2.1.2
The basic design principle of modern diffractometers. Currently
available instruments are built around a centrally mounted specimen
and represent an X-ray optical bench with mounting positions for any
(1) X-ray sources, (2) incident-beam optics, (3) specimen stages, (4)
diffracted-beam optics and (5) detectors. The 2� position of the
scattered-X-ray optical bench refers to the 2� angle of the Debye cone
shown in bold in Fig. 2.1.1(b).

Figure 2.1.3
Transformation between the Bragg–Brentano and Debye–Scherrer
geometries using a incident-beam X-ray optical bench. SR: flat specimen,
reflection mode; SC: capillary specimen, transmission mode; ST: flat
specimen, transmission mode. The actual instrument geometry is a
function of the actual beam-propagation angle, making the X-ray optics
the most important part of any instrument-geometry conversion. (a)
Divergent beam: Bragg–Brentano geometry, (b) divergent beam: Bragg–
Brentano geometry extended by an incident-beam monochromator. (c)
Convergent beam: focusing Debye–Scherrer geometry, (d) parallel
beam: Debye–Scherrer geometry. Transformation is achieved by
mounting the X-ray tube and pre-aligned optical components at pre-
defined positions of the optical bench. None of the figures are to scale.
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In a focusing Debye–Scherrer geometry setup, as shown in Fig.

2.1.3(c), the divergent beam coming from the X-ray source is

normally focused on the detector circle (for highest resolution)

by means of an incident-beam monochromator or a focusing

mirror. The focusing circle is identical to the detector circle and

the focusing condition requires measurements in transmission

mode. When employing an incident-beam monochromator with

sufficient focusing length, then conversion between the Bragg–

Brentano geometry and the focusing Debye–Scherrer geometry

involves a shift of the monochromator crystal (and the X-ray

source) along the incident-beam X-ray optical bench (note the

identical focusing length of the monochromator shown in Figs.

2.1.3b and c).

For a parallel-beam setup, as shown in Fig. 2.1.3(d), paralleli-

zation of the divergent beam coming from the X-ray source may

be achieved by different means, such as collimators (classic

Debye–Scherrer geometry) or reflective optics such as mirrors or

capillaries. In principle, the X-ray source and the detector may be

placed at any distance from the specimen, as there are no

focusing requirements. As a consequence, measurements can be

performed in both reflection and transmission mode.

In a simplified scheme, conversion between the geometries

discussed above involves repositioning of the X-ray source,

together with mounting of X-ray optics with suitable beam

divergence. To make this possible, the incident-beam optical

X-ray bench offers the necessary predefined mounting positions

including relevant translationary and rotationary degrees of

freedom.

An important aspect directly related to the choice of the

instrument geometry is the geometric compatibility with position-

sensitive detectors. In contrast to Debye–Scherrer geometry,

large line and area detectors may not be used in Bragg–Brentano

geometry. This is an important limitation of the latter, as the

focusing circle does not coincide with the detector circle and has

a 2�-dependent diameter, as illustrated in Fig. 2.1.4. As a

consequence, the diffracted beam is only focused on a single

point of the goniometer circle, as shown in Fig. 2.1.5. However,

small position-sensitive detectors with an angular coverage of not

more than about 10˚ 2� are used with great success, as defocusing

can be ignored at diffraction angles larger than about 20˚ 2� if

high angular accuracy and resolution are not required. For

measurements at smaller 2� angles, or for highest angular accu-
racy and resolution, the active window size of a position-sensitive

detector may be reduced by means of slits and/or electronically

down to a point, allowing the use of this detector as a point

detector.

2.1.4.2. Range of hardware

An X-ray diffractometer is generally characterized by the

relationship between a conditioned beam, the specimen orien-

tation and the subsequent interception of the diffracted beams by

a detector of given geometry and imaging properties. There are

only a very few instrument configurations that will be ideal for

any two application areas, or every conceivable sample within a

single application area. It is the user’s responsibility to match the

instrument to the specimen properties, which can be challenging,

particularly in multi-user environments with a large variety of

sample types. The platform and the X-ray optical-bench concepts

allow the user to choose and mount the most appropriate beam-

path components in order to optimize an instrument with respect

to a specific application and specimen-property requirements.

Table 2.1.1 provides an overview of the currently available types

of beam-path components from the X-ray source through to the

detector.

The length of available X-ray optical benches varies, and is

typically in the range of about 15 cm up to 100 cm. Larger

benches allow mounting of bulky components (e.g.moving-target

X-ray sources or large detectors) as well as mounting of several

X-ray optics in a row (e.g. combinations of mirrors and channel-

cut monochromators). Some diffractometer models allow

mounting of two incident- and/or diffracted-beam X-ray optical

benches to mount different beam-path components in parallel,

e.g. X-ray sources with different wavelengths or beam shapes

(very popular in single-crystal diffraction), X-ray optics with

different beam divergence (e.g. to switch between Bragg–

Brentano and Debye–Scherrer geometry), and different detector

types.

While Table 2.1.1 and the above may imply an enormous

combinatorial diversity, in practice this is not entirely the case. In

general, beam-path components have to be compatible with the

selected instrument geometry, which is dictated by the choice of

the X-ray source (point or line), the beam characteristics

(wavelength distribution, divergence) and the detector (point,

linear or area). This automatically narrows down the range of

combinations. As an obvious example, many crystal mono-

chromators and X-ray mirrors are only compatible with a parti-

cular wavelength. Also, the size and weight of bulky components,

such as moving-target X-ray sources, large specimen stages

and large two-dimensional detectors, may impose practical

constraints that require consideration. For example, the acces-

Figure 2.1.4
Bragg–Brentano geometry. The focusing circle, given for two different
angles 2�, is tangential to the specimen surface. Its diameter is given by
the intersections between the detector and the focusing circles and is
thus 2� dependent.

Figure 2.1.5
Bragg–Brentano geometry. While all diffracted beams focus on the
(variable-diameter) focusing circle (here shown for two beams), focusing
on the detector circle is only achieved at the X-ray source and detector
positions (located at the intersections between the detector and the
focusing circles). This prevents the use of larger position-sensitive
detectors because of defocusing, as indicated by the hypothetical large
position-sensitive detector represented by the bold grey line.
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sible angular range may be limited for large components owing to

collision issues, while heavy loads on vertical goniometers may

impede alignment and lead to early wear and tear. Restrictions

will be discussed in Sections 2.1.5 to 2.1.7 for the individual

components.

These days, the exchange of lighter components, such as

most X-ray optics, specimen stages and detectors, does not

require any tools at all (such as when a snap-lock mechanism is

employed) or more than a few screws for fixing. Alignment is

normally not required when components are factory pre-aligned

and handled with care, and when mounts are manufactured

with good quality. Intrinsic changes of the beam direction (e.g.

focusing crystal monochromators or X-ray mirrors) or beam

offsets (e.g. two-bounce channel-cut monochromators) need

compensating translation and/or rotation of the components

involved.

The exchange of large, heavy components, or complicated

rebuildings such as the conversion of a goniometer (vertical $
horizontal, �–�$ �–2� etc.), may be still possible for technically

skilled users. However, special tools may be necessary, requiring

shipment of the component(s), or even the instrument, back into

the factory. In addition, X-ray, machine and electrical safety

directives by the local authorities have to be obeyed, and

conversions may require updating approval to use the instru-

ment. In such cases it may be more economic to operate two

dedicated instruments instead.

The instrument control software plays a particularly important

role in the context of instrument configuration and automated

instrument conversion. In modern instruments, each beam-path

component is equipped with an identification chip or hole masks

read out by light barriers, which uniquely identify the respective

component and link it with all its individual stored or coded

properties. This information may range from part numbers, usage

history or alignment information such as beam offsets, through to

a virtually unlimited wealth of any physical data required to

configure and operate that particular component. This ‘compo-

nent recognition’ feature provides for completely new and

important capabilities of laboratory powder diffractometers, the

most important of which are:

(a) Any beam-path components, and each change of status, can

be automatically detected, validated and configured, allowing

true ‘plug & play’ operation.

(b) Real-time conflict detection: detection of incompatible,

incorrectly mounted or missing instrument components. This

feature can also help the user in choosing compatible

instrument components, as already discussed above.

(c) Automatic, motorized adjustments of beam direction or

beam-offset changes, based on the information stored in the

related components’ ID chips, as individually determined at

the factory via pre-alignment.

(d) Every instrument detail can be saved together with the

measurement data, providing for a complete and accurate

documentation of the experiment. In principle, every

measurement can be exactly reproduced even years later.

(e) Measurement instructions can include instrument informa-

tion. For example, manufacturers or users can configure the

measurement software to propose instrument configurations

deemed best for particular applications. A user with appro-

priate rights can choose to enforce a certain instrument

configuration so that measurements will not start unless the

instrument has detected the required configuration.

Both the platform concept and the huge advances in instru-

mentation and instrument control software have dramatically

changed the laboratory X-ray instrumentation landscape in the

past few years. The ease with which an instrument configuration

can be changed is not only useful for less-skilled users. Probably

even more importantly, it allows the use of the same instrument,

in different configurations, for different X-ray application areas.

It can generally be said that laboratory X-ray instrumentation has

overcome the (mostly historical) dividing lines between different

applications, which were mostly between single-crystal diffrac-

tion, powder diffraction and thin-film analysis. As far as differ-

ences still remain, these are usually solely the consequence of

dedicated instrument components for meeting specific applica-

tion requirements, resulting in specialized measurement and

data-evaluation software, which is rarely included with each

instrument.

2.1.4.3. Range of applications

It is the flexibility of today’s X-ray diffractometers that leads to

their usefulness for a wide range of X-ray scattering techniques

beyond traditional X-ray powder ‘Bragg diffraction’. Table 2.1.2

provides an overview.

X-ray scattering techniques represent the vast majority of

techniques that X-ray diffractometers are used for. Properly

configured, however, the same instrument can also be used to

collect X-ray absorption (X-ray radiography) or X-ray emission

(X-ray fluorescence) data, even if the achievable data quality

cannot compete with dedicated instruments.

For X-ray radiography, an instrument will be configured in

transmission geometry with the X-rays projected towards a

Table 2.1.1
Types of beam-path components available in laboratory X-ray powder diffraction

The column numbering corresponds to the positions indicated in Fig. 2.1.2 at which individual components can be mounted.

Position 1 Positions 2 and 4 Position 3 Position 5

X-ray sources X-ray optics Goniometer base Specimen stages Detectors

Fixed target Absorptive (apertures,
metal filters)

Vertical [!–� (�–�), !–2� (�–2�)] Fixed, rotating Scintillation
Moving target
(rotating anodes,
liquid-metal jets)

Horizontal [!–� (�–�), !–2� (�–2�)] Specimen changer Gas ionization
(metal wire,
micro-gap)

Diffractive
(monochromators,
analysers)

Eulerian cradles
Kappa stages
Tilt/fixed � stages Semiconductor

(SiLi, strip/pixel,
CCD/CMOS)

Reflective
(multilayer mirrors,
capillary optics)

XYZ stages
Flow-through cells
Non-ambient
(low temperature,
high temperature,
humidity, high pressure)
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specimen. X-rays that pass through the specimen can be detected

to give a two-dimensional representation of the absorption

contrast within the specimen. For tomography, the X-ray source

and detector will be moved to blur out structures not in the

focal plane. Multiple images can be used to generate a three-

dimensional representation of the specimen by means of

computed tomography. Obvious disadvantages are the large

effective focal spot size of the X-ray sources and the relatively

low resolution of the detectors that are typically used for powder

diffraction, which, in combination with a limited adjustability of

both the X-ray-source-to-specimen and specimen-to-detector

distances, lead to substantial unsharpness issues and poor reso-

lution. High-quality images can be achieved when using micro-

focus X-ray sources and charge-coupled device (CCD) detectors

with focus and pixel sizes smaller than 10 mm, respectively, but

such an instrument configuration is not suitable for applications

requiring ideal powders (see also Sections 2.1.6 and 2.1.7).

Collecting X-ray fluorescence data is comparatively straight-

forward. Data can be collected simultaneously to X-ray scattering

data when employing a suitable detector, such as an energy-

dispersive detector (Section 2.1.7.2.3). There are a couple of

disadvantages to be considered, such as absorption issues (the

specimen will be normally measured in air rather than in vacuum,

hampering the analysis of light elements) and the inefficiency of

excitation by the characteristic line energies of the X-ray source

anode materials typically used for diffraction (hampering the

analysis of elements with higher atomic numbers than that of the

anode material).

2.1.5. Goniometer designs

A goniometer, by definition, is an instrument that either

measures an angle or allows an object to be rotated to a precise

angular position. In an X-ray diffractometer the purpose of the

goniometer is to move the X-ray source, specimen and detector in

relation to each other. Goniometers are usually categorized by

the number of axes available for X-ray source, specimen and

detector rotation, and are thus called one-, two-, three-, . . . ,
n-axis (or -circle) goniometers.

Because of practical reasons, most goniometers consist of two

distinct components, a goniometer base and a specimen stage,

with the specimen stage mounted on the goniometer base.

The goniometer base typically offers two axes, one axis to

rotate the X-ray source or the specimen stage, the other axis to

rotate the detector. In some designs goniometer bases are

omitted, specifically if there is no need to move the X-ray source

and the detector, such as in Debye–Scherrer-type diffractometers

with large detectors. Such machines are usually dedicated to a

particular application without the need for high flexibility.

Depending on the requirements of the application, additional

rotational and translational degrees of freedom may be needed to

rotate and translate a specimen in space; these are usually

implemented in the specimen stage. More rotational degrees of

freedom may include the rotation of the X-ray source line focus

or a rotation of the detector out of the diffraction plane to

measure diffraction by lattice planes (nearly) perpendicular to

the specimen surface, so-called non-coplanar diffraction.

2.1.5.1. Geometrical conventions and scan modes

In the literature there is some inconsistency related to the

naming of axes and the choice of signs for angles (left- versus

right-handed). A comprehensive treatment of geometrical

conventions has recently been given by He (2009); in the

following these conventions will be adhered to.

In many texts the notations �–2� and �–� rather than !–2� and
!–� are used, mostly because of historical reasons. The first

diffractometers operated in Bragg–Brentano geometry (see

Section 2.1.3.1.2) and were equipped with single-axis goni-

ometers. In such a goniometer the single axis drives two shafts

which are mechanically coupled 1:2 or 1:1; thus the notations �–2�
and �–� were coined. Today, the majority of all goniometer bases

allow coupled as well as uncoupled rotation of the ! and � axes.
Therefore the !–2� and !–� notations should be generally

preferred, as they represent the more general notations.

2.1.5.1.1. Goniometer base

A typical goniometer base provides two coaxial and indepen-

dently driven axes, ! and 2�, mounted perpendicular to the

diffraction plane. These two axes are the main axes of a goni-

ometer, since they have the most effect on the accuracy and

precision of measured Bragg angles. The diffraction plane and the

axes are generally described by a right-handed Cartesian coor-

dinate system, as illustrated in Fig. 2.1.6, where the direct X-ray

beam propagates along the XL axis. ZL is up and coincident with

the ! and 2� axes, and XL–YL define the diffraction plane with

the detector circle coplanar to it. Since XL is coincident with the

incident X-ray beam, it is also the axis of the Debye cones. The

semi-apex angles of the cones are determined by the 2� values

given by the Bragg equation. The angles 2� and � describe the

direction of scattering vectors in space (compare Fig. 2.1.1),

where � is defined as the azimuthal angle from the origin at �ZL

with a right-hand rotation axis along the opposite direction of the

incident beam (�XL direction).

The ! and 2� axes are mechanically arranged as the inner circle

and outer circle, respectively. The inner circle usually carries

either the specimen stage or the X-ray source, while the detector

is mounted on the outer circle. As a consequence, there are two

common base goniometer configurations in use: In the !–2� (or
�–2� with ! = �) configuration, the incident-beam direction is

Table 2.1.2
X-ray applications for with modern X-ray diffractometers

X-ray scattering
Powder diffraction

Qualitative (phase identification) and quantitative phase
analysis

Indexing, structure determination and structure refinement
from powder data

Microstructure analysis (texture, size, strain, microstrain,
disorder and other defects)

Pair distribution function analysis (‘total scattering’)
Thin-film analysis

Grazing incidence X-ray diffraction (GIXRD)
X-ray reflectometry
Stress and texture
High-resolution X-ray diffraction
Reciprocal-space mapping
In-plane GIXRD

Single-crystal diffraction
Chemical crystallography
Protein crystallography

Small-angle X-ray scattering
X-ray topography

X-ray absorption
X-ray radiography (X-ray-absorption-based imaging)

X-ray emission
X-ray fluorescence
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mechanically fixed. The ! axis rotates the specimen stage, while

the 2� axis rotates the detector. In the !–� (or �–� with ! = �)
configuration, the ! axis defines the incident-beam angle by

rotating the X-ray source, while the other axis scans the detector.

In this configuration the specimen stage is mechanically fixed.

Both configurations allow identical positioning of the X-ray

source, specimen and detector relative to each other.

The goniometer base orientation is defined by the diffraction

plane, which can be either horizontal or vertical. Vertical-base

goniometers in !–� configuration are particularly popular, as the

specimen is always kept horizontal, effectively preventing it from

falling off. However, heavy specimens and beam-path compo-

nents require particular attention in both the goniometer base

design and choice of orientation, as they have a strong impact on

goniometer accuracy, precision and early wear and tear (see also

Section 2.1.5.2). Where loads exceed the maximum specifications

for a vertically mounted goniometer base, and whenever hori-

zontal specimen positioning is not imperative, either a vertical

goniometer base in !–2� configuration or a horizontal goni-

ometer should be chosen.

In Figs. 2.1.7 and 2.1.8 a range of typical goniometer base

configurations and scan modes are illustrated.

A symmetric beam-path setup in reflection mode, where both

the incident and diffracted beam form an angle of � with respect

to the specimen surface, is mandatory for instruments operating

in Bragg–Brentano geometry to maintain the focusing condition

(see Section 2.1.4.1), but is also commonly used in Debye–

Scherrer geometry. Scanning involves coupling of the ! (with ! =

�) and 2� axes in a ratio of 1:2 for the !–2� configuration (Fig.

2.1.7a) and 1:1 for the !–� configuration (Fig. 2.1.7b), but only

allows probing of lattice planes essentially parallel to the

specimen surface. Where determination of a texture parameter

is sought, a so-called ‘rocking-curve’ measurement can be

performed by rocking either the specimen or the X-ray source

and detector around the position of a Bragg peak. Two scenarios

need to be considered and are illustrated in Fig. 2.1.7(c) and Fig.

2.1.7(d). In the !–2� configuration with fixed X-ray source (Fig.

2.1.7c), the detector will be fixed at the 2� position of a selected

Bragg peak, while the specimen is rotated (‘rocked’) indepen-

dently, to perform a so-called ‘!-scan’. To achieve the same in an

!–� configuration with fixed specimen, the X-ray source and the

detector will be coupled 1:�1 or �1:1 to perform a clockwise or

anticlockwise scan while maintaining the selected 2� position,

respectively, as illustrated in Fig. 2.1.7(d).

In Debye–Scherrer geometry there is no geometrical restraint

requiring coupled scans to maintain 2�-dependent focusing

conditions, as is the case in the Bragg–Brentano geometry,

providing high flexibility. Specimens can be measured in both

reflection as well as transmission mode. In principle, the incident-

beam direction may be any relative to the specimen surface, and

can be fixed or variable, while the detector performs a ‘detector

scan’. The ! and 2� axes may be coupled or not. Choices solely

depend on the specimen properties and the requirements of the

application. This is demonstrated in Fig. 2.1.8 for a few repre-

sentative examples. The classic Debye–Scherrer geometry using

a capillary specimen is shown in Fig. 2.1.8(a). The capillary

specimen can be readily exchanged for a flat-plate specimen as

shown in Fig. 2.1.8(b) and Fig. 2.1.8(c) for flat-plate transmission

and reflection, respectively. ! can be set to different angles or

perform a coupled scan to allow access to higher 2� angles (Fig.
2.1.8b) or can be set to a different angle for grazing-incidence

measurements (Fig. 2.1.8c). In some applications it may be

beneficial to perform a (usually coupled) scan of both ! and 2� to

Figure 2.1.6
Laboratory coordinates and geometric definition of the coaxial
goniometer axes ! and 2�. If the azimuthal angle � takes all values
from 0 to 360˚ at a given Bragg angle 2�, the trace of the diffracted beams
forms a Debye cone (compare with Fig. 2.1.1).

Figure 2.1.7
Goniometer base configurations and scan modes suitable for both
Bragg–Brentano or Debye–Scherrer geometry. Symmetric beam path
setup in (a) !–2� and (b) !–� configuration. Rocking curve setup in (c)
!–2� and (d) !–� configuration. Only the central beams are shown for
clarity, rotations are indicated by arrows. S: X-ray source, D: detector,
SR: flat specimen, reflection mode.

Figure 2.1.8
Goniometer base configurations and scan modes suitable for the Debye–
Scherrer geometry only. Only the central beams are shown for clarity. (a)
Capillary specimen in transmission mode, (b) flat specimen in
transmission mode, (c) flat specimen in reflection mode, grazing
incidence with fixed !. S: X-ray source, D: detector, SR: flat specimen,
reflection mode; SC: capillary specimen, transmission mode; ST: flat
specimen, transmission mode.
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improve particle statistics (‘wobbling’). Obviously, all the setups

shown in Fig. 2.1.8 will work for the full range of X-ray scattering

and absorption techniques as discussed in Section 2.1.4.3, leading

to the renaissance of the Debye–Scherrer geometry within the

past 20 years.

2.1.5.1.2. Specimen stage

Depending on the requirements of the application, the

specimen stage may offer additional degrees of freedom for

specimen rotation as well as X, Y, Z translation. The goniometer

base may be configured as !–2� as well as !–�, and may be

oriented vertically as well as horizontally.

To orient a specimen in all possible orientations in space, the

specimen stage will offer two more rotational degrees of freedom

in addition to the ! and 2� axes provided by the goniometer base.

Such goniometers are known as four-axis diffractometers, with

two basic geometries in common use for specimen orientation:

Eulerian geometry and kappa geometry.

In the Eulerian geometry the specimen is oriented through the

three Euler angles ! (defined by the ! axis of the goniometer

base),  (psi), and ’ (phi). The relationship between the

laboratory and rotation axes is shown in Fig. 2.1.9(a) for a typical

Eulerian cradle. The ! angle is defined as a right-handed rotation

about the ! (or ZL) axis. The  angle is a right-hand rotation

about the  axis, which lies in the diffraction plane and runs

parallel to the bisectrix between the incident and diffracted

beams. The ’ angle defines a left-handed rotation about an axis

on the specimen, typically the normal to a flat specimen surface.

In some texts the angle � (chi) is used instead of  , with the

relationship between the two angles defined as  = 90 � �.
Eulerian cradles have the advantage of high mechanical stability

and are often integrated with XYZ stages to handle bulky

specimens. The geometrical definitions of specimen X, Y, Z

translations are also shown in Fig. 2.1.9(a).

The kappa (�) geometry shown in Fig. 2.1.9(b) represents an

alternative way to orient a specimen in space. The  axis of the

Eulerian geometry is replaced by the � axis, which is tilted at 50˚

relative to the diffraction plane. It supports an arm carrying the

specimen, with the ’ axis tilted at 50˚ to �. The role of the

Eulerian  rotation is fulfilled by means of combined rotation

along � and ’, which allows Eulerian  angles in the range �100
to +100˚ to be obtained. The absence of the (bulky)  circle of

Eulerian cradles allows an unobstructed view of the specimen

and unhindered access from ‘above’, for example to mount a

cooling device without risk of collision. These two advantages

made the kappa geometry popular in single-crystal work. On the

other hand, it is not possible to move the specimen to an ‘upside-

down’ position, i.e. equivalent to Eulerian  angles less than

�100˚ or greater than 100˚.

Most goniometers do not offer all six rotational and transla-

tional degrees of freedom. The majority of these are actually

three-axis goniometers, where the specimen stage offers one

additional axis for specimen rotation.

A comprehensive overview of commercially available

specimen stages is beyond the scope of this chapter owing to the

huge number of dedicated specimen stages available for different

kinds of specimen types, levels of automation and non-ambient

analyses. The most complete and most current information will

be found in manufacturers’ product information.

2.1.5.2. Accuracy and precision

Particularly high demands are made on goniometer accuracy

and precision in Bragg-angle positioning (goniometer base) and

specimen orientation (specimen stage). These are usually

expressed by the angular accuracy and precision of the goni-

ometer-base axes (!, 2�) and the sphere of confusion of specimen

positioning in space. A detailed discussion is given by He (2009).

Depending on the application and the actual instrument

configuration, additional requirements may be imposed on

goniometers, and may limit the maximum accuracy and precision

that are achievable. Typical requirements, often not compatible

with each other, are:

(a) mounting of heavy and bulky beam-path components and

specimens;

(b) variable goniometer radii, typically ranging from about 15 to

60 cm; and

(c) vertical goniometer operation to prevent specimens from

falling off the holder.

Each of these requirements may have an impact on goniometer

accuracy and precision, and potential early wear and tear. Typical

loads range from several kg for fixed-target X-ray sources up to

50 kg and more for moving-target X-ray sources. Small detectors

such as point and one-dimensional detectors range from less than

1 kg up to a few kg, while large two-dimensional detectors may

weigh up to 50 kg and sometimes even more.

For vertical goniometers, the loads on the main axis bearings

can be effectively reduced by counterbalances, as shown in Fig.

Figure 2.1.9
Geometric definition of the Eulerian and kappa geometries with
identical specimen orientation in space. (a) Specimen rotation and
translation in a Eulerian cradle equipped with an XYZ stage, (b)
specimen rotation on a kappa stage.
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2.1.10 for a goniometer in the !–� configuration. Heavy specimen

stages may also be supported from below or mounted directly on

the bench, disconnected from the goniometer base. However, for

heavy beam-path components and larger goniometer radii there

is the additional issue of high torques on the incident- and/or the

diffracted-beam X-ray optical benches, leading to torsions along

the benches. These may significantly deteriorate both the angular

accuracy of a goniometer and instrument alignment. For heavy

incident-beam-path components such as moving-target X-ray

sources, a vertical goniometer base in the !–2� configuration is

commonly used, as the incident-beam optical X-ray bench is

mechanically fixed. For heavy incident- and diffracted-beam-path

components a horizontal goniometer base is preferred.

Modern goniometers are equipped with stepping motors

and optical encoders, and feature life-span lubrication for

maintenance-free operation. The typical accuracy of the two

goniometer base axes (!, 2�) is of the order of a few thousandths

of a degree, with a precision of the order of a few tens of thou-

sandths of a degree. The  and ’ axes of the specimen stage are

mostly used for specimen orientation; the typical angular accu-

racy and precision are in the range of about 0.01˚.

The sphere of confusion of a goniometer is the result of a

superposition of all axes and represents the minimum spherical

volume covering all possible locations of an infinitely small

specimen at all possible orientations. The size of the sphere of

confusion depends on issues such as individual axis accuracy and

precision, mechanical tolerances, thermal-expansion mismatches,

and the weights of the specimen and beam-path components. The

sphere of confusion for a two-axis goniometer or a four-axis

goniometer with a kappa stage is typically less than 10 mm, and

for a four-axis goniometer with a Eulerian cradle less than 50 mm;

both values are without a specimen loaded.

Note that the final accuracy of the Bragg angles of the

measurement data is mostly determined by instrument align-

ment, and not by the accuracy specifically of the two goniometer

base axes. Optical encoders can measure and control axis posi-

tions, but they cannot detect any misaligned or even loose beam-

path components. The final data accuracy is determined by the

adjustability of an X-ray diffractometer with all its beam-path

components. A modern X-ray diffractometer can be aligned to

an angular accuracy of equal or better than 0.01˚ 2�, which
can be checked using suitable standard reference materials (see

Chapter 3.1).

2.1.5.3. Hybrid beam-path systems

The trend towards multipurpose instrumentation as well as

specific application requirements has led to a few specialized

goniometer designs. Two major representatives of such designs

are (1) multiple-beam-path systems and (2) systems with addi-

tional rotational degrees of freedom of beam-path components,

such as is required for non-coplanar grazing-incidence diffraction

(GID).

2.1.5.3.1. Multiple-beam-path systems

Multiple-beam-path systems are usually characterized by

integrating more than one beam path on a single goniometer,

employing different, complementary beam-path components to

meet different application and specimen-property requirements.

Mounting two different fixed-target X-ray sources (usually

microsources) with different wavelengths (Cu, Mo) is very

popular in single-crystal crystallography. Double detector arms

are used to mount different types of detectors, most frequently

one-dimensional detectors in combination with point detectors.

Different X-ray optics can be used to implement different

instrument geometries.

A significant driving force behind such multipurpose instru-

mentation is convenience, i.e. to serve a maximum range of

applications and specimen types, ideally without the need to

manually change the instrument configuration. Indeed, switching

between different, preconfigured beam paths may often only

require the push of a single software button. However, parallel

mounting of different beam-path components raises issues

related to the goniometer load and to limitations of angular scan

ranges owing to collision issues.

In more recent designs, different X-ray optics have been

combined into single motorized modules, allowing switching

between different beam paths. Such ‘combi-optics’ are described

in Section 2.1.6.3.4.

2.1.5.3.2. Non-coplanar beam-path systems

Non-coplanar (or ‘in-plane’) grazing-incidence diffraction is a

technique for investigating the near-surface region of specimens

(ten or fewer nanometres beneath the air–specimen interface). It

exploits the high intensity of the total external reflection condi-

tion while simultaneously involving Bragg diffraction from planes

that are nearly perpendicular to the specimen surface.

As illustrated in Fig. 2.1.11, the incident beam is set at an angle

�I, enabling total external reflection in the coplanar direction

(that is coplanar to the diffraction plane); related applications

include reflectometry and grazing-incidence small-angle X-ray

scattering (GISAXS). ‘In-plane’ grazing-incidence diffraction

Figure 2.1.10
Example of counterbalancing of a vertical �–� goniometer. The
counterweights (grey parts) are located at positions matching the
weights and locations of the X-ray source and detector. Mounting of
different beam-path components with significantly different weight or
moving of, for example, the X-ray source and/or the detector to change
the respective radii may require repositioning of the counterweights to
maintain goniometer accuracy and instrument alignment.

Figure 2.1.11
Illustration of coplanar and in-plane diffraction. S: X-ray source. �I, �D:
incident and diffracted beams for coplanar diffraction. �I, �F, 2�IP-GID:
incident-beam angle, exit angle and diffracted-beam angle, respectively,
for in-plane grazing-incidence diffraction.
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(IP-GID) may be measured at angles 2�IP-GID in the non-

coplanar direction at an exit angle �F.
There are two principal instrument designs implementing

coplanar and in-plane data collection. Firstly, as is obvious from

Fig. 2.1.11, a dual-goniometer system may be employed. The most

sophisticated implementation has two goniometers placed verti-

cally one above the other, allowing simultaneous coplanar and in-

plane measurements using two independent scattered-beam

optical X-ray benches as shown in Fig. 2.1.12. Alternatively, the

second goniometer may be integrated into the scattered-beam

optical X-ray bench, allowing sequential coplanar and in-plane

measurements. As a further alternative, a single goniometer may

be used, with a Eulerian cradle mounted at the detector position,

allowing the detector to be moved around the specimen to

perform in-plane measurements. Secondly, a single goniometer

equipped with a Eulerian cradle may be used, where the

specimen is simply turned by 90˚ in  . As line focus is usually

employed for IP-GID measurements, the X-ray source is also

turned by 90˚ to increase the flux.

For all systems, the diffracted-beam optical X-ray benches may

be equipped as for multiple beam-path systems, as described in

Section 2.1.5.3.1, providing extremely high flexibility. The choice

of the most appropriate design depends on issues such as

specimen size and weight, the weight of any components in the

diffracted-beam path, related spheres of confusion, and the

potential need to measure the specimen in a horizontal position.

2.1.6. X-ray sources and optics

This section covers both the generation as well as the condi-

tioning of X-ray beams. All types of X-ray sources, whether

laboratory or synchrotron sources, emit a wide range of wave-

lengths with a characteristic beam divergence and with an

intensity related to the power load applied. The function of the

incident- and diffracted-beam X-ray optics is to condition the

emitted beam in terms of desired wavelength spread, divergence,

cross-section size, and shape, and to conserve as much intensity as

possible. To achieve maximum performance in terms of intensity

and angular resolution, it is essential to design the X-ray optics so

that their properties match the characteristics of the X-ray

source. Important parameters are the X-ray source beam size and

shape, as well as the acceptance angle of the optics given by their

design and the distance to the X-ray source.

The optimum choice of an X-ray source and the X-ray optics

always depends on the properties of the specimen and the

requirements of the applications. Applications requiring high

spatial resolution (e.g. small single crystals or microdiffraction) or

low-angle scattering (e.g. thin-film analysis or SAXS) usually

require parallel and narrow beams, while diffraction by ideal

powders usually works best with larger and slightly divergent

beams. As X-ray sources are hardly ever used without X-ray

optics, all the components should be seen as one unit determining

the beam characteristics at the specimen and eventually at the

detector position.

2.1.6.1. X-ray beam quality measures

An X-ray beam is characterized by its intensity, wavelength

spread, divergence, cross-section size, homogeneity and shape.

Simple means for quantifying the quality of an X-ray beam are

often useful, and can be used to design an optimal measurement

setup by appropriate choice of a combination of X-ray source and

X-ray optics. The quantities that are typically used are flux, flux

density, brightness and brilliance, all within a 0.1% bandwidth

represented by a wavelength range,��, centred around a specific
wavelength �, i.e. �� is equal to 1/1000 of �. While flux, flux

density, brightness and brilliance are inter-related, they are

distinct and one thus has to consider all of these when comparing

X-ray beam characteristics.

Flux represents the integrated intensity of an X-ray beam and

is defined as the number of X-ray photons emitted per unit time.

The unit for flux is photons per second (p.p.s.).

Flux density is defined as the flux passing through a unit area.

The unit is p.p.s. mm�2. Flux density is an appropriate parameter

for measuring local counting rates and is synonymous to the term

‘intensity’ as used in colloquial speech.

Brightness takes the beam divergence into account, and is

defined as the flux per unit of solid angle of the radiation cone.

The unit is p.p.s. mrad�2. Brightness is an appropriate parameter

to use when comparing two X-ray sources with identical focal

spot size, as the definition does not contain a unit area.

Brilliance additionally takes the beam dimensions into

account and is defined as brightness per mm2. The unit is

p.p.s. mm�2 mrad�2. Brilliance is maximized by making the beam

size and divergence as small as possible, and the photon flux as

large as possible. Two X-ray beams may have the same flux

density but different brilliance if the two beams have different

beam divergence. Brilliance is thus an appropriate parameter to

use when comparing two X-ray sources with different focal spot

sizes.

Note that the X-ray source brilliance is an invariant quantity,

i.e. the brilliance at the specimen position cannot be improved by

any optical techniques, but only by increasing the brilliance of the

X-ray source. This is a consequence of Liouville’s theorem, which

states that phase space is conserved. Accordingly, focusing the

beam to a smaller size by means of any diffractive or reflective

optics will necessarily increase the flux density and the diver-

gence of the X-ray beam, and vice versa. Additionally, any

diffractive or reflective optics lose flux owing to their reflectivity,

which usually is�90%. Apertures such as slits can help to reduce

beam size and divergence, but only at the expense of flux.

Brilliance is more important than flux for experiments with

small specimens (e.g. single crystals) or small regions of interest

(e.g. microdiffraction), where it is generally desirable to work

Figure 2.1.12
Sophisticated IP-GID implementation by placing two goniometers
vertically with respect to each other, allowing simultaneous coplanar
and in-plane measurements using two independent scattered-beam
optical X-ray benches (compare with Fig. 2.1.2). The sample stage may
be mounted at position 3 or 30.
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with a beam of low divergence and to match the incident beam

size to the size of the specimen or the region of interest.

The illumination of larger specimen areas is particularly

important for any applications involving polycrystalline speci-

mens, where focusing of the diffracted beam has an advantage

over parallel-beam optics in terms of higher beam flux and

divergence in that the angular resolution in the diffraction

pattern increases. Using an X-ray beam with too small a cross

section and/or divergence will result in a smaller or even too

small number of diffracting crystallites. This will generally lead to

a loss in the diffracted intensity, and may additionally lead to an

inhomogeneous intensity distribution in space, leading to random

and uncorrectable intensity errors (known as ‘particle statistics

error’, ‘spottiness error’ or ‘granularity error’), and needs to be

avoided by all means.

The combination of an appropriate X-ray source with appro-

priate X-ray optics thus depends on the properties of the

specimen and the requirements of the application, and contri-

butes most to the attainable data quality. This is in full agreement

with the statement made earlier that there are only a few

instrument configurations that will be ideal for any two applica-

tion areas, or every conceivable sample within a single applica-

tion area. While changes of most X-ray optics are extremely easy

these days, changing between different types of X-ray sources

may require significant effort. The choice of the most appropriate

X-ray source therefore requires, at the time of instrument

acquisition, careful consideration of the types of specimen in

relation to the analyses to be conducted.

2.1.6.2. X-ray sources

In this section the general concepts of the commonest types of

X-ray sources will be described. The physics of X-ray generation

and the properties of X-rays have been extensively covered in

the literature. More detailed information can be found in, for

example, International Tables for Crystallography Vol. C (2004)

as well as in the textbooks by Pecharsky & Zavalij (2009),

Clearfield et al. (2008), Jenkins & Snyder (1996), and Klug &

Alexander (1974).

2.1.6.2.1. Generation of X-rays and the X-ray spectrum

In laboratory X-ray sources, X-rays are produced by a multi-

keV electron beam impinging on a metallic target. The X-ray

spectrum that is obtained is characterized by a broad band of

continuous radiation, accompanied by a number of discrete

spectral lines characteristic of the target material. The continuous

part of the spectrum (‘Bremsstrahlung’) is generated by the rapid

deceleration of the electrons within the target, ranging from

lowest energies as a result of gradual deceleration through to a

cutoff wavelength whose energy corresponds to the initial kinetic

energy of the electron, as a result of instantaneous deceleration.

The discrete spectral lines (‘characteristic radiation’) are the

result of electrons knocking out core electrons from the target

material. This results in emission of ‘fluorescent’ X-rays when the

perturbed atom relaxes to its ground state by filling up the energy

levels of the electrons that have been knocked-out by means of

electron transitions from higher electron shells. The energy of the

fluorescent radiation is characteristic of the atomic energy levels

of the target material. The most commonly used characteristic

radiation is that of K�, representing the transition of a 2p elec-

tron (L shell) filling a hole in a 1s (K) shell.

The target materials that are commonly in use strongly depend

on the application and the type of X-ray source used. The most

commonly used target materials range from Cr through to Co,

Cu, Mo and Ag. With the recent introduction of liquid-metal

targets, see Section 2.1.6.2.2.2(b), Ga will find increasing use in

applications requiring the smallest spot sizes and highest bril-

liance. A list of characteristic wavelengths and absorption edges

of commonly used metal (K�) filters is given in Table 2.1.3.

Today’s laboratory X-ray sources can be classified as shown in

Table 2.1.1, and are described in Section 2.1.6.2.2. For perfor-

mance considerations see Section 2.1.6.2.3.

2.1.6.2.2. Types of X-ray sources

The performance of X-ray sources is usually characterized via

brilliance as a measure for the quality of the emitted X-rays. The

brilliance of an X-ray source is determined by several factors

such as electron power density and the take-off angle.

The electron power density is the most important factor. Only

a small fraction of <1% of the applied electron energy is

converted into X-rays, so most of the incident energy is dissipated

within the target as heat. The maximum power density and thus

brightness of the X-ray source is limited by the melting or

evaporation temperature of solid or liquid metal targets,

respectively, and the efficiency with which the heat is removed

from the area on which the electrons impact.

The take-off angle describes the angle under which the focal

spot is viewed, and typically ranges from 3˚ to 7˚, but may be up to

45˚, depending on the type of X-ray source. The actual take-off

angle that is chosen represents a compromise. On the one hand, it

should be as small as possible to minimize the effectively seen

Table 2.1.3
Characteristic wavelengths and absorption edges of metal filters in common use

These data are taken from International Tables for Crystallography Vol. C (2004). Metal filters are discussed in Section 2.1.6.3.1.2.

Anode
material K�2 K�1 K�3 K�1

Metal
filter

K absorption
edge (Å)

Cr 2.2936510 (30) 2.2897260 (30) 2.0848810 (40) 2.0848810 (40) V 2.269211 (21)

Co 1.7928350 (10) 1.7889960 (10) 1.6208260 (30) 1.6208260 (30) Fe 1.7436170 (49)

Cu 1.54442740 (50) 1.54059290 (50) 1.3922340 (60) 1.3922340 (60) Ni 1.4881401 (36)

Ga† 1.3440260 (40) 1.3401270 (96) 1.208390 (75) 1.207930 (34)

Mo 0.713607 (12) 0.70931715 (41) 0.632887 (13) 0.632303 (13) Zr 0.6889591 (31)
Nb 0.6531341 (14)

Ag 0.5638131 (26) 0.55942178 (76) 0.4976977 (60) 0.4970817 (60) Rh 0.5339086 (69)
Pd 0.5091212 (42)

† Currently used with dedicated Montel optics only.
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width of the focal spot to increase resolution. On the other hand,

it cannot be made arbitrarily small to avoid self-absorption by the

metal target due to the finite depth in which the X-ray radiation is

produced. The higher the tube voltage the larger the take-off

angle should be to avoid intensity losses by self-absorption.

In the history of laboratory X-ray source development, most

effort has probably been concentrated on techniques for

removing the heat from the metal target as efficiently as possible,

as illustrated in Fig. 2.1.13, leading to two different categories of

X-ray sources for laboratory use: fixed- and moving-target X-ray

sources.

2.1.6.2.2.1. Fixed-target X-ray sources

Fixed-target X-ray sources are used in more than 90% of all

X-ray diffractometer installations (Fig. 2.1.13a). Electrons are

generated by heating a filament (cathode) and accelerated

towards the metal target (anode) by means of a high potential,

typically of the order of 30–60 kV.

In conventional X-ray sources the electrons are focused by an

electrostatic lens onto the anode to form the focal spot. Typical

power ratings range from several hundred watts up to about

3 kW. The anode is water-cooled from the back. Focal spots are of

rectangular shape, and can be viewed at the two long and the two

short faces, giving two line and two point foci, respectively. This

allows up to four instruments to be operated with a single X-ray

source. However, the vast majority of all today’s X-ray diffract-

ometers are equipped with an individual X-ray source (and

sometimes two, see Section 2.1.5.3.1). This significantly eases

alignment as there is no need to align the instrument with respect

to the X-ray source, and allows instrument configurations with

moving X-ray sources. Modern X-ray-source stage designs allow

switching between point and line focus by rotating the X-ray

source 90˚ without alignment and even without the need to

disconnect the powder cables and water supply.

Conventional X-ray sources have long and wide electron

beams so that a large area of the target is heated (Fig. 2.1.13a).

The heat generated in the middle of this area can mainly flow in

just one direction: towards the water-cooled back of the anode.

Heat flow parallel to the surface is minimal, thus limiting the

cooling efficiency. It is for this reason that conventional X-ray

sources achieve the lowest brilliance of any laboratory X-ray

source. Conventional X-ray sources are usually coupled with

relatively simple optics and are cheap compared to moving-target

systems. In addition they are maintenance-free, apart from

periodic changes of the X-ray source owing to ageing.

‘Micro-focus’ X-ray sources represent another category of

X-ray source and are characterized by very small focal spot sizes

ranging from a few mm up to about 50 mm. In this type of X-ray

source, the improved focusing of the electron beam is achieved by

very fine electrostatic or magnetic lenses. Power requirements are

significantly less than conventional X-ray sources, ranging from a

few watts up to some hundred watts, depending on focal spot size;

water cooling is frequently not required. Again, there is no

maintenance required beyond periodic tube changes.

As the focal spot area is very small, heat can also flow sideways,

improving the thermal cooling efficiency and thus allowing this

type of X-ray-source tube to achieve significantly higher bril-

liance than conventional X-ray sources. To benefit from this

increased performance, relatively large optics of the reflective

type (see Section 2.1.6.3.3) are required, making micro-focus

X-ray source systems significantly more expensive than conven-

tional systems.

The lifetime of a fixed-target X-ray source depends on many

factors, of which operation of the source within specifications

(such as specific loading and cooling) is particularly important.

The ‘useful’ lifetime may be significantly shorter, even though the

X-ray source still operates. Deposition of tungsten from the

Figure 2.1.13
Illustration of the working principle of laboratory X-ray sources: (a)
fixed target, (b) rotating target, (c) liquid-metal jet. �: take-off angle. For
fixed targets (a) the heat mainly flows towards the cooled back end of the
target. For moving targets (b, c) cold parts of the target are moved into
the electron beam continously, providing an extremely large effective
cooling efficiency.
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filament on the anode and on the inner beryllium window

surfaces leads to spectral contamination and substantial loss of

intensity with time. Increasing deterioration of the filament may

change its position relative to the electrostatic lens used for

focusing and result in beam inhomogeneity and additional

intensity losses. Further intensity losses and beam inhomogeneity

may arise from pitting of the anode surface as a result of the

intense electron flux on the anode surface.

2.1.6.2.2.2. Moving-target X-ray sources

(a) Rotating-target X-ray sources. Rotating-target X-ray

sources are able to remove heat more efficiently than fixed-target

sources, and can thereby sustain higher fluxes of X-ray photons

(Fig. 2.1.13b). This is achieved by rotating a cooled anode, with a

typical diameter ranging from about 10 to 30 cm, at about 6000–

12 000 revolutions per minute. The maximum power loads

depend on the focal spot size, and can range up to 18 kW for

conventional rotating-target X-ray sources, and 3 kW for micro-

focus rotating-target X-ray sources. Rotating-target X-ray

sources are thus inherently more brilliant, and gain up to an order

of magnitude in brilliance compared to their respective fixed-

target counterparts.

Rotating-target systems do require routine maintenance such

as periodic anode refurbishment and changes of the filament,

bearings and seals. The maintenance requirements of micro-focus

systems are significantly lower than those of conventional

rotating-target systems because of the lower total power loading.

(b) Liquid-metal-jet X-ray sources. A very recent development

is that of liquid-metal-jet micro-focus X-ray sources (Fig. 2.1.13c),

where a jet of liquid metal acts as the electron-beam target

(Hemberg et al., 2003). A thin (<100–225 mm) high-speed

(>50 m s�1) liquid-metal jet is injected into vacuum by applying a

backing pressure of about 200 bar and is targeted by a focused

electron beam with a beam power of up to 200 Wand a focal spot

size of down to 6 mm. The focal spot is viewed at a take-off angle

of about 45˚ to obtain a symmetric beam usually coupled into

Montel optics. (Montel optics are described in Section

2.1.6.3.3.1.)

Ideal materials for use in liquid-jet anodes are electrically

conductive to avoid charging and have low vapour pressure to

simplify vacuum operation. Among a few materials currently

being evaluated, Galinstan (a eutectic mixture of 68.5% Ga,

21.5% In and 10% Sn by weight) is particularly suited for

laboratory X-ray analyses, as it is liquid at room temperature

(melting point 254 K), with the most intense Ga K� line at

9.25 keV, and less intense In K� and Sn K� lines at 24 and

25.3 keV, respectively.

The obvious advantage of a metal-jet anode is that the

maximum electron-beam power density can be significantly

increased compared to solid-metal anodes and thus the brilliance

can be increased by up to an order of magnitude.

2.1.6.2.3. Performance of X-ray sources

The single most important property of an X-ray source is its

brilliance, which is proportional to the maximum target loading

per unit area of the focal spot, also referred to as the specific

loading.

In Table 2.1.4 the maximum target loading and specific loading

(relative brilliance) for some typical sealed tubes and some

rotating-anode sources with a Cu target are compared. Also

listed are data for the liquid-metal jet with Ga as a target. Micro-

focus fixed-target X-ray sources have up to two orders of

magnitude higher specific loadings compared to conventional

fixed target tubes, and even 2 to 5 times higher specific loadings

compared to conventional rotating-anode systems. In contrast to

fixed-target micro-focus X-ray sources, where the specific loading

can only be increased by reducing the source size, moving-target

X-ray sources are also made brighter by increasing the speed of

the target relative to the electron beam. Moving-target X-ray

sources are thus inherently brighter than stationary targets. The

liquid-gallium jet has a higher (by a further order of magnitude)

specific loading than the most brilliant rotating-anode systems,

and now rivals the intensity of second-generation synchrotron

beamlines.

2.1.6.3. X-ray optics

The purpose of X-ray optical elements is to condition the beam

emitted by an X-ray source in terms of desired wavelength

spread, divergence, cross-section size and shape, and to conserve

as much intensity as possible. X-ray optics currently employed in

laboratory X-ray diffractometers may be classified as absorptive,

diffractive and reflective, as shown in Table 2.1.1.

Absorptive and diffractive X-ray optics represent selective

beam-conditioning techniques, where parts of the beam are

eliminated to achieve a particular wavelength distribution and

divergence. In contrast to this, reflective optics modify the beam

divergence to direct the full beam to the specimen or to the

detector. The extremely large number of X-ray optical elements

available allows for an enormous range of incident and diffracted

beam-path configurations. Choosing the most appropriate X-ray

optics and X-ray optics combination for a particular experiment

is a challenge for the user. The general rule to be obeyed in order

to obtain the best data quality is that the beam dimension,

wavelength distribution and divergence should compare to the

specimen dimension and angular spread of the structural features

to be resolved.

In this section the most common features of X-ray optics in

current use will be discussed. A comprehensive survey cannot be

given, since there exists an incredible multitude of variants of the

basic X-ray optic types listed in Table 2.1.1. X-ray optics have

been extensively covered in the literature, for example in Inter-

national Tables for Crystallography Vol. C (2004) and in the

textbooks by He (2009), Pecharsky & Zavalij (2009), Paganin

Table 2.1.4
Maximum target loading and specific loading for some selected fixed-
and moving-target X-ray sources

X-ray source
Focal spot
(mm2)

Maximum
load (kW)

Specific loading
(kW mm�2)

Fixed target

Broad focus (Cu) 2 � 10 3 0.15

Normal focus (Cu) 1 � 10 2.5 0.25

Long fine focus (Cu) 0.4 � 12 2.2 0.5

Micro-focus (Cu) 0.01–0.05 <0.05 5–50

Moving target

Rotating anode (Cu) 0.5 � 10 18 3.6
0.3 � 3 5.4 6
0.2 � 2 3 7.5
0.1 � 1 1.2 12

Micro-focus rotating
anode (Cu)

0.1 2.7 27

Liquid-metal jet (Ga) 0.02 � 0.02 0.2 >500
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(2006), Fewster (2003), Bowen & Tanner (1998), Jenkins &

Snyder (1996), Klug & Alexander (1974), and Peiser et al. (1955).

An extensive discussion of the principles of combining X-ray

optics to optimally suit a wide range of different powder

diffraction as well as thin-film applications has been given in the

textbook by Fewster (2003).

2.1.6.3.1. Absorptive X-ray optics

2.1.6.3.1.1. Apertures

The simplest way of beam conditioning is to place apertures

such as slits (line focus) or pinholes (point focus) into the incident

and/or diffracted beam to control beam divergence and shape,

and to reduce unwanted scattering from air or any beam-path

components. Apertures are ‘shadow-casting’ optics and thus

cannot increase flux density. Reducing beam divergence and

beam dimensions by means of apertures invariably results in a

loss of intensity that is inversely proportional to the slit aperture.

The principles are shown in Fig. 2.1.14. The divergence of a

beam is established by the dimensions of the focal spot as well as

the aperture and the distance of the aperture from the source

(Fig. 2.1.14a). The divergence in the diffraction plane is usually

called ‘equatorial divergence’ and the divergence in the axial

direction ‘axial divergence’. Apertures can be of the plug-in type

requiring manual changes of the aperture to obtain different

divergence angles, or – usually only for equatorial divergence slits

– motorized. Motorized slits are mostly used in the Bragg–

Brentano geometry to limit equatorial divergence, which can be

arbitrarily chosen and either be kept constant to keep the

diffracting specimen volume constant (as is invariably the case

with plug-in slits), or varied as a function of 2� to keep the

illuminated specimen length constant. Typical aperture angles

range from 0.1–1˚.

To provide additional collimation, a second aperture may be

placed at some distance away from the first (Fig. 2.1.14b). When

using the same aperture, an almost-parallel beam may be

obtained from a divergent beam at the cost of high intensity

losses. A third aperture is often used to reduce scattering by the

second slit. In laboratory X-ray diffractometers dedicated for

SAXS analysis such collimation systems may reach lengths of

more than 1 m.

Another way to parallelize radiation is to use a parallel-plate

collimator (PPC), which is manufactured from sets of parallel,

equally spaced thin metal plates, as shown in Fig. 2.1.14(c). Each

pair of neighbouring plates works like a double-aperture

arrangement as shown in Fig. 2.1.14(b). In contrast to simple slits

and pinholes, PPCs do not change the shape of the beam. PPCs

arranged parallel to the diffraction plane are usually called

‘Soller slits’ and are used to control axial divergence. Such

devices can be used for focusing as well as parallel-beam

geometries with typical aperture angles ranging from 1–5˚. Soller

slits are usually mounted on both the incident- and diffracted-

beam sides of the specimen. PPCs arranged parallel to the

diffraction plane are specifically used in parallel-beam geome-

tries to minimize equatorial beam divergence, with typical aper-

ture angles ranging from 0.1–0.5˚.

The ways in which the diffracted beam can be conditioned are

limited when employing one- or two-dimensional detectors. A

particular issue related to these types of detectors is unwanted

scattering from air or any beam-path components. Ideally, a

closed, evacuated or He-flushed beam path will be used, but this

is often not feasible owing to collision issues. For smaller detec-

tors it is possible to place the anti-scatter aperture closer to the

specimen surface. Alternatively, a knife edge may be placed on

top of the specimen. As knife edges may interfere with divergent

beams at higher 2� angles, it is necessary to move them away from

the specimen at higher 2� angles. Another possibility, limited to

one-dimensional detectors, is to use radial Soller slits as shown in

Fig. 2.1.14(d).

2.1.6.3.1.2. Metal filters

Metal filters are the most frequently used devices for mono-

chromatization of X-rays in laboratory diffractometers. Metal

filters represent single-band bandpass devices where mono-

chromatization is based on the K absorption edge of the filter

material to selectively allow transmission of the K� characteristic
lines while filtering white radiation, K� radiation (hence they are

frequently known as ‘K� filters’), and other characteristic lines.

A properly selected metal filter has its K absorption edge right

between the energies of the K� and K� characteristic lines of the
source. As a rule of thumb, this is achieved by choosing an

element just one atomic number less than the X-ray source target

material in the periodic table. For heavy target materials such as

Figure 2.1.14
Apertures used for beam collimation. �: divergence angle, f: virtual
focus. (a) Single slit or pinhole, (b) parallelization through double slits or
pinholes, (c) parallelization through a parallel-plate collimator, (d) a
radial plate collimator.
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Mo or Ag, this rule can be extended to two atomic numbers. A list

of metal filters suitable for the most commonly used target

materials is given in Table 2.1.3.

A major disadvantage of metal filters is that they cannot

completely eliminate K� radiation at bearable intensity losses. In

addition, they introduce absorption edges at the high-energy

(low-angle) side of diffraction peaks, the magnitudes of these

being dependent on the wavelength as well as on the filter

material and its thickness. While for point detectors absorption

edges are usually obscured by counting statistics, they are much

more readily visible to position-sensitive detectors owing to the

high number of counts that are typically collected.

Positioning of the metal filter does not make a difference in

terms of filtering of K� or white radiation, but can in the case of

specimen fluorescence. Placing the metal filter in the diffracted

beam can filter some fluorescence radiation, unless the specimen

contains the same element as the metal filter. Taking Cu radiation

as an example, most fluorescence radiation excited by Ni in the

specimen will pass through a diffracted-beam Ni filter. In this

instance, the K� filter should be mounted in the incident beam to

suppress Cu K� radiation, which is very efficient at exciting Ni

fluorescence. Balanced-filter techniques, employing two (or

more) filters that have absorption edges just above and below

K�, are no longer in use as the resulting bandpass is still much

wider than that of crystal monochromators at even higher

intensity losses.

Metal filters are generally supplemented by some energy

discrimination by the detector to remove the high-energy white

radiation from the X-ray source. The effectiveness of this white-

radiation removal depends upon the energy resolution of the

detector, and is discussed in Section 2.1.7 for the different

detector technologies currently in use. Recent improvements in

the energy-discrimination capabilities for silicon strip detectors

now even allow filtering of K� radiation, completely eliminating

the need for metal filters (see Section 2.1.7.2.3.2). As a conse-

quence, the use of metal filters is likely to decline.

Another type of metal filter is represented by absorbers, e.g.

Cu foils, which are used at high intensities to avoid detector

saturation or even damage. Absorbers can be motorized and

switched in and out automatically depending on the actual count

rates that are detected (Fig. 2.1.15a). Several absorbers with

different thickness may be combined in the form of motorized

rotating absorbers (Fig. 2.1.15b).

2.1.6.3.2. Diffractive X-ray optics

Single crystals or highly textured polycrystals (mosaic crystals)

represent effective beam conditioners by allowing the spectral

bandwidth as well as the X-ray beam divergence to be modified.

When they are placed at a specific angle with respect to the

incident and diffracted beams, according to Bragg’s law, only a

small spectral bandwidth will be transmitted depending on the

divergence of the incident beam and the rocking angle (mosaic

spread) of the crystal. Higher harmonics (�/2, �/3, . . . ) are

diffracted as well, but can be successfully suppressed by using

materials with small higher-order structure factors and via energy

discrimination by the detector. Depending on the application, a

crystal monochromator can be either used as a spectral filter

(‘monochromator’), typically used in the incident beam, or as an

angular filter (‘analyser’), typically used in the diffracted beam to

restrict the angular acceptance of the detector.

It is likely that all monochromators currently employed in

laboratory X-ray diffractometers are of the reflective type

(‘Bragg geometry’). Transmission-type monochromators (‘Laue

geometry’) play no role in laboratory powder diffraction. Two

designs are in common use and are described below: (a) single-

reflection monochromators and (b) multiple-reflection mono-

chromators.

2.1.6.3.2.1. Single-reflection monochromators

The most common types of single-reflection monochromators

are illustrated in Figs. 2.1.16 and 2.1.17. Flat crystals (Fig. 2.1.16)

are used in parallel-beam geometry and curved crystals in

focusing geometries (Fig. 2.1.17). A beam reflected from a flat

crystal with the reflecting lattice planes parallel to its surface

(symmetric cut) is nearly parallel (Fig. 2.1.16a). If the crystal is

cut at an angle to the reflecting lattice planes (asymmetric cut),

then the beam will be expanded (Fig. 2.1.16b), or compressed if

reversed (Fankuchen, 1937). Monochromators can be curved

(Johann, 1931) or curved and ground (Johannson, 1933), and may

be cut symmetrically (Fig. 2.1.17a) or asymmetrically (Fig.

2.1.17b). The latter has the particular advantage of providing

different focal lengths for the incident and diffracted beam. A

shortened incident beam allows the monochromator to be

mounted closer to the X-ray source to capture a larger solid angle

of the emitted beam. If the diffracted-beam focusing length is

Figure 2.1.15
Motorized switchable (a) and rotating (b) absorbers.

Figure 2.1.16
Illustration of flat single-reflection monochromators. (a) Symmetrically
cut crystal, (b) asymmetrically cut crystal with an angle � between the
reflecting lattice planes and the crystal surface.
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sufficiently large, then the instrument geometry can be converted

between the Bragg–Brentano and the focusing Debye–Scherrer

geometries by shifting the monochromator crystal and the X-ray

source along the incident-beam X-ray optical bench (see Section

2.1.4.1 and Fig. 2.1.3).

The most commonly used monochromator crystal materials

are germanium and quartz, which have very small mosaic spreads

and are able to separate the K�1/K�2 doublet. In contrast to

germanium and quartz crystals, graphite and lithium fluoride

have large mosaic spreads and thus high reflectivity, but cannot

suppress K�2. In principle, any of these monochromators can be

mounted in the incident as well as the diffracted beam; the choice

mostly depends on the purpose of the monochromator. Germa-

nium and quartz monochromators are typically used as incident-

beam monochromators to produce pure K�1 radiation. Graphite

(focusing geometries) and lithium fluoride (parallel-beam

geometry) are often used as diffracted-beam monochromators to

suppress fluorescence radiation. Germanium and quartz can also

be used as diffracted-beam monochromators, but are usually not

because of their lower reflectivity. Where mounting of diffracted-

beam monochromators is difficult or impossible, which is speci-

fically true for one- and two-dimensional detector applications,

curved graphite monochromators are frequently used as incident-

beam monochromators.

The use of diffracted-beam monochromators – at least in

powder X-ray diffraction – is declining steeply because of the

geometric incompatibility issues with one- and two-dimensional

detector systems (which, since 2010, have been sold with more

than 90% of all diffractometers; see Section 2.1.3.2). With the

recent improvements of energy-discrimination capabilities for

silicon micro-strip detectors, the need for diffracted-beam

monochromators will further diminish (see Section 2.1.7.2.3).

2.1.6.3.2.2. Multiple-reflection monochromators

Multiple-reflection monochromators can reduce the wave-

length dispersion �� /� significantly more than single-reflection

monochromators. Multiple-reflection monochromators are often

made of monolithically grooved single crystals and are also

known as channel-cut monochromators (Bonse & Hart, 1965). In

Fig. 2.1.18 an overview is given of the most common channel-cut

monochromator types; for a detailed discussion see e.g. Hart

(1971) and Bowen & Tanner (1998). Successive reflection of the

X-ray beam at the channel walls by the same lattice planes causes

a strong reduction of the X-ray intensity contained in the tails

of the beam. Depending on the number of reflections,

multiple-reflection monochromators are denoted as two-bounce,

three-bounce etc. channel-cut monochromators. The Bartels

monochromator (Bartels, 1983) comprises two two-bounce

channel-cut crystals. For Cu radiation, such a monochromator

results in a wavelength spread which is less than the natural line

width of the Cu K�1 line. The most commonly used crystal

material is germanium, which delivers higher intensity than

silicon, using the 400, 220, or 440 reflections. Crystals may be cut

symmetrically or asymmetrically. In Table 2.1.5 several types of

Figure 2.1.17
Illustration of curved and ground single-reflection monochromators.
Only the central beam is shown for clarity. (a) Symmetrically cut crystal,
(b) asymmetrically cut crystal with two different focal lengths a and b.

Figure 2.1.18
Illustration of multiple-reflection monochromators. (a) Symmetrically cut two-bounce channel-cut monochromator, (b) asymmetrically cut two-bounce
channel-cut monochromator for beam compression, or, if reversed, for beam expansion, (c) symmetrically or asymmetrically cut four-bounce channel-
cut monochromator, (d) symmetrically cut three-bounce channel-cut monochromator.
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germanium channel-cut monochromators are compared in terms

of divergence and intensity.

Switching between different channel-cut monochromators is

extremely easy these days and can be accomplished without the

need for any tools and without realignment. This is also true for

cases where a beam offset is introduced, e.g. by switching

between two- and four-bounce channel-cut monochromators. In

sophisticated instruments such an offset can be compensated

fully automatically by a software-controlled motor.

The combination of different types of channel-cut mono-

chromators in both the incident and diffracted beam allows the

construction of advanced diffractometer configurations with

extremely high resolution capabilities. It should be emphasized

that laboratory X-ray diffractometers can have identical optical

configurations to diffractometers operated at synchrotron

beamlines. The important and obvious difference, however, is the

extremely low flux coming from laboratory X-ray sources, which

is further diminished by each reflection in a channel-cut mono-

chromator (Table 2.1.5). While such configurations work

perfectly for strongly scattering single-crystal layers in thin films,

for example, analysis of ideal powders is normally not possible.

2.1.6.3.3. Reflective X-ray optics

2.1.6.3.3.1. Multilayer mirrors

Multilayer mirrors used in laboratory X-ray diffractometers

are efficient beam conditioners, using total reflection as well as

Bragg reflection on inner interfaces of a multilayer structure to

modify beam divergence, cross-section size, shape and – to some

extent – spectral bandwidth. A comprehensive description of

current mirror designs and important mirror properties is found

in the VDI/VDE Guideline 5575 Part 4 (2011).

Multilayer mirrors consist of a multilayer coating deposited on

a flat or curved substrate. The imaging characteristics are mostly

determined by the contour of the mirror surface as defined by the

substrate surface. The most common contours include planes,

ellipsoids, paraboloids, elliptic cylinders or parabolic cylinders.

The spectral reflection properties are determined by the coating,

which may consist of some 10 up to 1000 alternating layers of

amorphous low-density (‘spacer’) and high-density (‘reflector’)

materials, with a period of a few nanometres. The first curved

mirrors were produced by depositing the multilayers on a flat

substrate that was subsequently bent to the desired contour,

yielding typical r.m.s. slope errors of about 15 arcsec. By using

prefigured substrates with r.m.s. slope errors below 1.7 arcsec,

significantly improved reflectivity and lower beam divergence are

obtained. Laterally graded multilayer mirrors (so-called ‘Göbel

mirrors’) have a layer thickness gradient parallel to the surface

(Schuster & Göbel, 1996), which, when combined with a planar,

parabolic or elliptic substrate contour, produce a divergent,

parallel or focusing beam. Fig. 2.1.19 illustrates graded multilayer

mirrors for parallelization and focusing in the plane of diffrac-

tion.

For beam conditioning in two perpendicular directions, two

perpendicularly oriented curved mirrors may be used, as illu-

strated in Fig. 2.1.20. In the Kirkpatrick–Baez scheme (Kirk-

patrick & Baez, 1948), two mirrors are cross-coupled as shown in

Fig. 2.1.20(a). This setup has some issues related to the inherently

different capture angles and magnification of both mirrors,

resulting in less flux from smaller sources and in different

divergences in both directions for elliptical mirrors. The Montel

optics (Montel, 1957) shown in Fig. 2.1.20(b) overcome these

issues by arranging both mirrors in a ‘side-by-side’ configuration.

Table 2.1.5
Comparison of divergence and intensity for several types of germanium
channel-cut monochromators

In each case, the monochromator is coupled with a graded multilayer providing
3 � 109 counts per second at <0.028˚ beam divergence. The values in parentheses
denote the percentage of intensity diffracted by the respective monochromator
crystals.

Type (hkl)
Divergence
(˚) Intensity

Two-bounce 220, symmetric <0.0052 5.0 � 107 (�1.5%)
Two-bounce 220, asymmetric <0.0085 3.3 � 108 (�10%)
Two-bounce 400, asymmetric <0.0045 4.8 � 107 (�1.5%)
Four-bounce 220, symmetric <0.0035 6.5 � 106 (�0.2%)
Four-bounce 220, asymmetric <0.0080 2.7 � 107 (�1%)
Four-bounce 440, symmetric <0.0015 2.2 � 105 (�0.075%)

Figure 2.1.19
Schematic of graded multilayer mirrors. (a) Parabolic mirror for
parallelization of a divergent beam, or, if reversed, focusing of a parallel
beam. In the latter case the mirror will also filter some specimen
fluorescence. (b) Elliptical mirror for focusing of a divergent beam.

Figure 2.1.20
Examples for orthogonally positioned curved mirrors for beam
conditioning. (a) Kirkpatrick–Baez scheme employing two parabolic
mirrors to create a parallel beam, (b) Montel optics employing two
elliptical mirrors side-by-side to create a focusing beam.
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Mirrors are available for all characteristic wavelengths used in

laboratory X-ray powder diffractometers. A wealth of different

materials are being used as double layers (reflector/spacer),

including but not limited to W/Si, W/B4C, Ni/C, Ru/B4C, Ti/B4C,

V/B4C, Cr/B4C and Mo/B4C. The double-layer materials may be

selected according to the energies of their absorption edges to

make the mirror act as a filter as well. While none of these

mirrors is strictly speaking a monochromator, appropriate

selection of the double-layer materials, depending on the wave-

length used, will allow monochromatization of the radiation to

K� while K� and Bremsstrahlung are suppressed.

Within the past two decades mirror systems have become

invaluable for all applications requiring a small and/or highly

parallel beam. In particular, coupling of a parallel-beam mirror

with multiple-reflection channel-cut monochromators allows the

use of a wider solid-angle range of the X-ray source and a gain of

nearly two orders of magnitude in intensity (Schuster & Göbel,

1995). For applications requiring ideal powders, however, too-

small as well as too-parallel beams may result in too small a

number of diffracting crystallites, which will generally reduce the

diffracted intensity, and may additionally lead to particle statistics

errors (see also Section 2.1.6.1).

Today, advanced sputtering techniques allow the fabrication of

a wealth of different multilayer optics with virtually arbitrary

beam divergences to generate focusing, parallel and divergent

beams, for both point- and line-focus applications. The most

comprehensive overview of currently available mirrors and up-

to-date specifications will be found in manufacturers’ brochures.

2.1.6.3.3.2. Capillaries

X-ray capillary optics are finding increasing use in applications

where a small focused beam with high intensity is required. Their

design, important properties and applications are discussed by

e.g. Bilderback (2003), He (2009), and the VDI/VDE Guideline

5575 Part 3 (2011).

X-ray capillary optics employ total external reflection by the

inner surface of hollow glass tubes to guide and shape X-ray

radiation. For incidence angles lower than the critical angle of

total reflection the X-ray radiation is guided through the optics at

very low losses. The transmission efficiency depends upon the

X-ray energy, the capillary materials, reflection surface smooth-

ness, the number of reflections, the capillary inner diameter and

the incident beam divergence, and is thus determined by the

particular design of the given optics. Generally, the transmission

efficiency decreases with increasing X-ray energy owing to the

decreasing critical angle of total reflection. The role of X-ray

capillary optics as energy filters is insignificant, therefore capil-

laries are usually used in combination with monochromatization

devices such as metal filters, incident-beam graphite mono-

chromators or graded multilayers. Gains in flux density of more

than two orders of magnitude compared to pinhole systems have

been reported. The most common X-ray capillary optics currently

used in laboratory X-ray powder diffractometers can be cate-

gorized as either monocapillaries or polycapillaries.

Monocapillaries consist of ellipsoidal or paraboloidal capil-

laries for focusing or parallelizing X-rays by means of single or

multiple total reflections, as illustrated in Fig. 2.1.21. The exit-

beam divergence is controlled by the capillary diameter and

length as well as the critical angle of total reflection; typical spot

sizes range from some 20 mm down to less than 1 mm. Single-

reflection monocapillaries are achromatic and almost 100%

efficient. Their most important limitations are figure slope errors

limiting the spot size. Multi-reflection monocapillaries can have

the smallest spot sizes, which do not depend on the source size.

An important drawback is that the beam is smallest at the

capillary tip. In order to obtain the smallest possible spot size the

sample has to be positioned to within 10–100 times the diameter

of the tip exit size, e.g. 10–100 mm for a capillary with a 1 mm tip

exit size.

Polycapillaries (e.g. Kumakhov & Komarov, 1990) are mono-

lithic systems of micro-structured glass consisting of thousands up

to several millions of channels, which are tapered at one or both

ends to form desired beam profiles as illustrated in Fig. 2.1.22. A

single channel can efficiently turn an 8 keV beam by up to 30˚ by

multiple total reflections. Polycapillaries can collect a very large

solid angle up to 20˚, resulting in very high intensity gains. Typical

spot sizes range from some 20 mm down to about 10 mm and are

energy dependent, getting larger at lower energies.

2.1.6.3.4. Combi-optics

The steadily growing trend towards multipurpose instru-

mentation has led to a multitude of X-ray optics combined in

single modules to eliminate reassembling and realignment. Such

‘combi-optics’ are usually motorized and allow a fully automatic,

software-controlled switch between different beam paths to

switch between different instrument geometries or to optimize

beam conditioning (e.g. high flux versus high resolution).

A frequent requirement is the ability to switch between the

divergent-beam Bragg–Brentano and parallel-beam Debye–

Scherrer geometries, which can be achieved by two combi-optics

as illustrated in Fig. 2.1.23. In this example, the incident-beam

combi-optics consist of a variable slit and a Göbel mirror. When

operating as a variable slit (Fig. 2.1.23a), the parallel-beam path is

blocked by the variable slit. Turning the variable slit parallel to

the divergent beam (Fig. 2.1.23b) enables the parallel beam and

blocks the divergent beam. The diffracted-beam combi-optics

consist of a set of two parallel-plate collimators, which are

Figure 2.1.21
Schematic of monocapillary optics. (a) Elliptical and (b) parabolic
monocapillary. S = source; F = focal point.

Figure 2.1.22
Schematic of polycapillary optics. (a) Focusing and (b) parallel-beam
polycapillary. S = source; F = focal point.
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separated by a small gap. When turning the two parallel-plate

collimators into the beam direction, only those diffracted rays

running parallel to the collimator plates will reach the detector

(Fig. 2.1.23b). When turning the collimators by approximately

90˚, the gap between the two collimators acts as a variable slit

enabling a divergent beam (Fig. 2.1.23a).

Significantly more sophisticated combi-optics are used in X-ray

diffractometers that are mostly used for thin-film analysis. In Fig.

2.1.24 an example for two different incident-beam and four

different diffracted-beam paths is shown, providing the choice

between eight different beam paths depending on the properties

of the specimen and the application requirements. The incident

beam path is characterized by a fixed-target X-ray source

equipped with a Göbel mirror, attached on a motorized mount.

By rotating this arrangement by about 5˚, the beam travels either

through a rotary absorber followed by a two-bounce channel-cut

monochromator and a slit (upper beam path, high-resolution

setting), or just through a single slit (lower beam path, high-flux

setting). The diffracted beam path represents a double-detector

setup, typically consisting of a point detector (D1) and a position-

sensitive detector (D2). For the point detector three different

beam paths can be chosen by means of a switchable slit, which

either sends the beam through a three-bounce channel-cut

analyser, or through the same two-parallel-plate-collimator

arrangement already discussed in Fig. 2.1.23, either acting as a

parallel-plate collimator or a variable slit. A fourth beam path

without any diffracted-beam X-ray optics allows use of the

position-sensitive detector.

2.1.7. X-ray detectors

The general concepts of X-ray detectors are described here with

the focus on practical aspects. The physics of X-ray detection and

the individual detector technologies are extensively covered in

the literature. He (2009) gives a comprehensive discussion that

also includes the most recent detector technologies. Additional

detailed descriptions are found in International Tables for Crys-

tallography Vol. C (2004), as well as in the textbooks by

Pecharsky & Zavalij (2009), Clearfield et al. (2008), Paganin

(2006), Jenkins & Snyder (1996), and Klug & Alexander (1974).

2.1.7.1. Detector parameters

There are many ways to characterize the properties and

performance of an X-ray detector.

Ideally, in a given detector operated under appropriate

conditions, (1) each photon will produce a detectable signal and

(2) the signal recorded is proportional to the number of photons

detected. If both conditions are fulfilled then the detector has

unit quantum efficiency. The detective quantum efficiency (DQE)

may be defined as the squared ratio of the output signal-to-noise

ratio to the input signal-to-noise ratio, expressed as a percentage.

A detector’s DQE is generally less than 100% because there is

always detector noise and not every photon is detected. The

DQE thus depends on the characteristics of the detector (e.g.

transmission of the detector window, count rates and dead time,

etc.) and varies with the X-ray energy for the same detector.

The detector linearity determines the accuracy of intensity

measurements and depends on the ratio between the photon

Figure 2.1.23
Incident and diffracted beam combi-optics for switching between (a) the
Bragg–Brentano geometry and (b) the parallel-beam geometry. S: X-ray
source; D: detector.

Figure 2.1.24
Example of the use of highly sophisticated incident- and diffracted-beam combi-optics in combination with a rotatable X-ray source and a double
detector arm. This setup enables two different incident-beam and four different diffracted-beam paths, and thus provides a choice between eight
different beam paths, depending on the properties of the specimen and the requirements of the application. S: X-ray source, S0: X-ray source rotated by
about 5˚, D1, D2: detectors.
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count rate and the rate of signals generated and registered by the

detector. In any detector it takes some time to process the

conversion of an individual photon to a voltage pulse, which is

related to the detector dead time: photons arriving while the

detector is still processing the previous photon conversion may

be lost. The detector dead time is related to the physical char-

acteristics of the detector, e.g. the drift time in a gas-ionization

detector, or the read-out time of the counting electronics, e.g. the

shaping time of the amplifier. The effect of dead time becomes a

substantial issue at high photon count rates, when the dead time

becomes a significant part of the average time separation

between two arriving photons, leading to increasing intensity

losses at higher count rates. Detectors can be categorized as being

non-paralysable or paralysable with respect to dead time. A non-

paralysable detector is dead for a fixed time after each count, but

not influenced by photons arriving during the dead time.

Counting losses increase with increasing count rates, but the true

count rate of a nonparalysable detector can be corrected unless

the maximum observed count rate is equal to the inverse of the

dead time. In a paralysable detector, a second photon arriving

within the dead time can not be counted but will extend the dead

time up to a point where the detector will be incapable of

collecting any counts at all (saturation point). Modern detectors

can stand the count rates obtained in powder diffraction

experiments using fixed-target X-ray sources. At very high count

rates, e.g. those obtained in thin-film experiments such as

reflectometry, it may be necessary to attenuate the beam.

Sophisticated instruments are equipped with an electronic feed-

back system and automatic absorbers (see Section 2.1.6.3.1.2) to

ensure that detector saturation is avoided.

The dynamic range of a detector may be defined as the range

between the smallest detectable photon count rates (determined

by inherent detector noise such as readout and dark noise) to the

largest acceptable photon count rates (determined by the dead

time).

Energy resolution is the ability of a detector to resolve two

photons that have different energies. Energy resolution is typi-

cally characterized by the size of the detector energy window,

�E, in electron volts, as determined by the full width at half

maximum (FWHM) of the detector-efficiency curve as a function

of energy, with the detector and counting electronics set to a

specific wavelength. Another frequently used expression for

energy resolution is the ratio of the detector energy window size

to the energy of the monochromatic X-ray beam, E, expressed as

�E/E.

The proportionality of the detector determines how the size of

the generated voltage pulse is related to the energy of the

absorbed X-ray photons, and electronic methods (pulse-height

selection) can be used to discriminate between different energies.

An accurate proportionality thus allows the use of energy

discrimination as a form of monochromatization, where the

energy is filtered by the detector rather than by an optical

element such as a metal filter, crystal or mirror; see Section

2.1.6.3. Signals corresponding to photons with too high or too low

energies are discarded.

The size and weight of detectors may impose several practical

constraints, see also Section 2.1.4.2. For large detectors the

accessible angular range may be limited owing to collision issues.

For heavy detectors a horizontal goniometer may be preferred

over a vertical goniometer (unless horizontal specimen posi-

tioning is imperative) in order to minimize the goniometer load.

X-ray detectors may be broadly classified as counting detectors

or integrating detectors. Counting (digital) detectors are able to

detect and count individual photons. The number of pulses

counted per unit time is proportional to the incident X-ray flux.

Integrating (or analogue) detectors accumulate photon-induced

signals for a given period of time, prior to the integrated signal

being read out and converted into an (analogue) electrical signal.

The signal size is proportional to the flux density of the incident

X-rays.

Counting and integrating detectors each have their clear

advantages and disadvantages. Counting detectors normally have

a greater dynamic range than integrating detectors, while inte-

grating detectors normally have better spatial resolution (Section

2.1.7.3). Energy resolution is only possible for counting detectors.

Readout and dark noise are usually higher for integrating

detectors. Integrating detectors are not limited by the photon

count rate as there is no dead time; nevertheless, the measure-

ment time has to be kept sufficiently small to avoid saturation.

2.1.7.2. Detector types

Counting and integrating detectors can be further distin-

guished by their working principle, and are represented by

scintillation, gas-ionization and semiconductor detectors. The

most commonly used detector types and their properties are

listed in Tables 2.1.1 and 2.1.6, respectively.

At the end of the 1990s the types of detectors in use were

scintillation, gas-ionization, Si(Li) and image-plate detectors,

with the scintillation counter being the most common by far.

Usage of photographic film had already greatly diminished by

that time. With the introduction of a series of new one- and two-

dimensional detector technologies since the late 1990s, the X-ray

detection landscape changed completely. New semiconductor-

based detectors (silicon micro-strip, silicon pixel) as well as gas-

ionization-based detectors (micro-gap) reached a market share of

>90% in newly sold X-ray powder diffractometers within only a

few years. As a consequence, classical metal-wire-based propor-

tional counters and scintillation counters will probably become

obsolete before 2020. The same is expected for CCD-based

detectors, which will be replaced by the very recently introduced

complementary metal–oxide–semiconductor (CMOS) active

pixel sensor technology.

In the following the working principles of currently available

detector types will be briefly described. Matters that are specific

to zero- (0D), one- (1D) and two-dimensional (2D) detection are

discussed in Section 2.1.7.3. While image plates are still in use,

their market share in newly sold systems has become insignif-

icant. Photographic film techniques are totally obsolete. For these

reasons, these two detector types will not be taken into further

consideration.

2.1.7.2.1. Scintillation counters

Scintillation counters are constructed from a scintillator crystal

optically coupled to a photomultiplier tube. The crystal is typi-

cally made of sodium iodide (NaI) doped with about 1% thal-

lium, frequently denoted as NaI(Tl). When irradiated by X-ray

radiation, blue light (�415 nm) is emitted and converted to

electrons in a photomultiplier and amplified; the resulting pulses

are registered as photon counts.

The height of the outgoing pulses is proportional to the energy

of the incoming X-ray photons. This permits the use of pulse-

height selection but only allows for poor energy resolution. The

relatively high count rate and a moderate noise level result in a

moderate dynamic range. These characteristics are the reason for

the formerly wide-ranging acceptance of the scintillation counter
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as the detector of choice. An important disadvantage these days

is the limitation to 0D detection.

2.1.7.2.2. Gas-ionization detectors

The gas-ionization detectors in current use are proportional

counters and can be of the 0D, 1D or 2D detection type. Common

to all proportional counters is a gas-filled chamber permeated by

a non-uniform electric field between positive and negative elec-

trodes, held at a constant potential difference relative to each

other. Typically the noble gases Ar or Xe are used as gas fill,

mixed with a small amount of quenching gas such as CH4 or CO2

to limit discharges. When an X-ray photon travels through the

gas-filled volume, it may be absorbed by a noble-gas atom,

resulting in the ejection of an electron (photoelectric and

Compton recoil). This electron, accelerated by the electric field

towards the anode, will cause an avalanche by subsequent ioni-

zation along its path (gas amplification), generating an electric

pulse which can be registered. The height of the generated pulse

is proportional to the energy of the incoming X-ray photon and

permits the use of pulse-height selection to achieve moderate

energy resolution.

2.1.7.2.2.1. Wire-based proportional counters

In a point proportional detector (0D detection), the pulses

generated are measured at one end of a wire (or a knife edge).

Position-sensitive (1D and 2D detection) proportional detectors

have the added capability of detecting the location of an X-ray

photon absorption event. In a 1D proportional detector, pulses

are detected at both ends of the wire. Thus the time difference

between the measurements of a given pulse can be used to

determine the location of the discharge. 2D proportional coun-

ters consist of three arrays of wires (multiwire proportional

counter, MWPC; Sauli, 1977; Charpak et al., 1968), where one

array forming the anode plane is placed between two cathode

arrays with their wires oriented parallel and orthogonal to the

anode-plane wires, respectively.

Low count rates and low-to-moderate detector noise result in

low-to-moderate dynamic ranges. Wire-based proportional

counters are not competitive with micro-gap and semiconductor

detectors, as can be seen in Table 2.1.6, and are therefore being

driven out of the market.

2.1.7.2.2.2. Micro-gap detectors

The maximum count rates in ‘classical’ metal-wire-based

proportional counters are severely limited by the long ion-drift

times in the chamber (which typically have a cathode to anode

spacing of �10 mm). This issue has been successfully addressed

by so-called micro-gap technology using parallel-plate avalanche

chambers with a readout electrode separated from a resistive

anode. The key feature is the resistive anode, which allows a very

small amplification gap (1–2 mm cathode to anode spacing) at an

increased average electric field intensity, while preventing

discharges (Durst et al., 2003; Khazins et al., 2004). As a result,

micro-gap detectors can achieve count rates several orders of

magnitude higher than classical proportional counters at higher

position sensitivity. Micro-gap detectors of the 1D and 2D

detection type are available. Moderate count rates and very small

Table 2.1.6
Important detector properties at 8 keV as reported by various vendors

Only typical values are given to allow approximate comparisons. Detector properties strongly depend on individual detector designs and are subject to high development
rates.

Scintillation

Gas ionization (Xe/CO2 gas filling)

Wire based (0D) Wire based (1D/2D) Micro-gap (1D/2D)

DQE �95% �95% �80% �80%
Dynamic range >6 � 106 >106 >104 (1D) >8 � 107 (1D)

>106 (2D) >109 (2D)

Maximum global count rate >2 � 106 c.p.s. >7.5 � 105 >105 (1D) >8 � 105 (1D)
>4 � 104 c.p.s. (2D) >1.6 � 106 c.p.s. (2D)

Maximum local count rate n/a n/a >104 (1D) >9 � 105 c.p.s. mm�2 (1D, 2D)
>104 c.p.s. mm�2 (2D)

Noise �0.3 c.p.s. �1 c.p.s. �1 c.p.s. (1D) <0.01 c.p.s. (1D)
<5 � 10�4 c.p.s. mm�2 (2D) <5 � 10�4 c.p.s. mm�2 (2D)

Energy resolution �3500 eV (�45%) �1600 eV (�20%) �1600 eV (�20%) �1600 eV (�20%)

Detection mode Photon counting Photon counting Photon counting Photon counting

Semiconductor

Si(Li) Strip Pixel CCD CMOS

DQE >98% >98% >98% �20–60% �75%
Dynamic range >106 >7 � 106 per strip >109 >5 � 104 >1.6 � 104

Maximum global count rate >105 c.p.s. >108 c.p.s >107 c.p.s. mm�2 n/a n/a

Maximum local count rate n/a >7 � 105 c.p.s. per strip >104 per pixel n/a n/a

Noise �0.1 c.p.s. �0.1 c.p.s. per strip �2.5 � 10�3 c.p.s. mm�2 <0.1 c.p.s. per pixel <0.05 c.p.s. per pixel

Energy resolution �200 eV (�4%) �1600 eV (�20%)† >1000 eV (�12.5%) n/a‡ n/a

Detection mode Photon counting Photon counting Photon counting Integrating§ Integrating

† �380 eV/�5%; Wiacek et al. (2015). ‡ >300 eV/>6% in photon-counting mode, see text. § Photon-counting mode possible, see text.
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noise levels result in very high dynamic ranges. Notably, in

contrast to wire detectors, micro-gap detectors are not likely to

be damaged by accidental exposure to a high-intensity direct

beam, as a patterned anode plane is used rather than wires.

2.1.7.2.3. Semiconductor detectors

Semiconductor (or solid-state) detectors are solid-state ioni-

zation devices in which electron–hole pairs instead of electron–

ion pairs are generated by incoming photons, and they are

sensitive to the entire electromagnetic spectrum from visible light

to X-rays. The energy required for production of an electron–

hole pair is very low compared to the energy required for

production of paired ions in a noble-gas-filled detector. As a

consequence, a larger number of charge pairs with a smaller

statistical variation are generated in semiconductor detectors,

resulting in intrinsically higher energy-resolution capabilities.

The efficiency of semiconductor detectors is very high due to the

high absorption of the semiconductor materials, usually reaching

100%, but may decline at higher photon energies if the photons

are not fully absorbed in the semiconductor e.g. because of

insufficient thickness.

2.1.7.2.3.1. The Si(Li) detector

The Si(Li) detector sensor consists of a lithium-drifted silicon

crystal which must be cooled to prevent lithium diffusion and to

reduce dark noise. An important advantage of this detector is its

excellent energy resolution of even better than 200 eV (4%) at

8 keV (Cu radiation), allowing very effective filtering of K� and

fluorescence radiation and thus operation without a metal filter

or a diffracted-beam monochromator. As Peltier cooling is

sufficient, the Si(Li) detector type has found wide interest for

applications benefitting from high energy resolution, unlike

energy-dispersive detectors requiring operation under cryogenic

conditions [e.g. Ge(Li)]. In particular, the Si(Li) detector signif-

icantly extends the application range of today’s X-ray diffract-

ometers by allowing energy-dispersive X-ray powder diffraction

(EDXRD) as well as – to some extent – XRF (see Section

2.1.4.3).

An important disadvantage of Si(Li) detectors is their large

dead time, which prohibits the handling of higher count rates.

Moderate noise levels result in low-to-moderate dynamic ranges.

An additional important disadvantage is the limitation to 0D

detection.

2.1.7.2.3.2. Silicon micro-strip and silicon pixel detectors

Silicon micro-strip and silicon pixel detectors employ silicon

sensors, which are one- or two-dimensional arrays of p–n diodes

in the form of strips or pixels, respectively, individually connected

to an array of readout channels. The development of this type of

detector technology has obviously been driven by the idea of

massive parallelism: each strip or pixel actually represents an

individual detector. Accordingly, the silicon micro-strip and

silicon pixel detectors are therefore of the 1D and 2D detection

type, respectively.

Count rates recorded by silicon micro-strip and silicon pixel

detectors are very high with very low noise levels, resulting in

very large dynamic ranges. The energy resolution of most

silicon micro-strip and silicon pixel detectors is of the order of

1600 eV (20%) at 8 keV (Cu radiation). Recently, a silicon

micro-strip detector with an energy resolution of better than

380 eVat 8 keV has been introduced (Wiacek et al., 2015). At

such high energy resolution Cu K� is filtered out to below the

detection limit while Mn, Fe and Co fluorescence is filtered

completely, allowing this detector to be operated without a

metal filter or a diffracted-beam monochromator for most

applications.

2.1.7.2.3.3. CCD and CMOS detectors

Charge-coupled device (CCD) detectors are represented by

one- or two-dimensional arrays of square or rectangular pixels

consisting of metal–oxide–semiconductor (MOS) capacitors, and

can detect X-ray photons directly or indirectly. The pixel size may

be less than 10 mm. The majority of detectors use indirect

detection, where the incoming X-ray photons are first converted

to visible-light photons by a phosphor layer. CCD detectors

employ the ‘bucket brigade’ readout method, in which charge is

shifted one pixel at a time by phasing the bias on the gate elec-

trodes that overlay each pixel until it reaches the output, resulting

in relatively large readout times ranging from a few tenths of a

second up to several seconds per frame. Cooling (Peltier-type) is

required to reduce the dark-current noise representing the

dominant noise source for long exposures. In some detector

designs fibre-optic demagnification is used to increase the effec-

tive active detector area, resulting in an imaging area larger than

the active area of the CCD chip at the cost of detector sensitivity

and spatial resolution.

CCD detectors are usually operated as integrating detectors.

As such, they have no dead time and therefore provide

excellent linearity over a moderate dynamic range, but cannot

have energy resolution. CCD detectors are the detectors of

choice for single-crystal diffraction and imaging, but are not

favourable for applications with weak diffraction signals, such as

powder X-ray diffraction, owing to the relatively large dark-

current noise.

CCD detectors may also function as counting detectors by

making the exposure time sufficiently short. In single-event mode

the energy of each photon can be determined, providing an

energy resolution down to about 300 eV at 8 keV (Cu radiation)

and allowing a spectrum at each pixel of the CCD array to be

built up by a series of consecutive measurements. Such a detector

can record energy-dispersive X-ray powder diffraction

(EDXRD) as well as – to some extent – XRF (see Section

2.1.4.3); however, owing to the readout time, count rates are

extremely low with high statistical noise.

Unlike the bucket-brigade readout of a CCD, the comple-

mentary metal–oxide–semiconductor (CMOS) active-pixel

sensor (He et al., 2011) uses a completely different architecture in

which each pixel incorporates a readout preamplifier and is then

read out through a bus, as in random-access memory (He et al.,

2011). Cooling is not required. CMOS detectors are immune to

the blooming effect (in which a light source overloads the

sensitivity of the sensor, causing the signal to bleed vertically into

surrounding pixels forming vertical streaks). Additionally, they

offer the very significant advantage of shutter-free operation, that

is dead-time-free continuous scans which improve the efficiency

of data collection and also improve data quality by eliminating

shutter-timing jitter.

As a consequence of these characteristics, CMOS-detector

active-pixel sensors are now replacing CCD chips in a number of

high-end applications (e.g. professional digital photography and

high-definition television), and have reached a level of perfor-

mance where they are also starting to displace CCD chips in the

most demanding scientific applications.
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2.1.7.3. Position sensitivity and associated scanning modes

2.1.7.3.1. Pixel size, spatial resolution and angular resolution

Detectors of the line (1D) or area (2D) type have the impor-

tant property of position sensitivity, which is characterized by the

two parameters pixel size and spatial resolution.

The pixel size of a position-sensitive detector (PSD) can be

represented either by the intrinsic size of the smallest addressable

sensitive component of a detector (e.g. the actual size of the

diodes), which can be binned to form larger pixels, or is set by the

readout electronics (e.g. for wire-based detectors such as

proportional counters). The spatial resolution is determined by

the actual pixel size, the point-spread function (PSF) and

parallax. The PSF represents the spread of a signal produced

by a single photon over several pixels by mapping the

probability density that a photon is recorded by a pixel in the

vicinity of the point that the photon hit. Parallax will lead to an

additional smearing if the photon travels at an angle to the

detector normal. The final angular resolution of a detector system

is given by the spatial detector resolution and the specimen-to-

detector distance.

Point (0D) detectors do not provide position sensitivity,

regardless of the actual size of the active window (representing a

single pixel). Simply speaking, in analogy to PSDs, the spatial

resolution of a point detector is determined by the goniometer

step size representing the actual pixel size, and the size of the

detector slit representing the PSF. As for PSDs, the angular

resolution is given by the spatial resolution and the specimen-to-

detector distance.

Detectors can be operated in fixed as well as in (2�) scanning
mode, where the step size is usually determined by the detector

pixel size. Subsampling, that is scanning using an angular step size

smaller than the angular pixel resolution, may be used to improve

observed line profile shapes if the pixel resolution is too small. As

a rule of thumb some 5–8 data points need be collected over the

FWHM of a diffraction peak to allow for an appropriate

description of the line-profile shape.

2.1.7.3.2. Dimensionality

Area detectors can be operated as line or point detectors.

Electronic binning of the pixels into columns will form a line

detector, while binning all pixels together will form a point

detector, each associated with improvements of count rates and

thus dynamic ranges. Alternatively, 1D or 0D ‘regions of interest’

can be defined electronically and/or by mounting suitable

diffracted-beam-path X-ray optics. Area detectors – when oper-

ated as such – require point-focus operation.

Line detectors can be used as point detectors, which may be

formed in several ways. One way is to only use one or more

central pixels by either electronically switching off outer pixels

and/or by mounting suitable X-ray optics. Another way is to turn

the detector by 90˚ and to bin all pixels, leading to an improved

count rate and thus dynamic range.

Obviously, when turning a line detector by 90˚, it will function

as an area detector if it is scanned over an angular range; the

trace of the scan will form a cylindrical surface that is a two-

dimensional diffraction image (He, 2009). This scan mode

may be associated with a few advantages, in addition to lower

costs. For example, the elimination of parallax and the

possibility of using diffracted-beam-path optics improve the

angular resolution in the 2� direction and allow air scattering to

be reduced.

2.1.7.3.3. Size and shape

PSDs are available in different sizes with flat (1D, 2D), curved

(1D), cylindrical (2D) and spherical (2D) detection surfaces.

Curved, cylindrical and spherical detectors are designed for

focusing or parallel-beam geometries with a fixed specimen-to-

detector distance, and cannot normally be used with the Bragg–

Brentano geometry because of its 2�-dependent focusing circle

(Section 2.1.4.1). Flat detectors can be used at different

specimen-to-detector distances, with either high angular resolu-

tion at a large distance or large angular coverage at a short

distance. For large flat detectors, parallax errors must be

addressed. Small flat detectors are perfectly suited for operation

in Bragg–Brentano geometry but the angular coverage should

not exceed about 10˚ 2� (Section 2.1.4.1) to minimize defocusing,

particularly at small 2� angles.
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2.2. Synchrotron radiation and powder diffraction

A. Fitch

2.2.1. Introduction

X-rays produced at a synchrotron source are exploited in a

wide range of applications in crystallography and structural

science, and this includes studies by powder diffraction. Many

synchrotron-radiation facilities have one or more dedicated

powder-diffraction beamlines or end stations in regular user

service. The high intensity, collimation and wavelength tunability

of the radiation allow instruments to be designed whose perfor-

mance and flexibility surpass what is possible with conventional

laboratory apparatus. The majority of instruments operate with

monochromatic radiation and an angle-dispersive diffractometer,

but the polychromatic nature of synchrotron radiation means

that an energy-dispersive setup is also possible. The general

properties of synchrotron radiation include:

(a) High brightness, i.e. a highly collimated, intense X-ray beam

and small source size.

(b) High flux of photons delivered to the sample.

(c) A range of wavelengths is available, possibly extending from

the soft to the hard X-ray regimes, depending on the facility.

(d) Polarized source: synchrotron radiation is linearly polarized

with the electric vector lying in the plane of the synchrotron

orbit, but becomes progressively less polarized out of the

plane.

(e) Pulsed source: the distribution of the bunches of electrons

circulating in the storage ring allows the time structure to be

exploited for specialized experiments.

Further information about the nature of synchrotron radiation

can be found in texts by, for example, Margaritondo (1988), Als-

Nielsen & McMorrow (2001) and Kim (2001).

Synchrotrons are usually user facilities, where scientists from

external laboratories visit to perform experiments that have been

approved by a peer-review or other procedure, and are

supported by the scientific and technical staff for the beamlines.

Most facilities have regular rounds in which users submit

proposals for beam time, with special arrangements for access to

carry out proprietary research. Arrangements can also usually be

made for urgent access to the facility (when justified), and some

beamlines run a routine mail-in service, allowing samples to be

measured under defined conditions without the user needing to

attend.

For any powder X-ray diffraction experiment, the wavelength

of the radiation to be used is of high importance. The wavelength,

�, is a measure of the photon energy, ", and the terms ‘photon

energy’ and ‘wavelength’ tend to be used interchangeably at

synchrotron beamlines. They can readily be converted by

" ¼ h� ¼ hc=�;

where h is the Planck constant, � is the frequency of the radiation
and c is the speed of light. If expressed in convenient units with �
in Å and " in keV then

" ½keV� ¼ hc=e�� 107 ½Å� ’ 12:3984=� ½Å� ’ 12:4=� ½Å�;

where e is the elementary charge.

2.2.2. Production of synchrotron radiation

Synchrotron radiation is emitted by charged particles travelling

at relativistic speeds when they are accelerated to move in a

curved trajectory. In a modern synchrotron facility dedicated to

the production of X-ray beams for scientific experiments, elec-

trons are circulated in a closed horizontal orbit in a storage ring

at an energy of several GeV, steered by magnetic fields from

bending magnets. The overall circumference of the orbit can be

several hundred metres depending on the design and specifica-

tions of an individual ring. The synchrotron ring is built up of cells

(Fig. 2.2.1) comprising a straight section and a bending magnet by

which the electrons are guided into the following straight section.

Beamlines emerge tangentially from the bending magnets where

synchrotron radiation is emitted by the electrons as they curve

from one straight section into the next. Beamlines are also

constructed on the straight sections where insertion devices,

arrays of magnets providing an alternating magnetic field, are

placed to cause the path of the electrons to oscillate and so also

emit synchrotron radiation. By choosing the period of the

magnetic array and by varying the strength of the magnetic field,

the wavelength distribution and divergence of the X-rays emitted

from an insertion device can be controlled. A straight section

may accommodate more than one insertion device in series,

allowing greater intensity or flexibility in the emitted radiation

for the associated beamline. In the storage ring, the energy that

the electrons lose by emitting synchrotron radiation is replaced

by coupling the electrons to radio-frequency radiation supplied

from klystrons or solid-state devices. Thus the synchrotron

facility converts electrical energy, via radio waves and relativistic

electrons, into powerful beams of electromagnetic radiation.

One key parameter of a storage ring is the energy of the

circulating electrons. The energy of an electron moving with

Figure 2.2.1
Schematic representation of a synchrotron storage ring with beamlines
radiating tangentially from the bending magnets and in line with the
straight sections. ID = insertion device, BM = bending magnet; RF =
radio-frequency.
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speed v is

Ee ¼
mec

2

ð1� v2=c2Þ1=2 ¼ �mec
2;

where me is the rest mass of the electron, 9.10938356 (11) �
10�31 kg. The term 1=ð1� v2=c2Þ1=2 is referred to as � and is the

factor by which the mass of the electron increases from its rest

mass because of its relativistic speed. Expressed in eV (the

conversion factor from kg to eV is c2/e), the electron rest mass is

5.109989461 (31) � 105 eV, so that

� ’ 1957Ee ½GeV�
when Ee is given in the customary units of GeV. Thus for a 3-GeV

machine, a common energy for a synchrotron-radiation source, �
has the value of 5871. The mass of an electron with energy 3 GeV

is therefore 3.22 atomic mass units, so around 7% more massive

than a stationary atom of 3H or 3He.

Electrons do not circulate individually in the storage ring but

in a series of bunches that are in phase with the accelerating radio

frequency. Radiation is therefore emitted in pulses as each bunch

passes through a bending magnet or insertion device. Thus the

number and distribution of the electron bunches around the orbit

determine the time structure of the emitted radiation. For most

powder-diffraction applications using synchrotron radiation, the

pulsed nature of the source can be neglected and the radiation

can be regarded as continuous, although attention should also be

paid to the performance of detectors that are more susceptible to

pulse pile-up problems when the radiation arrives at very high

average rates or in concentrated bursts (Cousins, 1994; Laundy &

Collins, 2003; Honkimäki & Suortti, 2007), which can happen

with certain bunch-filling modes. Certain specialized experiments

requiring very fast time resolution can exploit the time structure

of the source. In such experiments the longitudinal dimension of

the bunches controls the pulse duration, which is usually a few

tens of picoseconds.

In discussing the performance of different beamlines, the

spectral brightness (Mills et al., 2005) is often quoted for the

source and is defined as

spectral brightness ¼
photons per second per 0:1%bandwidth per mrad2 per mm2;

where ‘0.1% bandwidth’ represents ��/� = 0.001, the mrad2 term

expresses the solid-angle of the emission of the X-rays from the

source and the mm2 term relates to the cross-sectional area of the

source. Thus a source of high spectral brightness emits many

photons per second of the specified energy, into a narrow solid

angle, with a small source size. The source size, which may well

differ in the horizontal and vertical directions, is an important

consideration as source size and beam divergence ultimately limit

the performance of the beamline optical system in terms of

collimation, energy resolution and focal spot size.

2.2.2.1. Bending magnets

A bending magnet provides a vertical magnetic field to deflect

the electrons laterally in the horizontal plane from a straight-line

trajectory, and thereby causes the emission of synchrotron

radiation (see Fig. 2.2.2). The lateral Lorentz force, F, acting on

an electron travelling at velocity v in a magnetic field B is

mutually perpendicular to both the magnetic field and the

direction of travel of the electron, and is given by

F ¼ evB:

In a bending magnet the magnetic field is applied over an

extended distance leading to a curved path of radius �. The
centripetal acceleration is F/�me, which for circular motion is

equal to v2/�. Since v ’ c,

� ¼ �mec

eB
;

so the radius of curvature decreases with magnetic field strength

and increases with machine energy via increased �. With the

electron energy expressed in GeV, this can be approximated to �
’ 3.34Ee [GeV]/B (where 109/c ’ 3.34).

Synchrotron radiation is emitted in a forward cone tangential

to the direction of the electrons’ motion (Fig. 2.2.3) with a

nominal Gaussian distribution and an opening angle of the order

of 1/�. Thus the radiation is highly collimated in the vertical

plane. In the horizontal plane, synchrotron radiation is emitted in

a broad fan, tangential to the curved trajectory of the electrons as

they sweep through the bending magnet. Only a fraction of the

radiation emitted by a bending magnet enters the associated

beamline via a cooled aperture defining a horizontal acceptance

angle of a few mrad. The radiation is polarized in the plane of the

synchrotron orbit. Sometimes, more than one beamline can be

built on a bending magnet with a suitable angular separation

between them.

Photons are emitted over a broad spectral range. The critical

photon energy, "c, divides the emitted power into equal halves

and is given by

"c ¼
3h- c�3

2�
¼ 3h- �2eB

2me

¼ 3h- eE2
eB

2m3
ec

4
¼ 4:151E2

eB;

or, with photon and electron energies in keV and GeV, respec-

tively,

Figure 2.2.2
Emission of a fan of radiation by the electron beam as it curves in a
bending magnet from one straight section of the ring to the next.

Figure 2.2.3
Synchrotron radiation is emitted in a cone of opening angle of the order
of 1/� tangential to the electrons as they follow a curved trajectory
through the bending magnet.
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" ½keV� ¼ 0:665E2
e ½GeV�B:

The higher the critical energy, the greater the number of

photons produced with short X-ray wavelengths. As an example,

consider a bending magnet at the ESRF in Grenoble, France,

which has a 6-GeV storage ring and bending magnets with a field

of 0.85 T. The bending radius is 23.5 m and the critical photon

energy is 20.3 keV (equivalent to a wavelength of 0.61 Å). The

spectrum of such a device is shown in Fig. 2.2.4.

The vertical collimation of the radiation varies with photon

energy in a nonlinear manner (Kim, 2001). Nevertheless, the

divergence decreases with increased photon energy, so beams

with the shortest wavelengths are the most vertically collimated.

Various approximations can be written to describe the variation,

such as for a single electron (Margaritondo, 1988),

�vð"Þ ’
0:565

�

"c
"

� �0:425
;

where �v(") is the standard deviation of the vertical-divergence

distribution of photons of energy ". For a population of electrons

circulating in a storage ring, the distribution of the trajectories

with respect to the plane of the orbit (of the order mrad) must

also be considered, as these add to the vertical emission distri-

bution. An approximation such as

�vð"Þ ¼ 2�vð"Þ ’
1:2

�

"c
"

� �1=2

will often be adequate to estimate the vertical divergence �v in

the vicinity of "c. Thus for the bending magnet illustrated in Fig.

2.2.4, photons at the critical energy of 20.3 keV will have a

vertical divergence of �100 mrad. A beamline would probably

accept less than this, e.g. a 1.5-mm-high slit at 25 m from the

source defining the beam onto a monochromator crystal defines

an angle of �60 mrad.

2.2.2.2. Insertion devices

Insertion devices can be classified into two main types, termed

‘wigglers’ and ‘undulators’, illustrated in Fig. 2.2.5. A wiggler has

a relatively long magnetic period and the radiation from each

oscillation is emitted like a series of powerful bending magnets,

summing together to provide increased intensity. An undulator

has a relatively short magnetic period and the radiation from

sequential oscillations interferes coherently to give modified

beam characteristics.

For insertion devices the magnetic field acting on the electrons

varies sinusoidally along the device,

BðzÞ ¼ B0 sinð2�z=�uÞ;
where B0 is the peak magnetic field, z is the distance along the

insertion-device axis and �u is the magnetic period. With a

vertical field, the alternating magnetic field causes the electron

path to oscillate in the horizontal plane. Note that the radiation is

emitted mainly towards the outsides of the oscillations where the

electrons change transverse direction, and where the magnetic

field and beam-path curvature are highest. The maximum angular

deflection of an electron from the axis of the insertion device is

K/�, where the deflection parameter K is given by

K ¼ eB0�u
2�mec

;

which simplifies to K = 0.0934B0�u [mm] with �u expressed in

mm. K is a crucial parameter that determines the behaviour of

the insertion device.

2.2.2.2.1. Wigglers

If K is large (10 or above), the insertion device is a wiggler and

the electrons oscillate with an amplitude significantly greater

than the emitted radiation’s natural opening angle 1/�. Every
oscillation along the device produces a burst of synchrotron

radiation and these add together incoherently so increasing the

flux in proportion to the number of magnetic periods. The

radiation emerges from the wiggler in a horizontal fan with a

horizontal opening angle�2K/�. The intensity of a wiggler-based
beamline can be very high because each oscillation produces

synchrotron radiation, and this radiation is directed close to the

axis of the device. Like a bending magnet, wigglers produce a

continuous spectrum but with the critical energy shifted to harder

energies because the magnetic field is (usually) greater. Thus for

a wiggler at a 6-GeV source, with a magnetic field of 1.2 T and a

magnetic period of 125 mm, K is 14, the maximum deflection of

the electrons from the straight-line path is 1.2 mrad and the

critical photon energy is 28.7 keV. Magnetic fields of several tesla

can be exploited using superconducting magnets to obtain even

higher critical photon energies.

2.2.2.2.2. Undulators

If the value of K is 2 or less, the insertion device is an undu-

lator. The deflection of the electrons is comparable to the natural

opening angle of the emitted radiation 1/�. Radiation emitted

from sequential oscillations interferes coherently, and the beam

Figure 2.2.4
Spectrum of a bending magnet (B = 0.85 T) at the ESRF with an electron
energy of 6 GeV (� = 11 742), shown as flux per horizontal mrad for a
0.1% energy bandwidth at a storage-ring current of 200 mA. The critical
energy of 20.3 keV divides the emitted power into equal halves.

Figure 2.2.5
Schematic illustration of a wiggler (upper) and an undulator (lower).
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becomes highly collimated in the horizontal and vertical direc-

tions. Thus, the radiation from an undulator is concentrated into a

central on-axis cone (fundamental and odd harmonics),

surrounded by rings from higher-order even harmonics. The flux

density arriving on a small sample from this central cone is

therefore very high. With high on-axis intensity, it is therefore the

undulators that provide the beams with the highest spectral

brightness at any synchrotron-radiation source. The interference

also modifies the spectrum of the device, which has a series of

harmonics derived from a fundamental energy. At a horizontal

angle � to the axis of the insertion device, the wavelength of

harmonic n is given by

�n ¼
1þ ðK2=2Þ þ �2�2

2n�2
�u;

which can be simplified on axis (� = 0) to

�n ½Å� ¼ 1:3056
1þ K2=2

nE2
e ½GeV� �u ½mm�

or

"n ½keV� ¼ 9:50
nE2

e ½GeV�
�u ½mm�ð1þ K2=2Þ :

On axis, only odd-numbered harmonics are emitted and it is

these that are usually employed in a powder-diffraction experi-

ment. The horizontal and vertical divergence of the radiation

emerging from an undulator is of the order of 1=½ðnNÞ1=2��, where
N is the number of magnetic periods making up the device. The

spectrum of an undulator at a 6-GeV source with a 35-mm

magnetic period is shown in Fig. 2.2.6. By carefully shimming the

magnetic lattice so that it is highly regular, the higher-order

harmonics persist, allowing the undulator to be a powerful source

of high-energy X-rays. Any imperfections in the magnetic peri-

odicity cause the higher-order harmonics to broaden and fade

away, reducing the utility of the device at higher energies.

2.2.2.2.3. Tuning

For insertion devices the magnetic field can be modified by

changing the vertical distance between the magnetic poles. By

opening the gap, the magnetic field and K decrease following

B0 ’ Br expð��G=�uÞ;
where Br is proportional to the remanent magnetic field, which

depends upon the nature of the magnets used in the insertion

device, andG is the magnetic gap. Decreasing K for an undulator

means that the energy of the fundamental harmonic increases;

however, this is at the expense of the intensities of the higher

harmonics. Thus the insertion device can be tuned to produce

high intensity at the wavelength most suitable for a particular

measurement. The smallest gap possible for a device depends on

the design of the storage-ring vacuum vessel in which the elec-

trons circulate. It is difficult to have a vessel smaller than about

10 mm high, and hence for an externally applied field a minimum

magnetic gap of about 11 mm is to be expected. For smaller gaps,

the magnets must be taken into the vacuum of the storage ring, a

so-called ‘in-vacuum’ insertion device.

2.2.3. Optics

The intense polychromatic beam from the source needs to be

conditioned before hitting the sample and diffracting. In the

simplest experimental configuration, the white beam is used in an

energy-dispersive experiment, and conditioning may involve no

more than using slits to define the horizontal and vertical beam

sizes and suppress background scattering. More usually, mono-

chromatic radiation is employed, and the desired wavelength is

chosen from the source by a monochromator. A monochromator

consists of a perfect crystal, or a pair of crystals, set to select the

chosen wavelength by Bragg diffraction. Additional optical

elements can also be incorporated into the beamline for focusing,

collimation, or for filtering out unwanted photons to reduce heat

loads or remove higher-order wavelengths transmitted by the

monochromator.

2.2.3.1. Monochromator

The monochromator is a crucial optical component in any

angle-dispersive powder-diffraction beamline, and consists of one

or a pair of perfect crystals (e.g. Beaumont & Hart, 1974), Fig.

2.2.7, set to a particular angle to the incident beam, �m, that
transmits by diffraction wavelengths that satisfy the Bragg

equation, n� = 2d(hkl) sin �m, where d(hkl) is the lattice spacing

of the chosen reflection. Note that photons from higher-order

reflections can also be transmitted, corresponding to wavelengths

�/n, depending on the structure factor of the nth-order reflection

and its Darwin width, but these can be eliminated by use of a

Figure 2.2.6
Photon flux versus energy through a 1-mm2 aperture 30 m from the
source, 0.1% bandwidth, for an ESRF u35 undulator (magnetic
periodicity 35 mm, 1.6 m long, magnetic gap of 11 mm, peak magnetic
field B0 = 0.71 T, electron energy 6 GeV, K = 2.31, storage-ring current
200 mA). Odd-numbered harmonics are labelled, which are those
usually employed for powder-diffraction experiments as they have
maximum intensity on axis.

Figure 2.2.7
Double-crystal monochromator arrangement.
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mirror (see Section 2.2.3.2), or by adjusting the electronic

acceptance windows of the detector system, if possible. They can

also be suppressed to some extent by slightly detuning the second

crystal from the first, because the Darwin width of a higher-order

reflection is narrower than that of a lower-order reflection, and is

thus more seriously affected by the mismatch between Bragg

angles.

For a given reflection, a crystal does not transmit a unique

single wavelength but a narrow distribution. The width of the

distribution, ��, is determined by the effective divergence of the

incident beam � (which corresponds to a range of values for �m)
and the Darwin width of the reflection, !, at the chosen wave-

length. The energy resolution of a monochromator crystal can be

estimated via

�"=" ¼ ��=� ¼ cot �mð�2 þ !2Þ1=2:
With a highly collimated beam incident on a crystal and with a

narrow Darwin width, high energy resolution is achieved. The

Darwin width of a reflection can be calculated from dynamical

theory [Zachariasen (1945); Chapter 5.1 of International Tables

for Crystallography, Volume B (Authier, 2006)] via

! ¼ 2re�
2

�V
jFðhÞj K

sin 2�m
;

where re is the classical electron radius (�2.818 fm), V is the

volume of the unit cell, F(h) is the structure factor and K the

polarization factor (1 for reflection in the vertical plane, cos 2�m
for the horizontal plane). Thus for Si(111), with d(111) =

3.1356 Å and F(h) ’ 59, a Darwin width of about 8.3 mrad is

obtained at 31 keV (� = 0.4 Å). With an effective beam diver-

gence of say 25 mrad (delivering a beam 1.1 mm high at 44 m from

the source), an energy resolution of 4.8 � 10�4 is obtained. Even

better energy resolution can be obtained by increasing the

collimation of the beam before the monochromator, e.g. with a

curved mirror.

Energy resolution is an important quantity to control. Its value

needs to be known when modelling powder-diffraction peak

shapes via a fundamental-parameters approach, and it affects the

angular resolution of the powder-diffraction pattern, broadening

the peaks as 2� increases, as can be seen by differentiating the

Bragg equation to yield

��

�
¼ cot � �� or �� ¼ ��

�
tan �: ð2:2:1Þ

Thus powder-diffraction peaks broaden towards higher 2� angles
because of this effect.

Silicon is a common choice for a monochromator; it forms

large, perfect single crystals, with dimensions of cm if required,

has appropriate mechanical, diffraction and thermal properties,

and can resist prolonged exposure to an intense radiation source.

A monochromator crystal absorbs a large fraction of the energy

incident upon it, and hence must be cooled. Even when cooled,

the high power density (tens or even more than a hundred W

mm�2 at normal incidence) can cause local heating of the surface,

which leads to distortion of the lattice planes via thermal

expansion. This degrades the performance, as a heat bump

increases the range of �m values, broadening the energy band

transmitted by the crystal. With a double-crystal arrangement,

this bump cannot be matched by the second crystal, which has a

much lower heat load so is flat, with the result that photons from

the first crystal are not transmitted by the second, thus losing

intensity from the monochromatic beam. By cooling to cryogenic

temperatures, the thermal expansion of Si can be reduced to a

very small value, going through zero at around 120 K (Bilder-

back, 1986; Glazov & Pashinkin, 2001) and thereby alleviating

the heat-bump problem. Thus cryogenically cooled mono-

chromators can be found at high-performance synchrotron

beamlines. Other crystals employed as monochromators are

germanium and diamond, the latter in transmission because of

the small size of available diamond crystals.

Although a monochromator assembly can employ only one

crystal, for example deflecting the beam horizontally into a side

branch of a beamline, a double-crystal arrangement (Fig. 2.2.7) is

more usually used to conserve the direction of the beam from the

storage ring. This can exploit either a channel-cut crystal or two

crystals, with a number of adjustments in the position and

orientation of the second crystal to allow it to be aligned opti-

mally to transmit the wavelength envelope defined by the first

crystal. In some cases, the second crystal can be bent sagittally to

focus X-rays horizontally onto the sample. Although this

increases the divergence of the beam arriving at the sample and

so affects the 2� resolution of the powder pattern, it can lead to a

significant increase in intensity, and is useful to capture more

radiation from a horizontally divergent source such as a bending

magnet or wiggler.

2.2.3.2. Mirror

Some powder-diffraction beamlines are equipped with X-ray

mirrors, which can be used to focus or to improve the collimation

of the already highly collimated beam, and to act as a high-energy

filter for photons with energies above a certain value, e.g. to

remove higher-order wavelengths transmitted by the mono-

chromator. Usually reflecting in the vertical plane, a mirror

consists of a highly polished substrate (e.g. Si) with a thin metal

coating, such as Pt or Rh, set at grazing incidence. The nature of

the coating and the graze angle determine the energy cutoff,

where the reflectivity falls to very low values following

�c ½mrad� ¼ 2:324ð�Z=AÞ1=2� ½Å�;
where �c is the critical graze angle for X-rays of wavelength �, � is
the density, Z is the atomic number and A is the atomic weight of

the metal coating. As an example, an Rh-coated mirror set at a

grazing incidence of 2 mrad will only reflect X-rays with a

wavelength longer than around 0.37 Å. A Pt-coated mirror set at

the same graze angle will transmit shorter wavelengths, down to

0.30 Å. The wavelength cutoff for a particular mirror can be

adjusted by changing the angle of grazing incidence. However,

this then entails realignment of the beamline downstream of the

mirror. To avoid this, some beamlines have mirrors with stripes of

different metals, allowing adjustment of the cutoff by simply

translating the mirror sideways to change the coating while

keeping the graze angle constant.

Curving a mirror concavely as shown in Fig. 2.2.8 allows

focusing or collimation, following

R ¼ 2L1L2

ðL1 þ L2Þ sin 	
;

where R is the radius of curvature, L1 is the source-to-mirror

distance, L2 is the mirror-to-focus distance and 	 is the angle of

grazing incidence. For collimation (L2 = 1), this reduces to R =

2L1/sin 	. Thus a mirror 25 m from the source set at a graze angle

of 2 mrad must be curved to a radius of 25 km to collimate the

beam. As noted above, silicon is frequently chosen as a substrate

for a mirror as it is sufficiently stiff to help minimize the intrinsic
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curvature of the mirror caused by its own weight. Even then, very

careful mounting and precise mechanics are required to

achieve this level of accuracy. If placed in the polychromatic

beam directly from the source, cooling of the mirror will be

necessary.

Other mirror arrangements can be employed, such as a hori-

zontal and vertical pair of focusing mirrors in a Kirkpatrick–Baez

(Kirkpatrick & Baez, 1948) arrangement. Such a device might be

used to produce a small focal spot for powder-diffraction

measurements from a sample in a diamond anvil cell. Multilayer

mirrors can also be found in service on certain beamlines.

2.2.3.3. Compound refractive lens

The refractive index n of a material for X-rays is given

(Gullikson, 2001; Spiller, 2000) by

n ¼ 1� �� i
 ¼ 1� re
2�
�2
X
n

Nnfn;

where fn = f1 + if2 is the complex scattering factor for forward

scattering for atom n and Nn is the number of atoms of type n per

unit volume. � and 
 are known as the refractive index decrement

and the absorption index, respectively, and vary with photon

energy depending on the proximity of an absorption edge. The

real part of the refractive index is therefore slightly less than 1,

with � typically of the order 10�6–10�9 depending on the energy.

Thus a hole drilled in a piece of metal can act like a conventional

convex lens, as the hole has a higher refractive index than the

surrounding metal. With such a small difference in n between

hole and metal, the focusing power is very slight; however, a

series of holes (Fig. 2.2.9) can be used to focus the X-ray beam

over a reasonable distance (Snigirev et al., 1997, 1998). For a

series of cylindrical lenses, the focal length, f, is given by f = r/2N�,
where r is the radius of the hole and N is the number of holes.

Note that further away from the axis of the device the X-ray

beam must pass through increasing amounts of material which

absorb the radiation. Hence, only relatively small holes and

apertures are possible (a maximum of a few mm in diameter) and

weakly absorbing metals such as Be and Al are preferred. With

hard-energy photons, Ni lenses are possible, and indeed the

construction of such a device is a compromise between refractive

power, absorption, aperture and the desired focal length. Such

devices can be placed in the monochromatic beam or in a poly-

chromatic beam with cooling.

Many variants of the basic scheme exist, with lenses pressed

from foil with a parabolic form to eliminate spherical aberrations,

with axial symmetry to focus in both the horizontal and vertical

simultaneously (Lengeler et al., 1999), etched via lithography

from plastic or other material, or with a more complex profile to

minimize the amount of redundant material attenuating the

transmitted beam by absorption and so allowing a larger aper-

ture. A ‘transfocator’ can be constructed whereby series of lenses

can be accurately inserted or removed from the beam path, thus

allowing the focusing power to be adjusted depending on the

desired focal distance and the wavelength of the experiment

(Vaughan et al., 2011).

2.2.4. Diffractometers

Most powder-diffraction beamlines are angle dispersive, oper-

ating with monochromatic radiation. When scanning a detector

arm or employing a curved position-sensitive detector (PSD),

detection is normally in the vertical plane because the polariza-

tion of the radiation in the plane of the synchrotron orbit means

there is very little effect on the intensities due to polarization. By

contrast, if diffracting in the horizontal plane, the projection of

the electric vector onto the direction of the diffracted beam

means that the intensity is reduced by a factor of cos2 2�, going to
zero at 2� = 90�, and so horizontal detection is less useful unless

working at hard energies when 2� angles are correspondingly

small. In addition, for the highest angular resolution, the natural

beam divergence in the vertical plane is usually lower than in the

horizontal plane, particularly if the instrument has a bending

magnet or wiggler as its source.

In general, diffractometers are heavy-duty pieces of equipment

and are designed to have excellent angular accuracy while

working with substantial loads. A high degree of mechanical

accuracy is required to match the high optical accuracy inherent

in the techniques employed. The calibration of the incident

wavelength and any 2� zero-point error is best done by measuring

the diffraction pattern from a sample such as NIST standard Si

(640 series), each of which has a certified lattice parameter (see

Chapter 3.1). It is also good practice to measure the diffraction

pattern of a standard sample regularly and whenever the

instrument is realigned or the wavelength changed, to be sure

that everything is working as expected.

Monochromatic instruments can have an analyser crystal or

long parallel-foil collimators in the diffracted beam (a so-called

parallel-beam arrangement), or can scan a receiving slit, or

possess a one- or two-dimensional PSD, similar to Debye–

Scherrer or Laue front-reflection geometry. Instruments

equipped with a PSD can collect data much faster than those with

a scanning diffractometer, so are exploited especially for time-

resolved measurements. They may also have advantages for rapid

data collection if the sample is sensitive to radiation, or be helpful

if the sample is prone to granularity or texture to assess the extent

of the problem.

Instruments can also be equipped with a sample changer,

allowing measurements on a series of specimens, perhaps

prepared by systematically changing the conditions of synthesis

or the composition in a combinatorial approach. The use of beam

time can be optimized with minimal downtime due to interven-

tions around the instrument, and with the possibility to control

the data acquisition remotely if desired.

2.2.4.1. Parallel-beam instruments

Cox et al. (1983, 1986), Hastings et al. (1984) and Thompson et

al. (1987) described the basic ideas behind these instruments via

their pioneering work at CHESS (Cornell, USA) and NSLS

(Brookhaven, USA). The highly collimated monochromatic

Figure 2.2.8
Curved mirror set to collimate the beam.

Figure 2.2.9
Schematic diagram of a set of refractive lenses.
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incident beam is diffracted by the sample and passes via a perfect

analyser crystal [such as Si or Ge(111)] to the detector. The

analyser crystal defines a very narrow angular acceptance for

the diffracted radiation, determined by its Darwin width. The

combination of the collimation of the incident radiation, its

highly monochromatic nature and the stringent angular accep-

tance defines the instrument’s excellent angular resolution. The

detector arm supporting the analyser is scanned through the

desired range of 2� angles either in a step-scan mode or

continuously, reading out at very short intervals the electronic

modules that accumulate the detector counts.

To be transmitted by the analyser crystal, a photon must be

incident on the crystal at the correct angle �a that satisfies the
Bragg condition. The analyser crystal defines therefore a true

direction (2� angle) for the diffracted beam irrespective of where

in the sample it originates from. This removes a number of

aberrations that affect diffractometers with a scanning slit or PSD

where the 2� angle is inferred from the position of the slit or

detecting pixel. Thus, with a capillary specimen, peak widths are

independent of the capillary diameter, so a fat capillary of non-

absorbing sample can be used to optimize diffracted intensity,

and any modest misalignment of the sample from the diffract-

ometer axis, or specimen transparency or surface roughness for

flat-plate samples, does not lead to shifts in the peak positions.

Modest movement of the sample with temperature changes in a

furnace etc. does not cause shifts in peak positions. These

instruments are therefore highly accurate, and are ideal for

obtaining peak positions for indexing a diffraction pattern of a

material of unknown unit cell (the first step in the solution of a

structure from powder data), or following the evolution of lattice

parameter with temperature etc. For flat samples, the �/2�
parafocusing condition does not need to be satisfied to have high

resolution. The peak width does not therefore depend on sample

orientation, which is useful for measurements of residual strain

by the sin2  technique or for studying surfaces and surface

layers by grazing-incidence diffraction. Interchange between

capillary and flat-plate samples can easily be done as required

without major realignment of the instrument. The stringent

acceptance conditions also help to suppress parasitic scattering

originating from sample-environment windows etc. and inelastic

scattering such as fluorescence and Compton scattering.

On the other hand, at any 2� angle only a tiny fraction of the

diffracted photons can be transmitted by an analyser crystal, so

this is a technique that consumes a lot of photons, and the high

incident flux is essential to keep scan times to reasonable values.

To overcome this, at least to some extent, Hodeau et al. (1998)

devised a system of multiple analyser crystals, with nine channels

mounted in parallel, each separated from the next by 2� (Fig.

2.2.10). In effect, as the detector arm is scanned, nine high-

resolution powder-diffraction patterns are measured in parallel,

each offset from the next by 2�. If the data from the channels are

to be combined, which is the usual procedure, the detectors must

be calibrated with respect to each other, in terms of counting

efficiency and exact angular offset, by comparing regions of the

diffraction pattern scanned by several detectors (Wright et al.,

2003). A multianalyser system speeds up data collection signifi-

cantly and can be found in various modified forms at a number of

powder-diffraction beamlines (e.g. Lee, Shu et al., 2008).

The multianalyser approach is best suited to capillary samples

because of the axial symmetry of the arrangement. With flat

plates in reflection, only one detector can be in the �/2� condition
where the effect of specimen absorption (for a sufficiently thick

sample) is isotropic. Corrections must therefore be made to the

intensities from the other channels (Lipson, 1967; Koopmans &

Rieck, 1968). For a capillary, choosing the wavelength and the

diameter allows absorption to be kept to an acceptable value.

Maximum diffracted intensity is expected at �r = 1 (where � is

the linear absorption coefficient and r the radius of the capillary),

and below this value simple absorption corrections can be

applied (Hewat, 1979; Sabine et al., 1998). A value of �r greater
than 1.5 begins to degrade the quality of the pattern significantly.

If a sample with high absorption is unavoidable, such as when

working close to an absorption edge of an element, e.g. the K

edge of Mn at 6.539 keV (1.896 Å), then it can be preferable to

stick a thin layer of sample on the outside of a 1-mm-diameter

capillary. The shell-like nature of the sample has no effect on the

peak shape or resolution because of the use of analyser crystals.

Capillaries also have the advantage that preferred orientation

can be significantly less as compared to a flat sample, where there

is a tendency for crystallites to align in the surface layers, espe-

cially if compressed to hold the powder in place. Spinning or

otherwise moving the sample is necessary, whether capillary or

flat plate, to increase the number of crystallites appropriately

oriented to fulfil the Bragg condition and avoid a spotty

diffraction pattern, the likelihood of which is exacerbated by the

highly collimated nature of the incident radiation.

2.2.4.1.1. Angular resolution

Various authors (e.g. Sabine, 1987a,b; Wroblewski, 1991;

Masson et al., 2003; Gozzo et al., 2006) have discussed the reso-

lution of a synchrotron-based diffractometer equipped with a

double-crystal monochromator and an analyser crystal. The most

usual setting of the diffracting crystals, ignoring any mirrors or

other optical devices, is non-dispersive, alternatively described as

parallel or (1, �1, 1, �1).

The approach developed by Sabine (1987a,b) involves

modelling the vertical divergence of the source and the angular

acceptance of the monochromator and analyser crystals as

Gaussian distributions with the same full width at half-maximum

(FWHM) as the real distributions, and considering a powder as a

crystal with an infinite mosaic spread. The rocking curve of the

analyser crystal (equivalent to rocking 2�) is given by

Ið
Þ ¼
Z Z

d	 d� exp � 	

	0m

� �2

þ2
�� 	
�0

m

� �2

þ b�þ 	� 

�0

a

� �2
" #( )

;

where

Figure 2.2.10
Multianalyser stage, nine channels separated by 2�, devised by Hodeau et
al. (1998), originally installed on the BM16 bending-magnet beamline at
the ESRF with Ge(111) analyser crystals. With an undulator source, the
greatly increased flux allows use of Si(111), which has a narrower Darwin
width (by a factor of �2.4) and thus improved 2� resolution, but with a
lower fraction of the diffracted radiation accepted.
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b ¼ tan �a= tan �m � 2 tan �= tan �m:

Here 	 represents the vertical divergence from the source, � is the
difference between the Bragg angles of a central ray reflected

from the monochromator at the angle �m and of another ray at

angle �0m such that � ¼ �0m � �m, and �a is the Bragg angle of the

analyser crystal. The terms 	0m, �
0
m and �0

a are related to the

FWHM of the Gaussians representing the vertical divergence

distribution or the Darwin widths of the monochromator and

analyser crystals, 	m, �m and �a, respectively, with

	0m ¼ 	m=2ðln 2Þ1=2; �0
m ¼ �m=2ðln 2Þ1=2; �0

a ¼ �a=2ðln 2Þ1=2:

From the above equation, the intrinsic FWHM of the

Gaussian-approximated peaks of the powder-diffraction pattern

can be obtained as

�2ð2�Þ ¼ 	2m
tan �a
tan �m

� 2
tan �

tan �m
þ 1

� �2

þ1
2�

2
m

tan �a
tan �m

� 2
tan �

tan �m

� �

þ�2
a: ð2:2:2Þ

Note that the true peak shape is not Gaussian, and a pseudo-

Voigt (e.g. as described by Thompson et al., 1987), Voigt (e.g.

Langford, 1978; David & Matthewman, 1985; Balzar &

Ledbetter, 1993) or other function modelled from first principles

(e.g. Cheary & Coelho, 1992; Ida et al., 2001, 2003) is usually

better. Examples of FWHM curves calculated from equation

(2.2.2) are plotted in Fig. 2.2.11 at three wavelengths. Differ-

entiating the Bragg equation gives �d/d = �cot � �(�), where �
is in radians.

Gozzo et al. (2006) have extended the formulation of Sabine to

include the effects of collimating and focusing mirrors in the

overall scheme. Axial (horizontal) divergence of the beam

between the sample and the detector causes shifts and broad-

ening of the peaks, as well as the well known low-angle peak

asymmetry due to the curvature of the Debye–Scherrer cones.

Sabine (1987b), based on the work of Hewat (1975) and Hastings

et al. (1984), suggests the magnitude of the broadening, B(2�),
due to horizontal divergence � can be estimated via

Bð2�Þ ¼ ð14�Þ2ðcot 2� þ tan �aÞ;
where B and � are in radians. This value is added to �(2�).

2.2.4.1.2. Hart–Parrish design

A variant of the parallel-beam scheme replaces the analyser

crystal with a set of long, fine Soller collimators (Parrish et al.,

1986; Parrish & Hart, 1987; Parrish, 1988; Cernik et al., 1990;

Collins et al., 1992) (Fig. 2.2.12). The collimators define a true

angle of diffraction, but with lower 2� resolution than an analyser
crystal because their acceptance angle is necessarily much larger

and so the transmitted intensity is greater. They are not parti-

cularly suitable for fine capillary specimens, as the separation

between foils may be similar to the capillary diameter, resulting

in problems of shadowing of the diffracted

beam. However, they are achromatic, and so do

not need to be reoriented at each change of

wavelength, which may have advantages when

performing anomalous-scattering studies

around an element’s absorption edge. Unlike an

analyser crystal, however, they do not suppress

fluorescence. Peak shapes and resolution can be

influenced by reflection of X-rays from the

surface of the foils, or any imperfections in their

manufacture, e.g. if the blades are not straight

and flat. The theoretical resolution curve of

such an instrument can be obtained from

equation (2.2.2) by setting tan �a to zero and

replacing the angular acceptance of the

analyser crystal �a with the angular acceptance

of the collimator �c.

2.2.4.2. Debye–Scherrer instruments

The simplest diffractometer has a receiving

slit at a convenient distance from the sample in

front of a point detector such as a scintillation

counter. The height of the slit should match the

capillary diameter, or incident beam height for

flat plates. A slightly larger antiscatter slit near

the sample should also be employed to reduce

Figure 2.2.12
Schematic representation of a parallel-beam diffractometer of the Hart–Parrish design. The
collimators installed on Stations 8.3 and 2.3 at the SRS Daresbury (Cernik et al., 1990;
Collins et al., 1992) had steel blades 50 mm thick, 355 mm long, separated by 0.2 mm spacers,
defining a theoretical opening angle (FWHM �c) of 0.032

� and a transmission of 80%.

Figure 2.2.11
�(2�) calculated from equation (2.2.2) for a beamline with a double-
crystal Si(111) monochromator, an Si(111) analyser (�m = �a and �m =
�a) and an FWHM vertical divergence of 25 mrad at � = 0.4 Å (solid line:
�m ’ 8.3 mrad, �m = 3.6571�), � = 0.8 Å (dashed line:�m ’ 16.6 mrad, �m
= 7.3292�) and � = 1.2 Å (dotted line: �m ’ 25.2 mrad, �m = 11.0319�).



59

2.2. SYNCHROTRON RADIATION

background. The detector arm is scanned and a powder pattern

recorded. This arrangement can be used for narrow capillary

samples on lower-flux sources, avoiding the loss of intensity that

use of an analyser crystal entails. The resolution is largely

determined by the opening angle defined by the capillary and the

receiving slit. Despite the simplicity of such an instrument, high-

quality high-resolution data can be obtained.

For much faster data acquisition, a one-dimensional (1D) PSD

or an area detector can be employed. Any sort of 1D detector

with an appropriate number of channels, channel separation,

efficiency, count rate (in an individual channel and overall) and

speed of read out can be employed. Technology evolves and

detectors make continual progress in performance. At the time of

writing the most advanced 1D detector is the Mythen module

developed by the Swiss Light Source (SLS). Mythen modules are

based on semiconducting silicon technology and have 1280

8-mm-wide strips with a 50 mm pitch (64 � 8 mm2). They can be

combined to form very large curved detectors such as that on the

powder diffractometer of the materials science beamline at the

SLS (Fig. 2.2.13). This detector consists of 24 modules, 30 720

channels, set on a radius of 760 mm, covering 120� 2�. Detector

elements are therefore separated by �0.004�. The whole detector
can be read out in 250 ms. Being Si based, its efficiency falls off

above 20–25 keV, where the absorbing power of Si falls to very

small values. Nevertheless, at intermediate and low energies a full

powder-diffraction pattern for structural analysis can be

measured in just seconds, or even faster if the intention is to

follow a dynamic process.

Two-dimensional (2D) detectors are generally flat, so cannot

extend to the same 2� values as a curved multistrip detector

unless scanned on a detector arm. This is possible, but usually a

short wavelength is used with a fixed detector. This allows an

adequate data range to be recorded, particularly if the detector is

positioned with the direct beam (2� = 0) near an edge. A 2D

detector records complete or partial Debye–Scherrer rings, which

increases the counting efficiency with respect to scanning an

analyser crystal by several orders of magnitude. In addition, if the

rings do not appear smooth and homogeneous, this indicates

problems with the sample, such as preferred orientation or

granularity, both of which can seriously affect diffraction inten-

sities when measuring just a thin vertical strip. Detectors that

have been used are diverse and include image plates, though

these have slow read out, charge-coupled devices (CCDs) or Si-

based photon-counting pixel detectors used for single-crystal

diffraction or protein crystallography (e.g. Broennimann et al.,

2006), and medical-imaging detectors, which are designed for

hard-energy operation. Examples include the CCD-based Frelon

camera, developed at the ESRF (Labiche et al., 2007), and

commercially available large flat-panel medical-imaging detec-

tors up to 41 � 41 cm2, based on scintillator-coated amorphous

silicon, which have been exploited at speeds of up to 60 Hz for

selected read-out areas (Chupas, Chapman & Lee, 2007; Lee,

Aydiner et al., 2008; Daniels & Drakopoulos, 2009).

Note that a 2D detector can be used as a 1D detector by

applying a mask and reading out only a narrow strip, which can

enhance the rate of data acquisition. For CCD chips, the elec-

tronic image can be rapidly transferred to pixels behind the

masked part of the detector from where it can be read out while

the active area is re-exposed. Translating an image plate behind a

mask is a simple way of acquiring a series of diffraction patterns

for following a process with modest time resolution.

These instruments are vulnerable to aberrations that cause

systematic shifts in peak positions, such as misalignment of the

capillary or surface of the sample from the diffractometer axis,

and specimen transparency, which also affects the peak width and

shape. The peak width also depends on whether a flat sample is in

the �/2� condition, or on the diameter of a capillary sample, etc.

Focusing the incident beam onto the detector decreases the peak

width, as fewer pixels are illuminated compared to using a highly

collimated incident beam. PSDs are much more open detectors

than those behind an analyser crystal or set of slits, so are more

susceptible to background and parasitic scatter from sample

environments etc. However, the speed and efficiency of data

acquisition usually outweigh such concerns.

2.2.4.3. Energy-dispersive instruments

The broad, continuous spectrum from a wiggler or bending

magnet is suitable for energy-dispersive diffraction (EDD). Here,

the detector is fixed at an angle 2� and the detector determines

the energy, ", of each arriving photon scattered by the sample

(Fig. 2.2.14). The energy [keV] can be converted to d-spacing [Å]

via

d ’ 12:3984=2" sin �:

The detector usually consists of a cryogenically cooled semi-

conducting Ge diode. An absorbed X-ray photon promotes

electrons to the conduction band in proportion to its energy. By

Figure 2.2.13
(a) 120� Mythen detector box, containing helium, mounted on the
powder diffractometer of the materials science beamline at the Swiss
Light Source. (b) Multianalyser detector stage. (c) Capillary spinner.
(Bergamaschi et al., 2009, 2010.)

Figure 2.2.14
Schematic representation of an energy-dispersive diffraction arrange-
ment.
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analysing the size of the charge pulse produced, the energy of the

photon is determined. The powder-diffraction pattern is recorded

as a function of energy (typically somewhere within the range 10–

150 keV, depending on the source) via a multichannel analyser

(MCA). Instruments may have multiple detectors, at different 2�
angles covering different ranges in d-spacing (Barnes et al., 1998),

or arranged around a Debye–Scherrer ring, as in the 23-element

semi-annular detector at beamline I12 at Diamond Light Source

(Korsunsky et al., 2010; Rowles et al., 2012).

Prior to performing the EDD experiment, the detector and

MCA system must be calibrated, e.g. by measuring signals from

sources of known energy, such as 241Am (59.5412 keV) or 57Co

(122.06014 and 136.4743 keV) at hard energies, and/or from the

fluorescence lines of elements such as Mo, Ag, Ba etc. The 2�
angle also needs to be calibrated if accurate d-spacings are

desired. This should be done by measuring the diffraction pattern

of a standard sample with known d values.

The detector angle is typically chosen in the range 2–6� 2� and
influences the range of d-spacings accessible via the term 1/sin �,
i.e. the lower the angle, the higher the energy needed to access

any particular d. Normally, the range of most interest should be

matched to the incident spectrum, taking account also of sample

absorption and fluorescence, to produce peaks with high inten-

sity. More than one detector at different angles can also be

employed. Energy-sensitive Ge detectors do not count particu-

larly fast, up to 50 kHz being a typical value compared to possibly

1–2 MHz with a scintillation detector. Hence they are relatively

sensitive to pulse pile-up and other effects of high count rates

(Cousins, 1994; Laundy & Collins, 2003; Honkimäki & Suortti,

2007), particularly if the synchrotron is operating in a mode with

a few large electron bunches giving very intense pulses of X-rays

on the sample.

The energy resolution of the detector is of the order of 2%,

which dominates the overall resolution of the technique. Its main

uses are where a fixed geometry with penetrating X-rays is

required, e.g. in high-pressure cells, for in situ studies (Häuser-

mann & Barnes, 1992), e.g. of chemical reactions under hydro-

thermal conditions (Walton & O’Hare, 2000; Evans et al., 1995),

electrochemistry (e.g. Scarlett et al., 2009; Rijssenbeek et al., 2011;

Rowles et al., 2012), or measurements of residual strain

(Korsunsky et al., 2010). Owing to the use of polychromatic

radiation, the technique has very high flux on the sample and can

be used for high-speed data collection, following rapid processes

in situ. However, accurate modelling of the intensities of the

powder-diffraction pattern for structural or phase analysis is

difficult because of the need to take several energy-dependent

effects into account, e.g. absorption and scattering factors, the

incident X-ray spectrum, and the detector response. Never-

theless, examples where this has been successfully carried out

have been published (e.g. Yamanaka & Ogata, 1991; Scarlett et

al., 2009).

A higher-resolution variant of the energy-dispersive technique

can be performed by using a standard detector behind a colli-

mator at fixed 2� scanning the incident energy via the mono-

chromator. The Hart–Parrish design with long parallel foils is

suitable. Such an approach has been demonstrated in principle

(Parrish, 1988), but is rarely used in practice. The advantage is to

be able to measure data of improved d-spacing resolution, as

compared to using an energy-dispersive detector, from sample

environments with highly restricted access. In principle, as a

further variant, white incident radiation could be used with

scanning of �a, the angle of the analyser crystal, and associated

detector at 2�a, all at fixed 2�.

2.2.5. Considerations for powder-diffraction experiments

Synchrotron radiation allows considerable flexibility for a

powder-diffraction experiment, offering choice and optimization

of a number of quantities such as the wavelength, with high

energy resolution, range in d-spacing, angular resolution, angular

accuracy, and spatial or time resolution (but not all of these can

necessarily be optimized at the same time). Increasingly, powder-

diffraction experiments at synchrotrons are combined with

complementary measurements, simultaneously applying techni-

ques such as Raman spectroscopy (Boccaleri et al., 2007; Newton

& van Beek, 2010), particularly when carrying out in situ studies

of an evolving system. In this respect, the open nature of a

synchrotron instrument, with space around the sample to position

auxiliary equipment, is an advantage.

2.2.5.1. Polarization

Assuming the beam is 100% polarized in the horizontal plane

of the synchrotron orbit and with detection in the vertical plane,

there is no need for any polarization correction to the diffracted

intensities. However, if a small amount of vertical polarization of

the beam does need to be taken into account (possibly up to a few

per cent depending on the source), the polarization factor that

describes its effect on the intensity of the diffracted beam can be

derived, following the approach of Azároff (1955) and Yao &

Jinno (1982), as

P ¼ 1� dpþ dp cos2 2� cos2 2�a
1� dpþ dp cos2 2�a

¼ 1� dpþ dp cos2 2� cos2 2�a
1� dp sin2 2�a

;

ð2:2:3Þ
where dp is the depolarization fraction (i.e. the fraction of the

total intensity incident on the sample that is vertically polarized),

2�a is the Bragg angle of the analyser crystal (if any), and the

denominator scales P to unity at 2� equal to zero (Dwiggins,

1983) and is a constant for any particular experimental setup. If

there is no analyser crystal, or we ignore the effect it would have

(i.e. by putting 2�a = 0), then

P ¼ 1� dp sin2 2�:

Beamline staff can usually advise on the appropriate values to

use. These expressions reduce to the usual polarization factor for

unpolarized (dp = 0.5) laboratory X-rays without a mono-

chromator or analyser crystal, 12(1 + cos2 2�).
An alternative formulation of equation (2.2.3) considers the

ratio of the vertical to horizontal polarization,

rp ¼ dp

1� dp
and dp ¼ rp

1þ rp
;

so that

P ¼ 1þ rp cos2 2� cos2 2�a
1þ rp cos2 �a

: ð2:2:4Þ

Note that rp = 1.0 for unpolarized (laboratory) X-rays. In reality,

because the synchrotron beam is near 100% plane polarized, dp

and rp have similar values. The same expressions can be used if

diffracting and analysing in the horizontal plane, except that now

the value of dp or rp is replaced with the value of (1� dp) or 1/rp,

respectively.

For Debye–Scherrer rings detected on a 2D detector, the

azimuthal angle around the ring needs to be taken into account,

yielding
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P ¼ ð1� dpÞðcos2 2� sin2 �þ cos2 �Þ þ dpðcos2 2� cos2 �þ sin2 �Þ
or

P ¼ ðcos2 2� sin2 �þ cos2 �Þ þ rpðcos2 2� cos2 �þ sin2 �Þ
1þ rp

;

where � is the azimuthal angle (zero in the vertical direction)

(Rowles et al., 2012).

2.2.5.2. Radiation damage

The intensity of the incident beam can be so high that radiation

damage becomes a real concern, particularly for samples

containing organic molecules, such as pharmaceuticals, or

organometallic materials. Radiation damage manifests itself by

progressive shifts (often anisotropic) in the peak positions, a

general reduction in peak intensities and peak broadening as the

sample’s crystallinity degrades. With high-resolution data, the

effects are easily seen and can appear after only a few seconds in

the worst cases. In such circumstances it may be better to use a

1D or 2D PSD to collect data of sufficient statistical quality

before the damage is too severe. However, if the highest-

resolution data are required, via scanning an analyser crystal,

then the problem can be alleviated by filling a long capillary with

sample and translating it between scans to expose fresh sample to

the beam, thus acquiring multiple data sets which can be summed

together. Such an approach necessarily requires a sufficient

amount of disposable sample. If attempting to study the evolution

of a particular part of the sample, e.g. undergoing heat treatment

in the beam, then substituting fresh sample is not necessarily an

option, and radiation damage can be a frustrating hindrance.

2.2.5.3. Beam heating

With a photon intensity of the order 1012 photons mm�2 s�1

incident on the sample – a possible value for the unfocused beam

on a beamline based on an insertion device at a modern third-

generation source – the power in the beam corresponds to a few

mW mm�2. If a small fraction is absorbed by the sample this can

represent a significant heat load that becomes troublesome when

trying to work with samples at cryogenic temperatures, where

heat capacities are relatively low.

As an example, consider a sample of microcrystalline silicon,

composed of cubic 1 mm3 grains irradiated by a 31 keV beam

(0.4 Å wavelength) with 1012 photons mm�2 s�1. The power of

the beam is 5 mW mm�2 (31 � 103 e � 1012 W mm�2). The mass

absorption coefficient of Si at 0.4 Å wavelength �/� ’ 1.32 cm2

g�1 (Milledge, 1968) leading to a linear absorption coefficient of

3.1 cm�1 (density of Si = 2.33 g cm�3). Any problems with

absorption by such a sample might usually be discounted; for a 1-

mm-diameter capillary the value of �r is 0.1, assuming the

powder density is 2/3 of the theoretical density.

A single 1-mm3 grain of cross section 1 mm2 is hit by

106 photons s�1, of which a small fraction are absorbed,

photons absorbed ¼ 106½1� expð�3:1� 10�4Þ�
¼ 310 photons s�1;

corresponding to an absorbed power of 1.54 � 10�12 W. Not all

this energy is retained; significant amounts are lost as fluores-

cence, Compton scatter etc. Consultation of tables of mass

attenuation coefficients and mass energy-absorption coefficients

(Hubbell, 1982; Seltzer, 1993) indicates that for Si at 31 keV

about 80% of the energy is retained, thus a net heating power of

1.2 � 10�12 W. The mass of the Si grain is 2.33 � 10�15 kg. At

ambient temperature, where the specific heat capacity of Si is

704.6 J kg�1 K�1, this leads to an instantaneous tendency to

increase the temperature by �0.7 K s�1. At cryogenic tempera-

tures, e.g. 10 K, the specific heat capacity is over three orders of

magnitude lower, 0.28 J kg�1 K�1 (Desai, 1986), leading to a very

strong tendency for the temperature to rise (1840 K s�1). The

extent of the potential problem varies depending on the real net

absorption of energy of the sample at the wavelength being used.

However, it is clear that to prevent local beam-heating effects, the

absorbed energy must be removed from the sample as efficiently

as possible, i.e. by having excellent thermal contact between the

grains of the sample and the external medium. At cryogenic

temperatures this can be accomplished via the He exchange gas

in the cryostat. Thus, if using a capillary sample, the capillary

must either be left unsealed, to allow the He to permeate

between the grains of sample, or it must be sealed under He,

allowing transport of the heat to the walls of the capillary. Sealing

under air, nitrogen, argon or other atmosphere leads to a loss of

heat-transport capability when the gas solidifies, with consequent

unpredictable behaviour for the sample caused by the beam-

heating effects. This can involve significant shifts in peak posi-

tions and peak broadening depending on the instantaneous local

temperature gradients. The problems tend to be worse at softer

energies, where X-ray absorption is generally higher. Notwith-

standing the potential problems, good-quality low-temperature

data can be measured with appropriate care.

2.2.5.4. Choice of wavelength

The tunability of synchrotron radiation allows the wavelength

best suited to the measurements to be selected. The collimation

of the beam from the source combined with a perfect crystal

monochromator lead automatically to high energy resolution,

with a narrow wavelength distribution about a mean value.

Consequently there are no issues to contend with such as 	1, 	2
doublets or other effects due to a composite incident spectrum,

contributing to a relatively simple instrumental peak-shape

function. High energy resolution is essential for high 2� resolu-
tion, because, as shown in equation (2.2.1), the effect of the

energy envelope is to broaden the diffraction peaks as 2�
increases.

In choosing the wavelength for an experiment, factors to

consider include:

(a) The optimum operational range for the beamline to be used,

which will principally depend on the characteristics of the

source.

(b) Absorption: choosing a sufficiently hard energy generally

reduces absorption and allows the use of a capillary specimen

in transmission for a wide range of compounds, e.g. those

containing transition metals or heavier elements, thus mini-

mizing preferred orientation. Selecting the energy a little way

below (in energy) theK or LIII absorption edge of an element

in the sample may help minimize sample absorption. For any

sample or series of samples, it is good practice in the planning

of the experiment to calculate the linear absorption coeffi-

cient to assess the optimum capillary diameter, the wave-

length to use and those to avoid.

(c) The use of hard energies can be advantageous for penetration

through sample environments, although these should

normally, as much as possible, be designed with appropriate

X-ray windows etc. However, when absorbing environments

are unavoidable, such as containing a sample in a spinning Pt
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capillary for heating to very high temperatures, then high

energy can be a major benefit.

(d) Hard energies are essential to measure to high Q values,

where Q ¼ 4� sin �=� ¼ 2�=d. For pair distribution function

(PDF) analysis, data to Q > 25 Å�1 (d < 0.25 Å) or more are

required, with patterns of good statistical quality. Such Q

values are not possible with Mo or Ag radiation (Ag K	, � =
0.56 Å, Q ’ 22 Å�1 at 2� = 160�), but are easily accessible at
� = 0.4 Å (31 keV) by scanning to 2� = 106�. At 80.7 keV

(0.154 Å, ten times shorter than Cu K	) patterns to Q ’
35 Å�1 can be obtained in minutes (even seconds) with a

large stationary medical-imaging flat-panel detector (Lee,

Aydiner et al., 2008). Even for more classical powder-

diffraction experiments, access to data for high Q values can

be advantageous for Rietveld refinement of crystal structures,

or for measuring several orders of reflections for peak-shape

analysis in the investigation of microstructure.

(e) Anomalous scattering: performing measurements near the

absorption edge of an element in a sample and away from

that edge gives element-specific changes in the diffraction

intensities, enhancing the experiment’s sensitivity to that

element (Fig. 2.2.15). The approach can be complimentary to

isotopic substitution in a neutron-diffraction experiment or

may be the only option when no suitable isotope is available.

Good energy resolution is important for these experiments.

The values of�f 0 and�f 00 vary sharply over only a few eVat

the edge, so poor energy resolution would average the

abruptly changing values over too broad a range to the

detriment of elemental sensitivity and sample absorption if

part of the wavelength envelope strays above the edge.

Moreover, it is necessary to know accurately where on the

edge the measurement is being made to allow the correct

values of �f 0 and �f 00 to be used in the data analysis. Tables

of values have been calculated (e.g. Sasaki, 1989), but these

do not take account of shifts in an edge due to the oxidation

state(s) and chemical environment(s) of the elements. It is

advisable to measure the fluorescence of the sample as the

energy is scanned through the edge (by varying the mono-

chromator angle �m) and then use the Kramers–Kronig

relation to calculate the variation of �f 0 and �f 00 with

energy. A program such as CHOOCH (Evans & Pettifer,

2001) allows this to be done.

(f) A wavelength greater than 1 Å may be best when working

with large unit cells, such as found for proteins, organic

molecules or organometallic compounds. Using a long

wavelength helps by moving the diffraction pattern to higher

2� values, away from the zone most affected by background

air scatter or masked by the beam stop, and to where the

peak asymmetry due to axial beam divergence is less severe.

Longer wavelengths are also useful when working in reflec-

tion with plate samples to minimize beam penetration and

thus enhance sensitivity to the surface regions, e.g. in the

study of surfaces or coatings.

(g) The broad continuous spectrum available from a bending

magnet or wiggler allows powder-diffraction measurements

via the energy-dispersive approach, which is exploited when

geometric considerations of the sample or environment mean

that a restricted range of 2� values is accessible or when

attempting to obtain the maximum time resolution from a

source, as a larger fraction of the photons from the source can

be exploited.

2.2.5.5. Angular resolution

The highest angular resolution is obtained from a diffract-

ometer equipped with an analyser crystal such as Si(111) or

Ge(111). This also gives the robust parallel-beam optical

configuration so that peak positions are accurately determined.

For well crystallized high-quality samples, peak FWHMs of a few

millidegrees are possible, thus maximizing the resolution of

reflections with similar d-spacings. For less ideal samples, which

represent the majority, microstructural effects broaden the peaks,

and indeed high-resolution synchrotron data are exploited for

detailed investigation of peak shapes and characterization of a

range of properties such as crystallite size, microstrain (Chapter

5.2), defects, chemical homogeneity etc. Accurate high-resolution

data are particularly useful for solving crystal structures from

powders (Chapter 4.1), increasing the possibilities for indexing

the powder diffraction pattern (Chapter 3.4), assessing the choice

of possible space groups, and providing high-quality data for the

structural solution and refinement steps. With a high-resolution

pattern, the maximum amount of information is stored in the

complex profile composed from the overlapping peaks.

2.2.5.6. Spatial resolution

Focusing the X-ray beam gives improved spatial resolution, e.g.

for studying a small sample contained in a diamond anvil cell at

high pressure. A beam with dimensions of a few mm can be

obtained, though at the expense of the divergence of the beam

arriving at the sample. In such cases the use of a 2D detector

to record the entire Debye–Scherrer rings will be required to

accumulate the diffraction pattern in a reasonable time and to

reveal any problems with preferred orientation or granularity in

the sample. With a very small sample only a few grains may be

correctly oriented to provide each powder reflection. Alter-

natively, provided the intensity of the beam is high enough,

simply cutting down the beam size with slits may be appropriate,

e.g. to map residual strain in a weld or mechanical component

where a spatial resolution on the 50–100 mm scale may be

required. Smaller beam sizes may not be useful if they are

comparable to the intrinsic grain size of the material, thus leading

Figure 2.2.15
Variation of �f 0 and �f 0 0 with photon energy for Sn (solid line) and Sb
(dotted line) in the vicinity of their K absorption edges (from the tables
of Sasaki, 1989). An anomalous-scattering experiment seeking to
distinguish the arrangement of the two elements could make measure-
ments at the Sn edge (29.2001 keV), at a few eV below the edge and at an
energy significantly removed from the edge (arrows). Equivalent
measurements could be made at the Sb edge (30.4912 keV), but as this
is above the energy of the Sn edge careful attention must be paid to the
increase in the sample’s absorption (reflected in the values of �f 0 0).
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to a poor statistical average of grain orientations and a spotty

diffraction pattern.

2.2.5.7. Time resolution

The high flux allows powder-diffraction patterns to be

measured quickly, opening up the possibilities for time-resolved

studies, following the evolution of samples on a timescale, if

appropriate, down to milliseconds, e.g. to investigate the kinetics

and the mechanism of a phase transition caused by a change of

the temperature, pressure or other external condition, or a

chemical reaction taking place in the sample, such as self-

propagating combustion synthesis (Labiche et al., 2007). Many

instruments allow great flexibility in the design of experiments to

study systems in situ, helped by the availability of hard radiation

to penetrate through sample environments and reduce the

angular range that must be accessed to measure enough

diffraction peaks to yield the desired information.

2.2.5.7.1. Using fast detectors

Scanning a detector through the d-spacing range of interest

necessarily takes a few seconds, so is too slow to measure the

fastest processes. Thus, for speed, a multichannel detector system

is required that acquires the full diffraction pattern synchro-

nously and that can be read out rapidly, such as via a fast PSD or

using the energy-dispersive approach. Many different types of

detector systems have been exploited for fast powder-diffraction

studies using the monochromatic Debye–Scherrer configuration

(Section 2.2.4.2), including 1D photodiode arrays (Pennartz et al.,

1992; Wong et al., 2006; Palmer et al., 2004), the Mythen curved

1D PSD (Fadenberger et al., 2010), pixel detectors (Yonemura et

al., 2006; Terasaki & Komizo, 2011), CCD-based detectors

(Malard et al., 2011; Elmer et al., 2007), and medical-imaging

detectors (Chupas, Chapman, Jennings et al., 2007; Newton et al.,

2010). The former of these last two studies shows that these large

detectors working at hard X-ray energies above 60 keV register a

wide enoughQ range in a single cycle to allow PDFanalysis to be

made, thus allowing the conduct of time-resolved PDFanalysis of,

for example, catalytic systems composed of evolving nano-

particles. For the latter study, the diffraction measurements were

combined with simultaneous monitoring of the reacting system

with the acquisition of complementary mass and diffuse reflec-

tance infrared Fourier transform spectra (DRIFTS).

2.2.5.7.2. Using the pulse structure

For investigating very fast, reversible processes, use can be

made of the bunch structure of the synchrotron source and the

stroboscopic measurement approach. The time for an orbit of an

electron circulating in a synchrotron is (circumference/c) s. For a

synchrotron such as at the ESRF (with a circumference of

844.4 m), this corresponds to 2.82 ms (i.e. a frequency of

355036 Hz). Thus when operating with 16 electron bunches

distributed evenly around the ring, there is a burst of X-rays

delivered to a beamline every 176 ns, and because of the long-

itudinal dimension of the electron bunch (�20 mm), each burst

lasts �70 ps. Such a pulsed source can be used in pump–probe

powder-diffraction experiments, whereby a sample is excited by a

short laser pulse (�100 fs duration) then probed by the X-ray

beam a chosen delay time later. The scattered X-rays are

recorded with a suitable (probably 2D) detector and the process

is repeated, with the statistical quality of the diffraction pattern

building up over a number of cycles, after which the detector is

read out. A high-speed chopper in the X-ray beam can be used to

select the pulse frequency desired for any particular set of

measurements. By varying the delay time the evolution of the

sample as a function of time after the initial excitation can be

investigated. The whole experiment needs fast, accurate elec-

tronics to correlate the timing of the firing of the laser, the arrival

of the X-ray pulse and the phasing of the chopper.

Examples include the study of 4-(dimethylamino)benzonitrile

and 4-(diisopropylamino)benzonitrile (Davaasambuu et al., 2004;

Techert & Zachariasse, 2004), whose fluorescence properties

indicate that photoexcitation leads to the formation of an intra-

molecular charge-transfer state. Powder-diffraction patterns were

collected over 10-minute periods at a frequency of 897 Hz at

delay times ranging from �150 ps (as a reference before the laser

excitation) to +2500 ps after excitation. Only about 5% of the

molecules are excited by the laser, so the powder-diffraction

pattern is from a sample containing both excited and ground-

state molecules. Rietveld refinement of the structures from the

diffraction patterns gave the fraction of excited molecules as a

function of delay time, and the nature of the structural change

induced by the photoexcitation. For the isopropyl analogue, an

exponential relaxation time of 6.3 (�2.8) ns was observed for the

excited molecules (compared to 3.28 ns seen spectroscopically).

The main distortion to the molecules was a change in the torsion

angle between the diisopropylamino group and the benzene ring,

from 13–14� determined from the pre-excitation patterns (14.3�

via single-crystal analysis) to 10 (�1–2)�.

2.2.5.8. Beamline evolution

A beamline at a synchrotron source will certainly evolve in its

specifications and capabilities. Users and prospective users

should follow updates on a facility’s website, or contact the

beamline staff, for information concerning possibilities for

experiments.
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2.3.1. Introduction to the diffraction of thermal neutrons

Diffraction of neutrons occurs by virtue of their wave character,

the de Broglie wavelength � being

� ¼ h

mv
¼ h

ð2mEÞ1=2 ; ð2:3:1Þ

where m, v and E are the mass, speed and energy of the neutron,

respectively, and h is Planck’s constant. It may be convenient to

express the neutron energy in meV, in which case the wavelength

in ångströms is given by

� ðÅÞ ¼ 9:045=ðEÞ1=2 ðmeVÞ: ð2:3:2Þ
Thermal neutrons produced by a fission reactor have a repre-

sentative energy of 25 meV, and accordingly a wavelength of

1.809 Å, which is well suited to the study of condensed matter

since it is of the order of the interatomic spacings therein.

Neutrons have a number of distinctive properties making

neutron diffraction uniquely powerful in several applications.

They may be scattered by nuclei or by magnetic entities in the

sample under study.

(a) Scattering by nuclei: The atomic nucleus is tiny compared

with the atomic electron cloud, which is the entity that

scatters X-rays and electrons. The scattering cross section for

a particular nucleus is written as

� ¼ 4�b2; ð2:3:3Þ
where � is typically of the order of 10�28 m2 (1 � 10�28 m2 =

1 barn) and b, which is termed the scattering length, is of the

order of femtometres. The small size of the nucleus relative to

the wavelength of interest means that the scattering is

isotropic – there is no angle-dependent form factor, as occurs

in the X-ray case (cf. Section 1.1.3.1). This confers advantages

in studies aimed at determining atomic displacement para-

meters (ADPs),1 and indeed for the total-scattering studies

requiring data over a large Q range (Q ¼ 4� sin �=�) that are
described in Chapter 5.7. Importantly, scattering lengths vary

somewhat erratically with atomic number Z; this is in marked

contrast to the X-ray case in which the form factor increases

monotonically with Z (see Figs. 2.3.1 and 2.3.2). This can

make it much easier to detect the scattering from light (low-

Z) elements in the presence of much heavier ones; it also

makes it easier to distinguish scattering from elements

adjacent in the periodic table, e.g. Cu with Z = 29, b =

7.718 fm and Zn with Z = 30, b = 5.680 fm. The scattering

length is also different for different isotopes of the same

element,2 e.g. for 1H b = �3.741 fm, whereas for 2H b =

6.671 fm, so that sometimes isotopic substitution can be

employed to obtain contrast as desired.

(b) Scattering by magnetic entities: The neutron carries a

magnetic moment of �1.913 �N (where �N is the nuclear

magneton) and accordingly it interacts with magnetic entities

in the sample. These may be nuclei, with magnetic moments

of the order of the nuclear magneton, or atoms with much

larger magnetic moments, of the order of the Bohr magneton

(�B). If the magnetic entities are disordered, then the result is

magnetic diffuse scattering, but if they are in some way

ordered then the magnetic structure can be studied via the

magnetic Bragg reflections that arise. (These may not be so

obvious if they coincide with the nuclear Bragg reflections.)

The magnetic moment of the neutron interacts with atomic

magnetic moments, attributable to unpaired electrons in the

atoms. These electrons tend to be the outer electrons, spread

over dimensions comparable with atomic spacings and hence

with the wavelengths used for diffraction; a consequence is

that magnetic scattering is characterized by a magnetic form

factor which falls off with Q more rapidly than does the form

factor for the X-ray case (Fig. 2.3.3). The confirmation of the

antiferromagnetic ordering in MnO below its ordering (Néel)

temperature of 120 K (Fig. 2.3.4; Shull et al., 1951) was the

first of numerous studies of magnetic structure by neutron

powder diffraction that have continued to the present day

(Izyumov & Ozerov, 1970; Chatterji, 2006; Chapter 7 in Kisi

& Howard, 2008). Investigations of nuclear moments are

more challenging largely because the smaller moments mean

extremely low ordering temperatures; nevertheless neutron

diffraction has been used, for example, to study the ordering
Figure 2.3.1
Representations of the scattering of X-rays and neutrons by selected
elements. The scattering cross sections are proportional to the areas of
the circles shown. For the neutron case, separate entries appear for the
different isotopes and negative scattering lengths are indicated by
shading. The figure is not intended to imply a relationship between the
X-ray and neutron cross sections.

1 The atomic displacements (e.g. thermal vibrations) smear the scattering sites to
an extent that is likely to be considerably smaller than the atom itself, but very
much larger than the nucleus.
2 If the nucleus in question carries spin, the scattering length also depends on the
relative orientation of the neutron and nuclear spins.

International Tables for Crystallography (2018). Vol. H, Chapter 2.3, pp. 66–101.
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of nuclear moments in metallic copper (65Cu) at tempera-

tures below 60 nK (Hakonen et al., 1991).3

(c) Low attenuation: The combination of the small scattering

cross sections and generally low cross sections for

absorption (notable exceptions are B, Cd and Gd) gives

thermal neutrons the ability to penetrate quite deeply

into most materials. Indeed, the linear attenuation coefficient

for thermal (25 meV) neutrons in Fe is 110 m�1, and for

neutrons in Al it is only about 9.8 m�1; the implication is

that it takes about 10 cm of Al to

reduce the intensity by a factor 1/e.

The fact that neutrons are so little

attenuated by these materials

makes it easier to design large and

complex sample-environment cham-

bers which may be used for in situ

studies at high temperature, under

pressure or stress, in magnetic fields,

and in reaction cells (Chapters 2.6–

2.9; Chapter 3 in Kisi & Howard,

2008). Neutron powder diffraction is

well suited to quantitative phase

analysis (QPA, see Chapter 3.9 and

Chapter 8 in Kisi & Howard, 2008);

as pointed out in Chapter 8, Section 8

of Kisi & Howard (2008), neutron

QPA provides a better sampling

ability and is less prone to micro-

absorption errors than the X-ray

technique; indeed, neutron diffrac-

tion was the method employed in

one of the earliest and most convin-

cing demonstrations of the Rietveld

method in QPA (Hill & Howard,

1987). Another advantage conferred

by the deep penetration of neutrons

is the ability to probe below the

surface of samples to measure such

aspects as structure, phase composi-

tion and stress; a particular example

is the application to the analysis of

zirconia ceramics (Kisi et al., 1989) where the surface

composition (as would be measured by X-rays) is unrepre-

sentative of the bulk. A downside of the small scattering

cross sections (along with neutron sources of limited

‘brightness’) is that relatively large samples may be

required.

(d) Low energy: We note from equation (2.3.1) that, for a

specified wavelength, the energy of the neutron is much less

than that for lighter probes, such as electrons or photons. This

is critically important for studying inelastic processes (e.g.

measurement of phonon dispersion curves), but is usually not

a factor in neutron powder diffraction.4

Neutron sources, in common with synchrotrons, are large

national or international facilities, set up to cater for scientists

from external laboratories. There are usually well defined access

procedures, involving the submission and peer review of

research proposals. Visiting users are usually assisted in their

experiments by in-house staff. In some cases external users can

mail in their samples for collection of diffraction data by the

resident staff.

2.3.2. Neutrons and neutron diffraction – pertinent details

2.3.2.1. Properties of the neutron

The basic properties of the neutron are summarized in Table

2.3.1.

Figure 2.3.2
Comparison of X-ray and neutron powder-diffraction patterns from rutile, TiO2. The patterns were
recorded at the same wavelength, 1.377 Å. The differences between form factors and scattering
lengths give rise to large differences in the relative intensities of the different peaks; note also that
the fall off in the form factor evident in the X-ray case does not occur for neutrons.

Figure 2.3.3
The magnetic form factor for Mn2+ compared with the normalized X-ray
form factor and the normalized neutron nuclear scattering length.

3 This study depends on the spin-dependent scattering lengths rather than
magnetic scattering per se.

4 However, if the incident beam is monochromatic, a crystal monochromator
placed in the diffracted beam can be used to exclude inelastic scattering from the
‘background’.
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2.3.2.2. Neutron scattering lengths

The scattering lengths of most interest in neutron powder

diffraction are those for coherent elastic scattering, bcoh, often

abbreviated to b. As already mentioned, there is no angle (Q)

dependence, since the scattering from the nucleus is isotropic. A

selection of scattering lengths for different isotopes and different

elements is given in Table 2.3.2.

The first thing to note is the variation in scattering length from

element to element and indeed from isotope to isotope. The

scattering lengths are in most cases positive real numbers, in

which case there is a phase reversal of the neutron on scattering,

but for some isotopes the scattering lengths are negative, so there

is no change in phase on scattering. The scattering lengths are

determined by the details of the neutron–nucleus interaction

(Squires, 1978).5 In the event that the neutron–nucleus system is

close to a resonance, such as it is for 10B, 155Gd and 157Gd, scat-

tering lengths will be complex quantities and the scattered

neutron will have some different phase relationship with the

incident one. The imaginary components imply absorption, which

is reflected in the very high absorption cross sections, �a, for these
isotopes.

The total scattering cross section, �s, is given by �s ¼ 4�b2coh
when only coherent scattering from a single isotope is involved,

which is very nearly the case for oxygen since 99.76% of naturally

occurring oxygen is zero-spin 16O. In most cases there is a more

substantial contribution from incoherent scattering, which may

be either spin or isotope incoherent scattering. Spin incoherent

scattering arises because the scattering length depends on the

relative orientation of the neutron and nuclear spins, parallel and

antiparallel arrangements giving rise to scattering lengths bþ and

b�, respectively. Isotope incoherent scattering arises because of

the different scattering of neutrons from different isotopes of the

same element. In almost all circumstances (except, for example,

at the extraordinarily low temperatures mentioned in Section

2.3.1) the distributions of spins and isotopes are truly random,

which means that there is no angle dependence in this scattering:

this is sometimes described as Laue monotonic scattering.

When b varies from nucleus to nucleus (even considering just a

single element), the coherent scattering is determined by the

average value of b, that is bcoh ¼ b, �coh ¼ 4�ðbÞ2, and the

average incoherent cross section is given by �inc ¼ 4�½b2 � ðbÞ2�.
The total scattering cross section �s is the sum of the two cross

sections (Squires, 1978; see also Section 2.3.2 in Kisi & Howard,

2008). For the particular case of a nucleus with spin I, the states I

+ 1/2 and I � 1/2 give scattering determined by bþ and b�,
respectively, and have multiplicities 2I + 2 and 2I, respectively,

from which it follows that

bcoh ¼ b ¼ I þ 1

2I þ 1
bþ þ I

2I þ 1
b�;

b2inc ¼ b2 � ðbÞ2
h i

¼ IðI þ 1Þ
ð2I þ 1Þ2 ðbþ � b�Þ2:

More information, including a comprehensive listing of scat-

tering lengths, can be found in Section 4.4.4 of International

Tables for Crystallography Volume C (Sears, 2006). This listing

presents the spin-dependent scattering lengths via bcoh and binc as

just defined. Other compilations can be found in the Neutron

Data Booklet (Rauch & Waschkowski, 2003), and online through

the Atominstitut der Österreichischen Universitäten, Vienna, at

http://www.ati.ac.at/~neutropt/scattering/table.html. In addition,

the majority of computer programs used for the analysis of data

from neutron diffraction incorporate, for convenience, a list of

bcoh values for the elements.

2.3.2.3. Refractive index for neutrons

The coherent scattering lengths of the nuclei determine the

refractive index for neutrons through the relationship (Squires,

1978)

n ¼ 1� 1

2�
�2Nbcoh; ð2:3:4Þ

where N is the number of nuclei per unit volume. For elements

with positive values of the coherent scattering length the

refractive index is slightly less than one, and that leads to

the possibility of total external reflection of the neutrons by the

element in question. In fact, when the coherent scattering length

is positive, neutrons will undergo total external reflection for

glancing angles less than a critical angle �c given by

cos �c ¼ n ¼ 1� 1

2�
�2Nbcoh; ð2:3:5Þ

which, since �c is small, reduces to

�c ¼ �
Nbcoh
�

� �1=2

: ð2:3:6Þ

It can be seen that the pertinent material quantity is Nbcoh, the

‘coherent scattering length density’; for materials comprising

more than one element this is the quantity that would be

Figure 2.3.4
Magnetic structure for MnO proposed by Shull et al. (1951). The figure
shows only the Mn atoms, and indeed only those Mn atoms located on
the visible faces of the cubic cell. [From Shull et al. (1951), redrawn using
ATOMS (Dowty, 1999).]

Table 2.3.1
Properties of the neutron (adapted from Kisi & Howard, 2008)

Mass (m) 1.675 � 10�27 kg
Charge 0
Spin 1

2

Magnetic moment (�n) �1.913 �N

Wavelength (�) h/mv
Wavevector (k) Magnitude 2�/�
Momentum (p) h- k
Energy (E) ð1=2Þmv2 ¼ h2=2m�2

5 It is evident from Fig. 2.3 in this reference that even for an attractive interaction
between neutron and nucleus positive scattering lengths will predominate.
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computed. Since the critical angle for total external reflection is

proportional to the neutron wavelength, it is convenient to

express this as degrees per ångstrom of neutron wavelength.

These are important considerations in the design and develop-

ment of neutron guides (Section 2.3.3.4).

2.3.2.4. Neutron attenuation

Neutron beams are attenuated by coherent scattering, inco-

herent scattering and true absorption. The cross sections for all

these processes are included in the tables cited above. For

powder diffraction, the coherent scattering is usually small

because it takes place only in that small fraction of crystallites

correctly oriented for Bragg reflection; the other processes,

however, take place throughout the sample.

If a particular scattering entity i with scattering cross sections

(�i)inc and (�i)abs is present at a number density Ni, then the

contribution it makes to the linear attenuation coefficient � is

�i ¼ Ni½ð�iÞinc þ ð�iÞabs�. If the mass is Mi, then the density is

simply �i ¼ NiMi, so we have the means to evaluate the mass

absorption coefficient ð�=�Þi. The calculation of absorption for

elements, compounds and mixtures commonly proceeds by the

manipulation of mass absorption coefficients, in the same manner

as is employed for X-rays (see Section 2.4.2 in Kisi & Howard,

2008).

2.3.2.5. Magnetic form factors and magnetic scattering lengths

For a complete treatment of the magnetic interaction between

the neutron and an atom carrying a magnetic moment, and the

resulting scattering, the reader is referred elsewhere [Marshall &

Lovesey, 1971; Squires, 1978; Section 6.1.2 of Volume C (Brown,

2006a)]. The magnetic moment of an atom is associated with

unpaired electrons, but may comprise both spin and orbital

contributions. The magnetic interaction between the neutron and

the atom depends on the directions of the scattering vector and

the magnetic moment vector according to a triple vector product.

The direction of polarization of the neutron must also be taken

Table 2.3.2
Coherent scattering lengths and absorption cross sections (for 25 meV neutrons) for selected isotopes

Data are taken from Section 4.4.4 of Volume C (Sears, 2006). Where not stated, the values are for the natural isotopic mix. The X-ray atomic form factors, f, evaluated at
Q = 1.2� Å�1, are included for comparison.

Element Isotope bcoh (fm) �s(tot) (10
�24cm2) �a (10

�24cm2) f

Isotopic
abundance
(%)

H �3.7390 (11) 82.02 (6) 0.3326 (7) 0.25
1 �3.7406 (11) 82.03 (6) 0.3326 (7) 99.985
2 6.671 (4) 7.64 (3) 0.000519 (7) 0.015
3 4.792 (27) 3.03 (5) 0 —

B 5.30 (4) � 0.213 (2)i 5.24 (11) 767 (8) 1.99
10 �0.1 (3) � 1.066 (3)i 3.1 (4) 3835 (9) 20.0
11 6.65 (4) 5.78 (9) 0.0055 (33) 80.0

C 6.6460 (12) 5.551 (3) 0.00350 (7) 2.50
12 6.6511 (16) 5.559 (3) 0.00353 (7) 98.90
13 6.19 (9) 4.84 (14) 0.00137 (4) 1.10

O 5.803 (4) 4.232 (6) 0.00019 (2) 4.09

Ti �3.370 (13) 4.06 (3) 6.43 (6) 13.2
46 4.725 (5) 2.80 (6) 0.59 (18) 8.2
47 3.53 (7) 3.1 (2) 1.7 (2) 7.4
48 �5.86 (2) 4.32 (3) 8.30 (9) 73.8
49 0.98 (5) 3.4 (3) 2.2 (3) 5.4
50 5.88 (10) 4.34 (15) 0.179 (3) 5.2

V �0.3824 (12) 5.10 (6) 5.08 (2) 14.0

Ni 10.3 (1) 18.5 (3) 4.49 (16) 18.7
58 14.4 (1) 26.1 (4) 4.6 (3) 68.27
60 2.8 (1) 0.99 (7) 2.9 (2) 26.10
61 7.60 (6) 9.2 (3) 2.5 (8) 1.13
62 �8.7 (2) 9.5 (4) 14.5 (3) 3.59
64 �0.37 (7) 0.017 (7) 1.52 (3) 0.91

Cu 7.718 (4) 8.03 (3) 3.78 (2) 19.9
63 6.43 (15) 5.2 (2) 4.50 (2) 69.17
65 10.61 (19) 14.5 (5) 2.17 (3) 30.83

Zn 5.680 (5) 4.131 (10) 1.11 (2) 20.8

Zr 7.16 (3) 6.46 (14) 0.185 (3) 27.0

Gd 6.5 (5) 180 (2) 49700 (125) 45.9
155 6.0 (1) � 17.0 (1)i 66 (6) 61100 (400) 14.8
157 �1.14 (2) � 71.9 (2)i 1044 (8) 259000 (700) 15.7

Pb 9.405 (3) 11.118 (7) 0.171 (2) 60.9
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into account. For an unpolarized incident beam, the usual case in

neutron powder diffraction, it is a useful consequence of the

triple vector product that the magnetic scattering depends on

the sine of the angle that the scattering vector makes with the

magnetic moment on the scattering atom (see Section 2.3.4 and

Chapter 7 in Kisi & Howard, 2008). The extent of the unpaired

electron distribution (usually outer electrons) implies that the

scattering diminishes as a function of Q, an effect that can be

described by a magnetic form factor. For a well defined direction

for the magnetic moment M, and with a distribution of moment

that can be described by a normalized scalarm(r), the form factor

as a function of the scattering vector h [defined in equation

(1.1.17) in Chapter 1.1]6 is the Fourier transform of m(r),

f hð Þ ¼ R
mðrÞ exp 2�ih � rð Þ dr;

where m(r) can comprise both spin and orbital contributions

[Section 6.1.2 of Volume C (Brown, 2006a)]. The tabulated form

factors are based on the assumption that the electron distribu-

tions are spherically symmetric, so that mðrÞ ¼ mðrÞ ¼ U2ðrÞ,
where U(r) is the radial part of the wave function for the

unpaired electron. In the expansion of the plane-wave function

expð2�ih � rÞ in terms of spherical Bessel functions, we find that

the leading term is just the zeroth-order spherical Bessel function

j0ð2�hrÞ with a Fourier transform

hj0ðhÞi ¼ 4�
R1
0

U2 rð Þj0 2�hrð Þr2 dr:

This quantity is inherently normalized to unity at h = 0, and

may suffice to describe the form factor for spherical spin-only

cases. In other cases it may be necessary to include additional

terms in the expansion, and these have Fourier transforms of the

form

hjlðhÞi ¼ 4�
R1
0

U2ðrÞjlð2�hrÞr2 dr

with l even; these terms are zero at h = 0 (Brown, 2006a). In

practice these quantities are evaluated using theoretical calcu-

lations of the radial distribution functions for the unpaired

electrons [Section 4.4.5 of Volume C (Brown, 2006b)].

Form factors can be obtained from data tabulated in Section

4.4.5 of Volume C (Brown, 2006b). Data are available for

elements and ions in the 3d- and 4d-block transition series, for

rare-earth ions and for actinide ions. These data are provided by

way of the coefficients of analytical approximations to hjlðhÞi, the
analytical approximations being

hj0ðsÞi ¼ A exp �as2
� �þ B exp �bs2

� �þ C exp �cs2
� �þD

and for l 6¼ 0

hjlðsÞi ¼ s2 A exp �as2
� �þ B exp �bs2

� �þ C exp �cs2
� �þD

� �
;

where s = h/2 in Å�1. These approximations, with the appropriate

coefficients, are expected to be coded in to any computer

program purporting to analyse magnetic structures. Although the

tabulated form factors are based on theoretical wave functions, it

is worth noting that the incoherent scattering from an ideally

disordered (i.e., paramagnetic) magnetic system will display the

magnetic form factor directly.

It is often convenient to define a (Q-dependent) magnetic

scattering length

p ¼ e2�

2mec
2

� �
gJf ;

where me and e are the mass and charge of the electron, � (= �n)

is the magnetic moment of the neutron, c is the speed of light, J is

the total angular momentum quantum number, and g is the

Landé splitting factor given in terms of the spin S, orbital angular

momentum L, and total angular momentum quantum numbers

by

g ¼ 1þ J J þ 1ð Þ þ S Sþ 1ð Þ � LðLþ 1Þ
2JðJ þ 1Þ :

For the spin-only case, L = 0, J = S, so g = 2. The differential

magnetic scattering cross section per atom is then given by q2p2

where jqj ¼ sin �, � being the angle between the scattering vector
and the direction of the magnetic moment. This geometrical

factor is very important, since it can help in the determination of

the orientation of the moment of interest; there is no signal, for

example, when the moment is parallel to the scattering vector.

Further discussion appears in Chapters 2 (Section 2.3.4) and 7 in

Kisi & Howard (2008).

2.3.2.6. Structure factors

The locations of the Bragg peaks for neutrons are calculated as

they are for X-rays7 (Section 1.1.2), and the intensities of these

peaks are determined by a structure factor, which in the nuclear

case is [cf. Chapter 1.1, equation (1.1.56)]

Fnuc
hkl ¼

Pm
i¼1

biTi expð2�ih � uiÞ; ð2:3:7Þ

where bi here denotes the coherent scattering length, Ti has been

introduced to represent the effect of atomic displacements

(thermal or otherwise, see Section 2.4.1 in Kisi & Howard, 2008),

h is the scattering vector for the hkl reflection, and the vectors ui
represent the positions of the m atoms in the unit cell.

For coherent magnetic scattering, the structure factor reads

F
mag
hkl ¼Pm

i¼1

piqiTi expð2�ih � uiÞ; ð2:3:8Þ

where pi is the magnetic scattering length. The vector qi is the

‘magnetic interaction vector’ and is defined by a triple vector

product (Section 2.3.4 in Kisi & Howard, 2008), and has modulus

sin � as already mentioned. In this case the sum needs to be taken

over the magnetic atoms only.

As expected by analogy with the X-ray case, the intensity of

purely nuclear scattering is proportional to the square of the

modulus of the structure factor jFnuc
hkl j2. In the simplest case of a

collinear magnetic structure and an unpolarized incident neutron

beam, the intensity contributed by the magnetic scattering is

proportional to jFmag
hkl j2, and the nuclear and magnetic contribu-

tions are additive.

2.3.3. Neutron sources

2.3.3.1. The earliest neutron sources

The earliest neutron source appears to have been beryllium

irradiated with �-particles (helium nuclei), as emitted for

example by polonium or radon. First described as ‘beryllium

radiation’, the radiation from a Po/Be source was identified by

6 To reiterate, h ¼ s� s0, where s0 and s are vectors, each of magnitude 1/�,
defining the incident and scattered beams. Note that Q ¼ 2�h.

7 The nuclear unit cell is expected to coincide with the X-ray unit cell, but the
magnetic unit cell may be larger. So, although the methods of calculation are the
same, the larger magnetic cell may give rise to additional (magnetic) Bragg peaks.
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Chadwick (1932) as comprising neutrons:

4
2Heþ 9

4Be ! 12
6Cþ 1

0n:

It was soon found (Szilard & Chalmers, 1934) that the disin-

tegration of beryllium under irradiation by the �-rays from

radium also led to the release of neutrons; this represented an

alternative neutron source. The first demonstrations of the

diffraction of neutrons (Mitchell & Powers, 1936; von Halban &

Preiswerk, 1936) made use of Rn/Be sources, analogous to

Chadwick’s Po/Be source. These were now surrounded by

paraffin to reduce the energy (‘moderate’) and hence increase the

de Broglie wavelength of the neutrons, and so provide a

reasonable match to the atomic spacings in the crystalline

samples; in the Mitchell & Powers’ demonstration the reflection

of neutrons of estimated wavelength 1.6 Å from (100) planes in

large single crystals of MgO, the separation of these planes being

4.2 Å, showed a dependence on crystal orientation that was

indicative of Bragg reflection. The intensities available from

these sources, however, were not sufficient to allow the obser-

vation of diffraction from polycrystalline (powder) samples.

A source based on the bombardment of Be by cyclotron-

accelerated MeV deuterons (nuclei of deuterium)

2
1Hþ 9

4Be ! 10
5Bþ 1

0n

was also employed in early work, notably by Alvarez & Bloch

(1940) in their determination of the neutron magnetic moment.

The further development of neutron diffraction, and indeed

the first observation of neutron powder diffraction, awaited the

development of much more intense neutron sources; the first

suitably intense neutron sources were nuclear reactors. The

neutron-induced fission of uranium isotope 235
92U was observed in

1938 and reported early in 1939 (Hahn & Strassmann, 1939;

Meitner & Frisch, 1939; Anderson et al., 1939). By this time Fermi

and his co-workers (Fermi, Amaldi, D’Agostino et al., 1934;

Fermi, Amaldi, Pontecorvo et al., 1934) had already carried out

studies on neutron activation, in the course of which they found

that neutrons could be moderated by hydrogenous materials,

providing ‘slow’ neutrons for which the activation cross sections

were enhanced. Once it was established that the neutron-induced

fission of a 235
92U nucleus also led to the release of ~2–3 ‘fast’

neutrons plus energy (von Halban et al., 1939; Zinn & Szilard,

1939), then a self-sustaining ‘chain reaction’ based on the fission

of 235
92U by a slow neutron, the slowing in a moderator of the

several fast neutrons released, followed by the slow-neutron-

induced fission of additional 235
92U nuclei, became a realistic

possibility. The translation of this possibility into reality was given

great impetus by the military potential of the chain reaction; the

reader is referred to Mason et al. (2013) for the history of this

development. The first self-sustaining chain reaction took place

in Chicago Pile 1 (CP-1) on 2 December 1942. CP-1 made use of

uranium oxide mixed with some metallic uranium as fuel, high-

purity graphite as the neutron moderator and rods of neutron-

absorbing cadmium for control. CP-1 was located on a squash

court under the spectator stand at a sports field at the University

of Chicago; remarkably, its construction took less than a month.

In November 1943, an essentially scaled up version of this

reactor, the X-10 pile (also known as the Oak Ridge Graphite

Reactor) achieved criticality. The fuel was now metallic uranium,

and the greater power (1 MW as compared with the 200 W of

CP-1) necessitated an air cooling system; the neutron flux8 was a

creditable 1012 n cm�2 s�1 and the main purpose was the

production of plutonium. May 1944 saw the completion of yet

another reactor, Chicago Pile 3 (CP-3), outside Chicago at the

site of the present Argonne laboratories. This was a 300 kW

reactor, using natural uranium fuel, with heavy water serving

as both moderator and coolant; this also provided a flux of

1012 n cm�2 s�1.

Early diffraction experiments using reactor neutrons were

carried out ‘in the wings of the Manhattan project’ (Mason et al.,

2013). Evidently, Wollan & Borst (1945) obtained rocking curves

when collimated thermal neutrons from X-10 were beamed onto

single crystals of gypsum and rocksalt, while Zinn was able to

reflect neutrons from a calcite crystal [see, for example, the post-

war publication by Zinn (1947)]; much of the wartime interest

was in using these crystals for neutron spectrometry. However,

the potential use of these copious sources of neutrons was

recognized, so by the early months of 1946 (according to Shull,

1995) the first neutron powder-diffraction patterns, from poly-

crystalline NaCl and from light and heavy water, had been

recorded. Wollan and co-workers (Wollan & Shull, 1948; Shull et

al., 1948) published a number of these early diffraction patterns,

along with a schematic of the diffractometer employed.

Although accelerator-based neutron sources had been around

as early as 1940 (see above), the development of such sources, at

least for diffraction applications, proceeded at a relatively slower

pace. Indeed, it was not until 1968 that the first reports of neutron

powder diffraction using accelerator-based sources appeared in

the literature (Moore et al., 1968; Kimura et al., 1969; Day &

Sinclair, 1969). All this work involved the use of linear electron

accelerators (LINACs) delivering pulses of ~150 MeV electrons

onto a heavy-metal target; the deceleration results in Brems-

strahlung radiation (photons) of sufficient energy to bring about

the release of neutrons from the target. These fast neutrons were

moderated, and the result was a pulsed source of thermal

neutrons. Diffraction patterns were recorded by time-of-flight

methods which had already been developed on reactor sources

(Buras & Leciejewicz, 1964).

It may be helpful to describe one of these experiments in more

detail (Kimura et al., 1969). A tungsten target immersed in water

was bombarded by 2.5 ms pulses of 250 MeV electrons from the

Tohoku LINAC; the water, which served as a moderator, was also

‘poisoned’ by the addition of neutron-absorbing boric acid. The

thermal neutron pulses were of 30–50 ms duration. It is a funda-

mental problem that the time taken to moderate the fast neutrons

produced at an accelerator-based source degrades the time

structure, and the addition of boron here was one method to

counteract this effect. Kimura et al. presented a selection of time-

of-flight diffraction patterns, from Al at different temperatures,

as well as from Si, Ni, ZnO, CaFe2O4 and �-Fe2O3.

The next generation of accelerator-based sources were spal-

lation sources, based on the breaking up of heavy target elements

by bombardment with 10–1000 MeV protons; up to ~30 neutrons

are ejected in each spallation event; such sources can be operated

in either a pulsed mode or continuously. The first spallation

sources were ZING-P (100 nA of 300 MeV protons, pulsed at

30 Hz, target Pb, moderator polyethylene) and ZING-P0 (3 mA of

500 MeV protons, 30 Hz, target W/natural U, moderator poly-

ethylene/liquid hydrogen), both at the Argonne National

Laboratory (Carpenter, 1977), and at the TRIUMF laboratory

(400 mA of 500 MeV protons, steady, target liquid Pb/Bi,

moderator light/heavy water) in Vancouver. The KENS facility

(operational from 1980 to 2005, 9 mA of 500 MeV protons, 20 Hz,

target W, moderator solid methane/ice) in Tsukuba, Japan, and

8 The powers and fluxes given here are taken from a presentation by T. E. Mason
at the Bragg Symposium, Adelaide, 6 December 2012.
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the Intense Pulsed Neutron Source (IPNS) at the Argonne

National Laboratory (operational from 1981 to 2008, 15 mA of

450 MeV protons, 30 Hz, target depleted U, moderator solid/

liquid methane) are both worthy of mention for their work on

techniques and applications at pulsed neutron sources; notable

are contributions from IPNS on the subjects of high-temperature

superconductors (Jorgensen et al., 1987) and colossal magneto-

resistance (Radaelli et al., 1997).

The specifications and performance of modern currently

operating spallation neutron sources will be presented in Section

2.3.3.3.

2.3.3.2. Fission reactors for neutron-beam research

Reactors used for neutron-beam research all rely on the fissile

uranium isotope9 235
92U. This constitutes only about 0.7% of

natural uranium; however, enrichment in this isotope is possible.

A representative fission event would be

1
0nþ 235

92U ! 236
92U ! 141

56Baþ 92
36Krþ 310nþ 170 MeV:

This equation indicates that a neutron of thermal energy is

captured by 235U to form 236U in an unstable state, and in the

majority of cases (88%) this breaks up almost instantly to yield

fission products of intermediate mass, fast neutrons and energy.

The unstable 236U can break up in many different ways – there

are usually products of intermediate but unequal masses, with

masses distributed around 95 and 135 (Burcham, 1979), with the

release of usually 2 or 3 neutrons (average 2.5; one of these

neutrons is needed to initiate the next fission event), and of

different amounts of energy (average around 200 MeV). As

explained in Section 2.3.3.1, a chain reaction becomes possible if

the fast neutrons released in the fission process are moderated to

thermal energies so that they can be captured by another 235U

nucleus. Neutrons will lose energy most rapidly through collisions

with nuclei of mass equal to the neutron mass, namely nuclei of

hydrogen atoms, but collisions with other light nuclei are also

quite effective. Hydrogenous substances are evidently useful, and

water would seem ideal; however, there is some absorption of

neutrons in water, so in some reactors, heavy water (D2O, where

D is 2
1H) is used since, as can be seen from the absorption cross

sections (Table 2.3.2), thermal neutron capture in D is orders of

magnitude less than for H. It has not been possible to achieve a

self-sustaining chain reaction using natural uranium and light

water as a moderator – for this reason uranium fuel enriched in
235U and/or heavy-water moderators are in use. Adjacent to the

reactor core is a so-called reflector, which is simply in place to

moderate neutrons and prevent their premature escape. The

energy released in the fission process ends up as heat, which must

be dissipated (or used), so cooling is required – where light or

heavy water is used as the moderator it can also serve as the

coolant. Control rods are also essential – these are rods

containing highly neutron absorbing materials, such as boron,

cadmium or hafnium, which can be inserted into or withdrawn

from the reactor to increase, maintain or reduce the thermal

neutron flux as required. These control rods provide the means

for reactor shutdown.

The neutrons in a reactor core range from the fast neutrons

(�1 MeV) released in the fission process, through epithermal

neutrons (in the range eV to keV), which are neutrons in the

process of slowing down, to thermal neutrons (�25 meV), which

are neutrons in equilibrium with the moderator (see Carlile,

2003). Evidently, for sustaining the chain reaction and for

providing neutrons for diffraction instruments, the thermal

neutrons are of the greatest interest. Neutrons in thermal equi-

librium with the moderator have a Maxwellian distribution of

energies, such that the number of neutrons with energies between

E and E + dE is given by N(E) dE, where

N Eð Þ ¼ 2�N0

�kBTð Þ3=2 ðEÞ
1=2 expð�E=kBTÞ: ð2:3:9Þ

Here N0 is the total number of neutrons, T is the temperature (in

kelvin) of the moderator, and kB is Boltzmann’s constant. The

neutron flux is the product of the neutron density with the

neutron speed, so the energy dependence of the flux distribution

takes the form

’ðEÞ ¼ ’0
E

ðkBTÞ3=2
expð�E=kBTÞ: ð2:3:10Þ

This distribution takes its peak value at E = kBT; for a

temperature of 293 K, this leads to a peak in the flux distribution

at 25.2 meV (cf. Section 2.3.1). In the diffraction context the

wavelength dependence of the flux is of more interest. Making

use of the relationships E ¼ h2=2m�2 and dE=d� ¼ �h2=m�3, we
find that the variation of flux with wavelength can be described by

’ð�Þ d�, where
’ð�Þ / ��5 expð�h2=2m�2kBTÞ: ð2:3:11Þ

This distribution peaks at � ¼ h=ð5mkBTÞ1=2; at 293 K the peak in

this wavelength distribution is at 1.15 Å. For some applications of

neutron diffraction it may be desirable to have a greater neutron

flux at shorter or longer wavelengths; as indicated in Fig. 2.3.5 this

can be achieved by cooling or heating strategically placed special

moderators.

As one specific example of a research reactor, we consider the

NBSR located at the National Institute of Standards and Tech-

nology, Gaithersburg, USA. This reactor uses highly enriched

(93% 235U) uranium in U3O8-Al as fuel, and heavy water as

moderator and coolant. The thermal neutron flux in this reactor is

4� 1014 n cm�2 s 1. It uses four cadmium control blades. An early

plan view of this reactor and a cutaway view of the core assembly

Figure 2.3.5
The Maxwellian distribution of neutron wavelengths produced within
moderators at different temperatures. Reproduced from Kisi & Howard
(2008) by permission of Oxford University Press.

9 Bombardment with >1 MeV neutrons can cause the fission of the predominant
uranium isotope 238U; however, there are too few neutrons at these energies to
support a chain reaction based on this isotope.
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are shown in Fig. 2.3.6. Note the presence of numerous beam

tubes that allow neutrons to be taken out from the vicinity of the

reactor core. This view of the NBSR (Fig. 2.3.6a) shows provision

for a cold neutron source, and for beam tubes to transport cold

neutrons to experiments, but it was years before any cold neutron

source was installed. The first cold source, installed in 1987, was

frozen heavy water; this was replaced in 1995 by a liquid-

hydrogen cold source, and that was upgraded in turn in 2003. The

NBSR first went critical in December 1967; the history of its

subsequent development and use in neutron-beam research has

been recounted by Rush & Cappelletti (2011).

The HFR at the Institut Laue–Langevin (ILL), considered to

be the premier source for reactor-based neutron-beam research,

serves as our second example. It too uses highly enriched

uranium, here in a single centrally located U3Alx-Al fuel element,

and it relies on heavy water for moderator and coolant. It

operates at 58 MW and the thermal neutron flux is 1.5 �

1015 n cm�2 s�1. The reactor incorporates two liquid-deuterium

cold sources, operating at 20 K, and a graphite hot source oper-

ating at 2000 K. In the HFR, being of modern design and

purpose-built for neutron-beam research, the beam tubes do not

view the core directly, but are ‘tangential’ to it (Fig. 2.3.7); this

reduces the unwelcome fast-neutron component of the emerging

beams. The HFR achieved criticality in July 1971. More details on

this reactor can be found in the ‘Yellow Book’ which is main-

tained on the ILL web site, https://www.ill.eu.

From the opening paragraph of this section, it might be

concluded that the more heavy water deployed, and the more

highly is the uranium enriched in the fissile isotope 235U, the

greater the neutron fluxes that can be obtained. This conclusion

would be correct, but concerns about nuclear proliferation have

brought a shift to the use of low-enrichment uranium (LEU) in

which the 235U is enriched to less than 20%; however, in some

reactors highly enriched uranium (HEU) with enrichment levels

greater than 90% remains in use. Table 2.3.3 gives pertinent

details on a number of research reactors important for neutron

diffraction. Additional reactors are listed by Kisi & Howard

(2008) in their Table 3.1, and a complete listing is available from

the International Atomic Energy Agency Research Reactor

Database (IAEA RRDB, https://nucleus.iaea.org/RRDB/RR/

ReactorSearch.aspx).

2.3.3.3. Spallation neutron sources

The bombardment of heavy-element nuclei by high-energy

protons, i.e. protons in the energy range 100 MeV to GeV, causes

the nuclei to break up with the release of large numbers of

neutrons. The word ‘spallation’ might suggest that neutrons are

simply being chipped off the target nucleus, and indeed neutrons

can be ejected by protons in a direct collision process with

transfer of the full proton energy, but such simple events are

relatively rare. In most cases there is a sequence involving

incorporation of the bombarding proton into the nucleus, intra-

and internuclear cascades accompanied by the ejection of

assorted high-energy particles, including neutrons, and then an

‘evaporation’ process releasing neutrons from excited nuclei with

Figure 2.3.6
The NBSR at the National Institute of Standards and Technology Center
for Neutron Research. Part (a) is a plan view (reproduced from Rush &
Cappelletti, 2011) while (b) is a recent cutaway view of the reactor core
showing the liquid-hydrogen cold source on the right-hand side.

Figure 2.3.7
Schematic diagram of the HFR operated by the Institut Laue–Langevin
in Grenoble, France. It has a compact core – the beam tubes avoid
viewing the central core in favour of the surrounding moderator.
This reactor also features hot (red) and cold (blue) sources. (Diagram
reproduced with permission from the ILL from The Yellow
Book 2008, https://www.ill.eu/fileadmin/users_files/Other_Sites/Yellow-
Book2008CDRom/index.htm.)
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energies comparable to those released in the fission process

(Carpenter, 1977; Carlile, 2003; Arai & Crawford, 2009). The

numbers of neutrons released in these various processes depend

on the proton energies and the target materials employed; for

1 GeV protons on a Pb target, around 25 neutrons are released

per bombarding proton (Arai & Crawford, 2009). Target mate-

rials in use include Hg, Pb, W, Ta and 238U (depleted uranium).

The yield of neutrons per proton for non-fissionable target

materials is approximated by 0:1ðE� 0:12ÞðAþ 20Þ where E is

the proton energy in GeV and A is the atomic number of the

target nucleus; for a target such as 238U that is fissionable under

bombardment by high-energy neutrons the yield is almost

double that. Generally, the energy to be dissipated as heat

in the spallation process will be no more than the energy

of the bombarding proton, so for the example of 1 GeV

protons on Pb it should not exceed 40 MeV per neutron

produced. Nevertheless, cooling requires attention. The use of

liquid targets such as Hg, and Pb either in pure form or in a Pb-Bi

eutectic alloy, facilitates the dissipation of heat. Solid targets are

usually water cooled. The fast neutrons from spallation need to

be moderated, not in this case for sustaining the process, but

simply to make them useful for diffraction and other applications.

Moderators in common use include water, heavy water, liquid or

solid methane (CH4), and liquid hydrogen (H2). The volumes of

moderator are usually small, for reasons that will be explained

below.

Most spallation neutron sources, though by no means all,

operate in ‘short-pulse mode’, then employ time-of-flight

methods in their instrumentation. The duration of the neutron

pulse is critical in determining the time-of-flight resolution.

Short-pulse operation depends first of all on a short-pulse

structure of the bombarding protons. This is inherent in proton-

accelerating systems that incorporate synchrotron accelerators or

accumulator rings, since the protons become bunched10 while

travelling around these rings, and pulses of duration <1 ms are

delivered. The frequency of these pulses is modest, say 50 Hz, in

part to reduce power requirements, but also to avoid the situation

in which the desired thermal (or cold) neutrons from one pulse

are overtaken by fast neutrons from the next. For short-pulse

operation, the proton pulse must be translated into a still-short

pulse of moderated neutrons; this has significant implications

for moderator design (Tamura et al., 2003; Arai, 2008; Arai &

Crawford, 2009; Batkov et al., 2013; Zhao et al., 2013; Thomsen,

2014). The normal processes of moderation – neutrons giving

up energy in collisions with nuclei in the moderator until

thermal equilibrium is achieved – need to be to some extent

curtailed. One means to curtail these processes is to use only a

small volume of moderator, so neutrons escape before spending

excessive time in it. Another is to place neutron absorbers –

cadmium or gadolinium – around the moderator, or indeed

incorporate these absorbing materials into it, so that the slow

neutrons remaining in the moderator are absorbed before the

pulse length becomes excessive; in this case the moderator is

said to be ‘decoupled’ from the target. For cold-neutron

moderators on short-pulse spallation sources the use of an

ambient-temperature ‘pre-moderator’ may be advantageous.

Whatever the means to limit the dwell time in the moderator,

the emerging neutrons will be under-moderated, hence their

spectrum will contain more epithermal neutrons (i.e. neutrons

with energies of the order of eV to keV) than fully moderated

neutrons from a continuous source. Fig. 2.3.8 shows the results

for energy spectra and pulse length, from Monte Carlo calcula-

tions, for different cryogenic moderators for the J-PARC

spallation neutron source, Tokai, Japan. The neutron dwell time

and therefore the pulse length are calculated to be smaller in

the decoupled moderators (Fig. 2.3.8b), but comparison with

the coupled moderator (Fig. 2.3.8a) shows that intensity is

sacrificed. The pulse length in the high-energy region, and at

lower energies for the poisoned moderators, varies as roughly

1=ðEÞ1=2; from equation (2.3.1) this makes the pulse length �t

proportional to the wavelength �. In a time-of-flight analysis

we measure the flight time t over a length L; noting that v ¼ L=t
and using that same equation we find that t is also proportional

to �, viz. t ¼ ðmL=hÞ�. The result is that the time resolution �t=t

Table 2.3.3
Details on selected research reactors

The primary source of data is the IAEA Research Reactor Database (RRDB). The publicly accessible RRDB does not include information on fuel: limited information
on this has been found from other internet sources.

Reactor
(type)

Power
(MW) Location Fuel (see text)

Moderator/
coolant Reflector

Thermal flux
(n cm�2 s�1)

Cold/hot
neutron
sources

CARR
(tank in pool)

60 CIAE, Beijing, China U3Si2-Al, LEU 19.75% Light water Heavy water 8 � 1014 1 cold

FRM-II
(pool)

20 TUM, Garching, Germany U3Si2-Al, HEU Light water Heavy water 8 � 1014 1 cold,
1 hot

HANARO
(pool)

30 KAERI, Daejeon, Korea U3Si, LEU 19.75% Light water Heavy water 4.5 � 1014 1 cold

HFIR
(tank)

85 ORNL, Oak Ridge, USA U3O8-Al, HEU 93% Light water Beryllium 2.5 � 1015 1 cold

HFR
(heavy water)

58.3 ILL, Grenoble, France U3Alx-Al, HEU Heavy water Heavy water 1.5 � 1015 2 cold,
1 hot

JRR-3M†
(pool)

20 JAEA, Tokai, Japan U3O8-Al, U3Si2-Al, LEU Light water Light water,
heavy water,
beryllium

2.7 � 1014 1 cold

NBSR
(heavy water)

20 NIST, Gaithersburg, USA U3O8-Al HEU 93% Heavy water Heavy water 4 � 1014 1 cold

OPAL
(pool)

20 ANSTO, Sydney, Australia U3Si2-Al, LEU 19.75% Light water Heavy water 2 � 1014 1 cold

† This reactor has been temporarily shut down.

10 At the ISIS spallation neutron source, for example, the protons are injected
into the synchrotron in 200 ms bursts, where they form two bunches each only
100 ns wide (detail from https://www.isis.stfc.ac.uk/Pages/How-ISIS-works–in-
depth.aspx).
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is independent of flight time (or wavelength), which is a very

satisfactory state of affairs (see Section 2.3.4.2.1).

As mentioned earlier, there is the problem for time-of-flight

analysis that the slower neutrons from one pulse might be over-

taken by the first arrivals from the next – a problem known as

‘frame overlap’. Taking the example of 25 meV thermal neutrons,

at a speed of 2190 m s�1 and a 50 Hz pulse repetition frequency,

the neutrons from one pulse will have travelled 44 m when the

next pulse occurs. If instrument flight paths are longer than this,

or indeed if slower neutrons are involved, then the frame-overlap

problem is encountered. A conceptually simple approach is to

reduce the pulse frequency, and this has been implemented at the

UK’s ISIS neutron facility where Target Station 2 takes just one

pulse in five from the proton-acceleration system, reducing the

effective pulse frequency to 10 Hz; the other four pulses are

directed to Target Station 1. Neutron choppers provide an

alternative means to address this problem. The simplest kind of

chopper is a disc (Fig. 2.3.9), usually of aluminium, nickel alloy or

carbon fibre, coated in part with neutron-absorbing material such

as boron, cadmium or gadolinium, rotating in a synchronous

relationship with the source. A chopper located near to the

source can be adjusted to block the fast neutrons and �-rays that
emerge immediately, but allow through neutrons in a restricted

time window, from T0 to T0 +�T, measured from the time of the

pulse. Evidently, time T0 +�T cannot exceed the time for a single

rotation of the disc; when the disc is rotating at the pulse-

repetition frequency this is the time between pulses. If the disc-

rotation frequency is a submultiple of the pulse frequency, i.e. the

rotation frequency is the pulse frequency divided by n, then the

time window �T can be set to select only every nth pulse from

the source. A two-chopper arrangement is used, for example, in

the 96 m flight path of the High Resolution Powder Diffract-

ometer (HRPD) at the ISIS facility; the first chopper at 6 m from

the source runs at the pulse frequency and the second at 9 m from

the source runs at one-fifth or one-tenth of that frequency, so that

only every fifth or tenth pulse is used (HRPD user manual, http://

www.isis.stfc.ac.uk/Pages/hrpd-manual.pdf).

Although we have introduced neutron choppers in the context

of spallation sources, we should acknowledge that mechanical

choppers and velocity selectors have a long history, dating back

long before the advent of spallation sources. In fact, the first

report on a velocity selector (Dunning et al., 1935) pre-dates even

the earliest demonstrations of neutron diffraction. Mechanical

systems have long been used at continuous neutron sources to act

as velocity (wavelength) selectors, and/or to tailor pulses of

neutrons suitable for time-of-flight studies. Two disc choppers can

be arranged to serve both purposes – the first chopper has a

limited aperture transmitting a short pulse of neutrons, and the

second chopper, with a similar aperture and located at some

distance from the first, is phased so as to allow through only those

neutrons with a particular velocity. This arrangement can provide

short pulses of more-or-less monochromatic neutrons to an

experiment. The helical velocity selector (Friedrich et al., 1989) is

conceptually somewhat similar. This takes the form of a cylinder,

Figure 2.3.8
(a) The neutron energy distribution (flux) of the J-PARC neutron source for coupled, decoupled and poisoned decoupled moderators. The flux consists
of a Maxwell distribution at low energies and a 1/E region at higher energies. (b) Pulse duration as a function of energy calculated for the same
moderators. For the decoupled moderators, the peak widths vary approximately as 1/E1/2. Reproduced from Tamura et al. (2003).

Figure 2.3.9
One of the disc choppers in use at the ISIS neutron facility. This is an
aluminium (2014A) alloy disc, and the neutron-absorbing coating (the
darker region) is boron carbide in a resin. The cut-out on the right-hand
side provides the aperture for neutrons. (Credit: STFC.)
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or indeed a stack of discs, rotating around an axis parallel to the

neutron beam, with helical slits such that exits are offset from the

entrance apertures in much the same manner as described

above; the difference from the two-chopper arrangement is that

there are apertures located all around the cylinder, giving

closely spaced pulses unsuitable for time-of-flight studies. The

purpose of mechanical wavelength selection at a continuous

source is to select longer wavelengths and a broader range of

wavelengths than a crystal monochromator (Section 2.3.4.1.2)

could provide. Also worthy of mention is the Fermi chopper

(Fermi et al., 1947), comprising a package of neutron-transmitting

slits set into a cylinder that rotates at rates of some hundreds

of hertz around an axis in the plane of the slits, coincident with

the cylinder axis, and perpendicular to the neutron beam.

Neutrons above a threshold velocity are transmitted for the brief

periods in which the slits are suitably aligned, so short (ms) but
frequent pulses of neutrons are delivered. In a variation of the

Fermi chopper (Marseguerra & Pauli, 1959), the transmitting slits

are curved, providing for the transmission of rather slower

neutrons while preventing the transmission of faster ones; in this

variant the chopper not only delivers short pulses of neutrons but

acts as a velocity selector as well. Neutron choppers are used in

various combinations at both continuous and pulsed neutron

sources; the Fermi chopper in particular can be used for ‘shaping’

Figure 2.3.10
Layout of the ISIS spallation neutron source. (Credit: STFC.)
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the pulses at long-pulse spallation neutron sources (Peters et al.,

2006).

As an initial case study, we consider the ISIS neutron facility,

located in Oxfordshire, England, at the Rutherford Appleton

Laboratory. This is a well established neutron spallation source

supporting a strong programme of research using neutron beams.

Of particular note are the excellent facilities for powder

diffraction. First neutrons were delivered in 1984, but there have

been upgrades since then, including the commissioning of a

second target station in 2009. Fig. 2.3.10 is a schematic showing

the layout of this facility. Some details about its operation are

available on the ISIS web site, at https://www.isis.stfc.ac.uk/Pages/

How-ISIS-works.aspx. Briefly, an ion source and radio-frequency

quadrupole accelerator (not shown) inject bunches of negative

hydrogen ions, H�, into the linear accelerator where they are

accelerated to 70 MeV. These are passed through aluminium foil,

which strips them of their electrons, so they become protons, H+,

which are then accelerated to 800 MeV in the proton synchro-

tron. The protons, then travelling in two 100 ns bunches 230 ns

apart, are kicked out of their synchrotron orbits and directed

toward the targets. The whole process is repeated at a frequency

of 50 Hz; the kickers are arranged to send one pulse in five to

Target Station 2 (so that the pulse frequency there is just 10 Hz),

and the remainder to Target Station 1. Both targets are made of

tantalum-coated tungsten, as a stack of water-cooled plates in

Target Station 1 and as a heavy-water surface-cooled cylinder in

Target Station 2. As explained earlier, the fast neutrons produced

in the spallation process must be moderated, and for this purpose

moderators are located adjacent to the targets: two water

moderators at 300 K, one liquid-methane moderator at 100 K

and one liquid-hydrogen moderator at 20 K at Target Station 1;

and one decoupled solid-methane moderator at 26 K and one

coupled liquid-hydrogen/methane moderator at 26 K at Target

Station 2. The widths of the pulses of the moderated neutrons are

typically 30–50 ms, but 300 ms for the coupled moderator at Target

Station 2. The target/moderator assemblies are surrounded, apart

from beam exit ports, by beryllium reflectors. The schematic of

Fig. 2.3.10 indicates the placement of the various neutron-beam

instruments around the target stations.

The Swiss neutron spallation source, SINQ, located at the Paul

Scherrer Institute in Villigen, is the only spallation source oper-

ating in continuous mode. SINQ reached full power in 1997.

Since there is no time structure to be preserved, more generous

quantities of moderator can be used; in fact the target, which

becomes the source of neutrons, is located centrally in a

moderator tank. The situation here is not very different from that

in a medium-flux research reactor. The target comprises lead rods

in Zircaloy tubes, the moderator is heavy water and there is a

light-water reflector outside the moderator tank. Protons accel-

erated first by a Cockroft–Walton accelerator, then to 72 MeV by

an injector cyclotron, and finally to 590 MeV in a proton ring

cyclotron are directed onto the target from below (Fig. 2.3.11).

The proton current is initially 2.4 mA, but this is reduced in muon

production, so that only about 1.65 mA reaches the spallation

target. The power is thus close to 1.0 MW. A horizontal insert in

the moderator tank houses a liquid-deuterium cold source at

25 K.

As a final example we describe the 5 MW long-pulse European

Spallation Source, now under construction in Lund, Sweden (see

Fig. 2.3.12). A more detailed description is available at the ESS

web site, https://europeanspallationsource.se/technology. The

proton-acceleration system, although comprising a number of

different components, will be linear. The protons from the ion

source will be accelerated through a radio-frequency quadrupole

and drift tube LINAC up to 90 MeV, then through a series of

superconducting cavities up to the final energy of 2 GeV. This

system will deliver proton pulses of 2.86 ms duration at a 14 Hz

repetition rate; the average current will be 6.26 mA and hence

the total power 5 MW. The target material will be helium-

cooled tungsten encased in stainless steel, in the form of a

2.5 m-diameter rotating wheel. Such an arrangement assists in

dissipation of the heat deposited in the target. Coupled liquid-

hydrogen moderators will be located above and below the

rotating wheel, and this assembly will be partially surrounded by

a water pre-moderator and beryllium reflector. Neutron choppers

will be used to shape the neutron pulses as required, and neutron

optical systems will deliver neutrons to the experiments. First

beam on target is expected in 2019.

Characteristics of these and other neutron spallation sources

are recorded in Table 2.3.4. The information included there has

been taken from the respective facility web sites.

2.3.3.4. Neutron beam tubes and guides

Ideally, neutron diffractometers should be designed following

a holistic approach, designing the source of moderated neutrons,

through the delivery system, to the instrument itself. This is not

often possible in practice; for example the source must often be

taken as a given, and in some cases the delivery of the neutrons as

well. The holistic approach is commonly a very large Monte Carlo

simulation, not suitable for purposes of description; in this

chapter, therefore, we provide separate descriptions of these

different components.

The simplest delivery system is a neutron beam tube or colli-

mator. A collimator could comprise just two pinholes of diame-

ters a1 and a2 cut into neutron-absorbing material, and placed at a

distance L apart; this limits the divergence of the beam to (full

angle) 2� ¼ ða1 þ a2Þ=L. It is of course possible to use apertures

of different cross section, for example rectangular slits, if the

divergence must be smaller in one direction than another.

Neutron guides are now widely used at both reactor and

spallation neutron sources. These are able to transport neutrons

over distances ranging to 100 m or more. They are evacuated

tubes, normally of rectangular cross section, and transmission

depends on the reflection of glancing-angle neutrons from

the walls of the guide. The guides are constructed from glass

plates with a reflective coating deposited on the internal

surfaces.

Initially, total external reflection (Section 2.3.2.3) provided the

basis for reflection; the coating was nickel, or preferably 58Ni.

Given that nickel has a face-centred cubic structure (4 atoms per

unit cell) with lattice parameter 3.524 Å, and taking the scattering

lengths from Table 2.3.2, we find from equation (2.3.6) that the

critical glancing angles per unit wavelength for total external

reflection are 0.10˚ Å�1 and 0.12˚ Å�1 for nickel and 58Ni,

respectively. Taking wavelengths of 0.4, 1.2 and 5 Å as repre-

sentative of hot, thermal and cold neutrons, respectively (cf. Fig.

2.3.5), these angles for a nickel mirror are just 0.04, 0.12 and 0.5˚.

Consequently, these guides are most useful for transmitting cold

neutrons and are moderately useful for thermal neutrons, but are

not used for hot neutrons. The small glancing angles are

demanding, not only on the precision of manufacture, but also

because it is highly desirable to use a curved guide tube so there is

no direct line of sight to the source (as in Fig. 2.3.13); this is a way

of preventing fast neutrons and �-radiation from impacting on

the experiment. The guide tube still transmits a range of wave-
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lengths, although only the longest wavelengths can travel by the

zig-zag path indicated in Fig. 2.3.13. If the guide width is a, and its

radius of curvature � (see Fig. 2.3.13), then the minimum length

to avoid direct transmission is ð8a�Þ1=2. Critical to the transmis-

sion of a guide tube is the angle ��, which is the minimum glan-

cing angle of incidence onto the outer surface that permits

subsequent reflection from the inner surface, and is given by

�� ¼ ð2a=�Þ1=2. The shortest wavelength, then, that can be

transmitted involving reflection from the inner surface is given by

[cf. equation (2.3.6)]

Figure 2.3.11
Layout at the SINQ neutron source. (a) Elevation: the target is located in the moderator tank, the high-energy protons being delivered from below.
(b) Plan: showing the location of guide tubes relative to this central target. (Courtesy: Dr Bertrand Blau, Paul Scherrer Insitut.)
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�� ¼ ��
�

Nbcoh

� �1=2

: ð2:3:12Þ

This is known as the ‘characteristic’ wavelength of the guide [see

Section 4.4.2 of Volume C by Anderson & Schärpf (2006)]; the

majority of transmitted neutrons will have longer wavelengths

than this.

The desire to use guides for shorter (e.g. thermal-neutron)

wavelengths, and for retaining more neutrons at a given wave-

length, has motivated the development of mirrors capable of

reflecting neutrons incident at greater glancing angle. The earliest

such mirrors were in fact monochromating mirrors obtained by

laying down alternate layers of metals with contrasting coherent-

scattering-length densities (Fig. 2.3.14). For a bilayer thickness d

and angle of incidence � these would select wavelengths

according to Bragg’s law [equation (1.1.3)],

� ¼ 2d sinð�Þ:
In an early implementation (Schoenborn et al., 1974), the

metals were Ge and Mn (which have coherent scattering lengths

opposite in sign) and the bilayer thickness was of the order of

100 Å; this is a larger d-spacing giving access to longer wave-

Figure 2.3.12
Schematic diagram of the ESS facility. The proton beam enters at the
right, strikes the target and liberates neutrons for instruments in the
three neutron experiment halls. (Image courtesy of the ESS.)

Table 2.3.4
Details of selected spallation neutron sources

Source Type Location
Proton
energy Current

Average
power Target(s)

Repetition
rate (Hz) Moderator(s)

CSNS† Short pulse Institute of High
Energy Physics,
Guangdong, China

1.6 GeV 62.5 mA 100 kW Tungsten 25 Water, 2 � liquid
hydrogen

ESS† Long pulse European Spallation
Source, Lund,
Sweden

2 GeV 2.5 mA 5 MW Tungsten wheel
(helium cooled)

14 2 � Liquid hydrogen
(pancake geometry)

ISIS Short pulse Rutherford Appleton
Laboratory,
Oxfordshire, UK

800 MeV 200 mA 160 kW 2 � Tungsten 50 2 � Water,
liquid methane,
liquid hydrogen

10 Hydrogen/methane,
solid methane
at 26 K

JSNS‡ Short pulse J-Parc Centre,
Tokai-mura, Japan

3 GeV 333 mA 1 MW Liquid mercury 25 Supercritical
hydrogen

LANSCE Long pulse Los Alamos National
Laboratory, Los
Alamos, USA

800 MeV 125 mA 100 kW Tungsten 20 Water, 2 � liquid
hydrogen

SINQ Continuous Paul Scherrer Institute,
Villigen, Switzerland

590 MeV 1.64 mA§ 0.97 MW Lead — Heavy water; cold
source: liquid
deuterium at 20 K

SNS Short pulse Oak Ridge National
Laboratory, Oak
Ridge, USA

1 GeV 1.4 mA 1.4 MW Liquid mercury 60 2 � Water, 2 �
liquid hydrogen

† Under construction. ‡ Currently operating at <0.5 MW. § Current reaching spallation target after attenuation in muon source.

Figure 2.3.13
Plan of a curved neutron guide, indicating different possible neutron
paths, labelled ‘garland’ and ‘zig-zag’. Only the longer-wavelength
neutrons can travel the zig-zag path because the glancing angles on this
path (which must be less than the critical angle) are greater. In this
schematic, the glancing angles, the width and the curvature have all been
exaggerated. [From Section 4.4.2 of Volume C (Anderson & Schärpf,
2006).]

Figure 2.3.14
Schematic diagrams of (a) a multilayer monochromator and (b) a
neutron supermirror.
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lengths than would be accessible with the usual crystal mono-

chromator (Section 2.3.4.1.2). The idea of supermirrors,

comprising bilayers of graduated thickness, and in effect

increasing the critical angle, was suggested by Turchin (1967) and

Mezei (1976). For a perhaps simplistic explanation, we note first

that since the bilayer dimension d is large compared with the

neutron wavelength, we can approximate the above equation for

reflection as

� ’ �
1

2d
;

in which form it is reminiscent of equation (2.3.6). If we take dmin

to be the thickness of the thinnest bilayer, then we can propose

that the critical angle for reflection by the supermirror should be

�SMc ’ �
1

2dmin

: ð2:3:13Þ

In order to ensure that all neutrons incident at angles less than

this critical angle should be reflected, we need to incorporate a

more-or-less continuous range of thicker bilayers into the

supermirror (Fig. 2.3.14b). A more rigorous treatment (Hayter &

Mook, 1989; Masalovich, 2013) takes account of the transmission

and reflection at each interface, and lays down a prescription as to

how the thicknesses should be varied. The most common pairing

for the bilayer is now Ni with Ti; the coherent scattering cross

sections are of opposite sign (see Table 2.3.2). The performance

of a supermirror is normally quoted as the ratio m of the critical

angle for the supermirror, �SMc , to that for natural nickel, �Nic ; a
high value for reflectivity is also important. Supermirrors to m of

2 or 3 are in quite common use, while now Ni/Ti supermirrors

with m up to 7 are offered for purchase (Swiss Neutronics AG;

see also Maruyama et al., 2007).

Consideration is currently being given to the variation of the

cross section of the guide along its length. There is some loss on

reflection by supermirrors, so these studies aim to reduce the

number of reflections involved in transmission along the guide.

One suggestion (also attributable to Mezei, 1997) is to use a

‘ballistic guide’, in which neutrons from the source travel through

a taper of widening cross section into a length of larger guide,

then through a taper of narrowing cross section to restore the

original cross section at the exit. This is said to reduce the number

of reflections suffered by the neutron by a factor of ðw0=wÞ2,
where w0 is the width at entrance and exit and w the larger width

along the main part of the guide (Häse et al., 2002). Such a guide

has been installed and is operating successfully on the vertical

cold source at the Institut Laue–Langevin (Abele et al., 2006). An

extension of this idea is based on the well known property of

ellipses that a ray emanating from one focus is reflected (just one

bounce) to pass through the other; so if the guide cross section

could be varied to give a very long ellipse, a source of neutrons

placed at one focus, and the target point at the other, then

perhaps the neutrons could be transmitted along the guide with

just a single reflection (Schanzer et al., 2004; Rodriguez et al.,

2011). Accordingly a number of neutron facilities have installed

elliptical guides, and indeed a number of neutron powder

diffractometers now are located on elliptical guides; these include

diffractometer POWTEX at FRM-II, the high-resolution

diffractometers HRPD and WISH at ISIS, and Super-HRPD at

JSNS. Computer simulation by Cussen et al. (2013), however,

questions whether, given the practicalities of finite source sizes

and the approximation of elliptical variation by a number of

linear segments, the theoretical improvement is fully realized.

2.3.4. Diffractometers

Put simply, the diffracted neutron beams associated with the

different d-spacings in the sample under study satisfy Bragg’s law,

� ¼ 2d sinð�Þ: ð2:3:14Þ
As always, � is the wavelength of the incident neutrons, and these
neutrons are scattered through an angle 2�.

There are basically two ways of exploiting this relationship.

The first is to use a single wavelength for the investigation, in

which case diffracted neutrons are observed at different angles 2�
corresponding to different d-spacings in the sample. A neutron

powder diffractometer designed to carry out an investigation by

this means we choose to call a ‘constant wavelength’ (CW)

diffractometer. The other means is to fix the angle 2�, illuminate

the specimen with a range of wavelengths, and note the different

wavelengths that are diffracted. In this case, we determine the

wavelengths of the diffracted neutrons via their speed

� ¼ h=ðmvÞ [equation (2.3.1)], and that in turn is measured by

their flight time t over a path of length L, v ¼ L=t; this leads to

� ¼ ht

mL
: ð2:3:15Þ

A diffractometer designed to carry out such an analysis of

wavelengths we call a ‘time-of-flight (TOF) diffractometer’.

The distinction between these two modes of operation can also

be indicated via the Ewald construction in reciprocal space

(Section 1.1.2.4). In this, the ideal powder is represented by

concentric spheres in reciprocal space. In the constant-

wavelength situation, the primary beam is fixed in direction and

the Ewald sphere has a fixed radius; diffracted (reflected) beams

are observed at any angle at which the surface of the Ewald

sphere intersects one of the concentric spheres mentioned just

above. In the wavelength-analysis (time-of-flight) situation, the

directions of the primary and diffracted beams are fixed, but the

radius of the Ewald sphere (1/�) is variable through a range;

diffracted beams are observed whenever the wavelength is such

that the tip of the vector representing the reflected beam lies on

one of the concentric spheres.

2.3.4.1. Constant-wavelength neutron diffractometers

The salient features of a constant-wavelength diffractometer

are perhaps most easily explained by reference to a particular

example; for this purpose we consider the High Resolution

Powder diffractometer for Thermal neutrons (HRPT) installed at

the SINQ continuous spallation source (Fischer et al., 2000).

Neutrons from the source travel through a guide tube to the

crystal monochromator, which directs neutrons of a selected

wavelength toward the sample. The diffracted neutrons are

registered in a detector or detectors that cover a range of angles

of scattering from the sample. Collimation is used to better define

the directions of the neutron beams; in this instance a primary

collimator is included in the guide tube and additional collima-

tion is included between the sample and the position-sensitive

detector. The various components will be described in more

detail below.

2.3.4.1.1. Collimation

There need to be restrictions on the angular divergences of the

neutron beams. The divergence of the beam impinging upon

the crystal monochromator must be limited to better define the

wavelength of the neutrons directed to the sample, whereas

the divergences of the beams incident upon and diffracted from



81

2.3. NEUTRON POWDER DIFFRACTION

the sample will control the precision with which the scattering

angle 2� can be determined. For a diffractometer detecting

neutrons and measuring scattering angles in the horizontal plane

(as shown in Fig. 2.3.15) the horizontal divergences are critical,

the vertical divergences less so.11 Indeed, the horizontal diver-

gences are key parameters in the determination of resolution and

intensity (Section 2.3.4.1.4); for this reason we denote by �1, �2
and �3 the (half-angle) angular divergences of the primary beam

(i.e. the beam onto the monochromator), the monochromatic

beam (from monochromator to sample) and the diffracted beam

(from sample to detector), respectively.

The divergences are limited by various forms of collimation.

The divergence of the primary beam will be limited in the first

instance by the delivery system. For delivery through a simple

beam tube of length L, with entrance and exit apertures of

dimensions a1 and a2, respectively, the angular divergence (half-

angle) is given by (as already noted in Section 2.3.3.4)

�1 ¼
a1 þ a2
2L

: ð2:3:16Þ

Neutrons emerging from a guide tube would have divergence

equal to the critical angle of the guide, �1 ¼ �c. Soller collimators

(see below) can be used if there is a need to further reduce the

horizontal divergence of the primary beam. The divergence of the

monochromatic beam may be limited by slits, or a beam tube. The

divergence of the diffracted beam, �3, is often defined using

another Soller collimator. Sometimes this divergence is limited

just by the dimensions of the sample and the detecting elements;

equation (2.3.16) gives �3 if it now references the sample and

detector element dimensions and the distance between them.

Even in this circumstance (as in HRPT), Soller collimators may

be used in front of the detector to reduce scattering from ancil-

lary equipment and other background contributions.

Soller collimators (Soller, 1924) are used to transmit beams of

large cross section while limiting (for example) horizontal

divergence. They are in effect narrow but tall rectangular colli-

mators stacked side by side; in practice they comprise thin

neutron-absorbing blades equally spaced in a mounting box. It

should be evident from equation (2.3.16) that if the length of the

collimator is L and the separation between the blades is a, then

the (half-angle) horizontal divergence is a/L. The transmission

function for a Soller collimator is ideally triangular. It is tech-

nologically challenging to make compact Soller collimators, since,

for a given collimation, a shorter collimator needs a smaller blade

spacing. One very successful approach, due to Carlile et al.

(1977), has been to make the neutron-absorbing blades from

Mylar, stretched on thin steel or aluminium alloy frames, and

subsequently coated with gadolinium oxide paint; these blades

are stacked and connected via the frames which become the

spacers in the final product. The collimators made by Carlile et al.

were 34 cm long, and the blade spacing was 1 mm, giving a

horizontal divergence of 0.17˚. Compact Soller collimators of this

type (Fig. 2.3.16) are now commercially available, with blade

spacings down to 0.5 mm.

Even more compact collimators can be produced by elim-

inating the gaps in favour of solid layers of neutron-transmitting

material; for example, a collimator only 2.75 cm long made by

stacking 0.16 mm thick gadolinium-coated silicon wafers gave a

divergence of 0.33˚ (Cussen et al., 2001). Microchannel plates

(Wilkins et al., 1989) may offer additional possibilities for colli-

mation and focusing.

2.3.4.1.2. Monochromators

The wavelength in a constant-wavelength powder diffract-

ometer is almost invariably selected by a single-crystal mono-

chromator. If the primary beam is incident onto the

monochromator in such a way as to make an angle �M with a

chosen set of planes in the crystal, then the wavelength that will

be reflected from these planes is given by Bragg’s law,

� ¼ 2d sinð�MÞ;

where d is the spacing of the chosen planes. A spread of angles of

incidence represented by ��M will result in the selection of a

Figure 2.3.15
A constant-wavelength neutron powder diffractometer. This figure
shows (a) a layout diagram and (b) the physical appearance (dominated
by the monochromator and detector shieldings) for the HRPT
diffractometer installed at the SINQ continuous spallation source.
(Figures from https://www.psi.ch/sinq/hrpt/.)

11 For this reason large vertical divergences are employed to increase intensity;
they do however have second-order impacts on the shapes (asymmetry) and
positions of diffraction peaks (Howard, 1982; Finger et al., 1994; see also Section
4.2 in Kisi & Howard, 2008).
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band of wavelengths �� given by

��

�
¼ cot �M��M: ð2:3:17Þ

For high-resolution performance we need a rather precisely

defined wavelength, so �� should be small; if, on the other hand,

intensity is an issue then a wider band of wavelengths needs to be

accepted. It should be evident from equation (2.3.17) that a high-

resolution diffractometer will operate with a take-off angle from

the monochromator, 2�M, as high (i.e. as close to 180˚) as prac-

ticable, and with tight primary collimation �1.
It might be noticed that the integer n appearing on the right-

hand side of equation (1.1.3) has been omitted from our formu-

lation of Bragg’s law. If the Miller indices of the chosen planes are

hkl, if the spacing of these planes is dhkl, and if we introduce

dnh,nk,nl = dhkl/n [cf. equation (1.1.23)], then the factor n is

effectively restored. This means that, as well as reflecting the

selected wavelength through the hkl reflection, the mono-

chromator has the potential to reflect unwanted harmonics �=n of
the desired wavelength through the nh,nk,nl reflections. This

problem can be largely overcome using the hkl planes with h, k, l

all odd in crystals with the diamond structure, such as silicon and

germanium; for this structure the structure factors [equation

(2.3.7)] for the 2h,2k,2l reflections are zero so that there is no

contamination by �=2, and at the shorter wavelengths, �=3 and so

on, there are very few neutrons in the thermal neutron spectrum

(Fig. 2.3.5).

Since ‘perfect’ crystals (of silicon and germanium, for example)

have low reflectivity, for monochromator applications imperfect

or ‘mosaic’ crystals are usually preferred. A mosaic crystal can be

pictured as comprising small blocks of crystal with slightly

differing orientations, the distribution in angle of these blocks

being characterized by a full-width at half-maximum angle, 	,
known as the ‘mosaic spread’. In addition to improving the

intensity markedly,12 this ‘mosaic spread’ will also increase the

range of wavelengths obtained. Crystals intended for use as

monochromators are very often deliberately deformed to achieve

the desired mosaic structure. Further gains in intensity are sought

by using vertically focusing monochromators, since the vertical

divergence can be increased without serious detriment to the

diffraction patterns. Vertically focusing monochromators usually

comprise a number of separate monochromator crystals either

individually adjustable (Fig. 2.3.17) or in fixed mountings on a

bendable plate.

It is not common to find polarized neutrons being used in

neutron powder diffractometers. Nevertheless, we think it

appropriate to mention here that one means to obtain a polarized

neutron beam is to use an appropriate polarizing crystal mono-

chromator.13 The 111 reflection from the ferromagnetic Heusler

alloy Cu2MnAl is commonly used for this purpose; the nuclear

and magnetic structure factors [equations (2.3.7) and (2.3.8)] are

of similar magnitude and they add or subtract depending on

whether the neutron spin is antiparallel or parallel to the

magnetization of the alloy. The beam reflected from such a

monochromator can be polarized to better than 99%.

The reader is referred to Section 4.4.2 of Volume C (Anderson

& Schärpf, 2006) and to Kisi & Howard (2008) Sections 3.2.1 and

12.3 for further details.

2.3.4.1.3. Neutron detectors

Neutrons, being electrically neutral, do not themselves cause

ionization and so cannot be detected directly; their detection and

counting therefore depend on their capture by specific nuclei and

the production of readily detectable ionizing radiation in the

ensuing nuclear reaction. Only a limited number of neutron-

capture reactions are useful for neutron detection [see Chapter

7.3 of Volume C (Convert & Chieux, 2006)]; they include

1
0nþ 3

2He ! 1
1Hþ 3

1Hþ 0:76 MeV
1
0nþ 6

3Li ! 3
1Hþ 4

2Heþ 4:79 MeV
1
0nþ 10

5B ! 7
3Liþ 4

2Heþ 2:8 MeV

1
0nþ 157

64Gd ! 158
64Gdþ �-rays + conversion electrons

þ � 0:18 MeV

1
0nþ 235

92U ! fission fragments þ �200MeV

(cf. Section 2.3.3.2).

Figure 2.3.17
The vertically focusing monochromator constructed at the Brookhaven
National Laboratory (Vogt et al., 1994) and now used by the high-
resolution powder diffractometer ECHIDNA at OPAL. The 24
monochromating elements are individually adjustable, and each of these
is a 30-high stack of 0.3 mm thick Ge wafers, deformed to yield a suitable
mosaic structure and then brazed together. (Reproduced with permis-
sion from ANSTO.)

Figure 2.3.16
Commercially available compact Soller collimators. (Reproduced with
permission from Eurocollimators Ltd, UK.)

12 Most of the improvement is due to a change from a ‘dynamical’ to a ‘kinematic’
scattering regime.

13 Polarized beams can also be produced using suitable mirrors or filters [see
Section 4.4.2 of Volume C by Anderson & Schärpf (2006)].
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The attenuation of neutrons in these materials (Section 2.3.2.4)

will be dominated by the high absorption (by capture) cross

sections (Table 2.3.2), so the linear attenuation coefficient will be

given by � ¼ N�abs where N is the number of absorbing nuclei

per unit volume. We remark that absorption cross sections, with

the exception of Gd, increase linearly with wavelength. The

factor by which the neutron beam is diminished in a detector of

thickness x is expð��xÞ ¼ expð�N�absxÞ. The detector efficiency,
then, given by the fraction of neutrons absorbed (captured) in the

detector, is 1� expð�N�absxÞ. In most cases the aim is to have

high detector efficiency; however, in some circumstances it is

desirable to monitor an incident neutron beam, in which case

attenuation should be kept to a minimum. The account of

neutron detection given here will be kept relatively brief since

much has been written on this subject elsewhere [Oed, 2003;

Chapter 7.3 of Volume C (Convert & Chieux, 2006)].

The task, following the neutron-capture reaction, is to detect

the various charged particles or ionizing radiations that are

produced. These are registered by the electrical signals they

generate in a gas-filled proportional counter or ionization

chamber, or in a semiconductor detector, recorded on film, or

detected from the flashes of light they produce in a scintillator,

for example ZnS. It is well worth noting that the secondary

radiation carries no record of the energy of the detected

neutrons; so whatever the means of detection, detectors can

count neutrons but can provide no information on their energy

distribution.

The gas-filled radiation detectors are essentially Geiger

counters, comprising a gas-filled tube with a fine anode wire

running along its centre. The anode collects the electrons

released by ionization of the gas; if the anode voltage is high

enough, there is a cascade of ionization providing amplification of

the signal.14 Detectors filled with boron trifluoride, 10BF3, and

helium-3, 3He, have high efficiencies and are in common use; in

these the nucleus designated to capture neutrons is incorporated

in the filling gas. Such detectors operate with pulse-height

discrimination, not in any attempt to determine neutron energy,

but to discriminate against lower-voltage signals from �-rays and
other unwanted background. Another approach is to have a thin

solid layer15 of neutron-absorbing material, 235U for example,

releasing secondary radiation, in this case fission products, into a

gas proportional counter filled with a standard argon/methane

mixture; this would represent a low-efficiency neutron detector

suitable for use as an incident-beam neutron monitor. Neutron

detection based on semiconductor particle detectors is still in the

developmental stage. The main problem is that the semi-

conductors used for charged-particle detection do not contain

neutron-absorbing isotopes. Semiconductor particle detectors

could be used to register the secondary radiation from an abut-

ting layer of neutron-absorbing solid, but that layer would need

to be thin, and another low-efficiency neutron detector would

result. Scintillation detectors involve the placement of neutron-

absorbing materials, such as 6LiF, adjacent to a scintillator such as

a ZnS screen, or perhaps the use of a Ce-doped lithium silicate

glass, and counting the flashes of light that are produced. These

light flashes can be recorded by photomultiplier tubes or on

film. Scintillation detectors are, however, not used in constant-

wavelength diffractometers because of their sensitivity to

�-radiation. They are used in time-of-flight diffractometers at

spallation sources by exploiting the fact that the unwanted fast

neutrons and �-rays, and the thermal neutrons of interest, are

separated in time (Section 2.3.4.2.2).

Much of the preceding description refers to single neutron

counters, although it should be noted that there is a position-

sensitive capability inherent in a film or scintillator screen. The

earliest CW diffractometers employed just a single detector set

on an arm that scanned through the scattering angle 2�; the
deployment of a Soller collimator just in front of the detector was

advantageous. Conceptually the simplest but not necessarily the

cheapest means for improvement was to mount a number of

collimator/detector pairs on the detector arms. Such an

improvement was made to diffractometer D1A at the Institut

Laue–Langevin (Hewat & Bailey, 1976) by mounting ten sets of

100 divergence Soller collimators/3He detectors at intervals of 6˚.

The BT-1 diffractometer at NBSR operates with 32 3He detectors

set at 5˚ intervals, so a scan through 5˚ covers a total angular range

of 160˚. The ultimate level for this kind of development was

reached when D2B at the Institut Laue–Langevin operated in its

former mode, with 64 detectors set at 2.5˚ intervals, each with its

own 50 Mylar Soller collimator; this required a scan through only

2.5˚ to record 160˚ of diffraction.

The alternative to using large numbers of individual detectors

is to make use of position-sensitive neutron detectors (PSDs),

and these have been in use for quite some time. The technology is

that of the position-sensitive detection of charged particles, the

important issue for neutrons being that the charged-particle

detection should be located close to the neutron-capture event so

that positional information is retained. A gas-filled 3He detector

with a single anode wire can serve as a linear PSD, for example by

comparing the charges collected, after the capture event, at the

opposite ends of the wire. The D2B diffractometer at the Institut

Laue–Langevin has now been upgraded to ‘SuperD2B’, which

uses 128 linear PSDs with their axes (anode wires) vertical, at

2� intervals of 1.25˚; this operates as a quasi-two-dimensional

PSD. Diffractometers SPODI at FRM-II (80 detectors) and

ECHIDNA at OPAL (128 detectors) are fitted with similar

detector arrays. A single gas-filled chamber containing a number

of separate parallel vertically aligned anodes, termed a multi-wire

proportional counter (MWPC), provides another approach; the

electronics needs to register at which of the wires the capture

event occurred. This technology has extended from the first

multi-wire PSD with 400 wires at 5 mm (0.2˚) separation, used on

the D1B diffractometer at the Institut Laue–Langevin in the

1970s, to a PSD with 1600 wires at 0.1˚ separation now in use on

HRPT at SINQ (Fig. 2.3.15). A further advance is the develop-

ment of the micro-strip gas chamber (MSGC) detector (Oed,

1988). In this detector the anodes and the cathodes are printed

circuits on glass substrates, which are then mounted into the

chamber. With this arrangement, an anode separation of 1 mm is

achievable and the stability is excellent. The high-intensity

diffractometer D20 at the Institut Laue–Langevin has a detector

assembled from plates of micro-strip detectors and achieves 1600

anodes at 0.1˚ angle separation.

As pointed out above, the detection systems on SuperD2B,

SPODI and ECHIDNA achieve a quasi-two-dimensional posi-

tion capability by using banks of linear PSDs located side by side.

An MWPC detector can achieve two-dimensional capability in a

very similar manner, using the anode position to locate in the

horizontal direction and charge division measurements at the

ends of each anode wire to find the vertical position. An MWPC

detector can also be fitted with segmented cathodes, either side of

the anodes, one returning positional information in the horizontal

14 Strictly speaking, the term ‘Geiger counter’ should be reserved for detectors
operating in this amplification regime.
15 The layer must be thin so that the secondary radiation, which has a short range
in solids, can escape into the charged-particle detector.



84

2. INSTRUMENTATION AND SAMPLE PREPARATION

direction and the other giving the vertical position. A detector of

this kind is used on the WOMBAT diffractometer at the OPAL

reactor. MSGC detectors can also be adapted to provide two-

dimensional positional information after printing a set of cath-

odes orthogonal to the primary set on the back surface of the

glass.

A few general comments about detecting systems are in order.

The time for a detector to recover after registering a neutron

count is known as the dead time, and this may be significant when

count rates are high, in which case corrections are needed

[Chapter 7.3 of Volume C (Convert & Chieux, 2006)]. For banks

of detectors, and also for position-sensitive detectors, calibration

for position and sensitivity becomes a critical issue. In the case of

a smaller bank of detectors, it may be possible to scan the

detector bank so the same diffraction pattern is recorded in the

different detectors, in which case the relative positions and effi-

ciencies of the different detectors can be determined quite well

(see Section 4.1 of Kisi & Howard, 2008). For more extensive

banks or large position-sensitive detectors, detector sensitivity

calibration is performed by examining the very nearly isotropic

incoherent scattering from vanadium. In this case checking for

angular accuracy can be more difficult. The time taken to register

a neutron count cannot be said to be a fundamental issue in CW

powder diffraction, since in some applications it is scarcely

relevant, although in other applications, such in the study of very

fast reaction kinetics (Riley et al., 2002), the constraints on time

are very demanding.

2.3.4.1.4. Resolution and intensity

The resolution and intensity of a CW powder diffractometer

are strongly influenced by the divergences �1, �2 and �3 of the
primary, monochromatic and diffracted beams, respectively,

along with the mosaic spread 	 of the crystal monochromator.

The situation was analysed by Caglioti et al. (1958) on the basis

that the triangular transmission factor of each collimator, total

width 2�, could be approximated by a Gaussian with full-width at

half-maximum (FWHM) �, that the mosaic distribution of the

monochromator could also be described by a Gaussian with

FWHM 	, but that there was no sample contribution to the peak

widths. On this basis the diffraction peaks were found to be

Gaussian, with the FWHM of the diffraction peak occurring at

scattering angle 2� given by (Hewat, 1975)

FWHM2 ¼ U tan2 � þ V tan � þW; ð2:3:18Þ
where

U ¼ 4ð�21�22 þ �21	2 þ �22	2Þ
tan2 �Mð�21 þ �22 þ 4	2Þ ; ð2:3:18aÞ

V ¼ �4�22ð�21 þ 2	2Þ
tan �Mð�21 þ �22 þ 4	2Þ ; ð2:3:18bÞ

W ¼ �21�
2
2 þ �21�23 þ �22�23 þ 4	2ð�22 þ �23Þ

�21 þ �22 þ 4	2
ð2:3:18cÞ

and �M is the Bragg angle (2�M is the take-off angle) at the

monochromator. Under these conditions the total (integrated)

intensity in the diffraction peak is given by

L / �1�2�3	

ð�21 þ �22 þ 4	2Þ1=2
: ð2:3:19Þ

These equations have important implications and accordingly

have received a good deal of attention. They return at once the

well known resolution advantage in setting up the diffractometer

in the parallel configuration (that seen in Fig. 2.3.15, in this

configuration �M taken to be positive). Caglioti et al. (1958)

deduced that for the simple case of �1 ¼ �2 ¼ �3 ¼ 	 ¼ �
equations (2.3.18) and (2.3.19) reduce to

FWHM ¼ �
11� 12aþ 12a2

6

� �1=2

and L / �3=ð6Þ1=2;

where a ¼ tan �= tan �M ; they went on to record results for a

number of other combinations. In his design for a high-resolution

diffractometer, Hewat (1975) considered the case �2 ¼
2	>�1 ’ �3. Under these conditions, the peak widths are close

to their minimum around the parallel focusing condition � ¼ �M ,
their widths there are given by

FWHM2 ¼ �21 þ �23
� �� �41

�21 þ �22 þ 4	2
’ �21 þ �23;

and the total intensity is approximately

L / �1�3	=ð2Þ1=2:
Hewat’s conclusions, put briefly, were that good resolution could

be obtained by keeping divergences �1 and �3 small, while

intensity could be somewhat recovered by adopting relatively

large values for the monochromator mosaic spread 	 and diver-

gence �2 of the monochromatic beam. Hewat also argued for a

high monochromator take-off angle 2�M, not only to reduce peak

widths [through the term cot �M appearing in equation (2.3.17)

and reappearing in equations (2.3.18)], but also to match the

region of best resolution to that of the most closely spaced peaks

in the diffraction pattern. Hewat’s design was implemented in the

D1A diffractometer at the Institut Laue–Langevin (Hewat &

Bailey, 1976), subsequently in the D2B diffractometer at the same

establishment, and elsewhere. In a version installed at the (now

retired) HIFAR reactor in Sydney, Howard et al. (1983), using an

Al2O3 (corundum) ceramic sample, reported a peak-width

variation in close agreement with that calculated from equation

(2.3.18). Although more sophisticated analyses are available in

the literature (Cussen, 2000), this result would suggest that

equations (2.3.18) still provide a good starting point.

The usual trade-off between intensity and resolution applies,

and since neutron sources are rather less intense than X-ray

sources, this is an important consideration. Intensity is sacrificed

by using high monochromator take-off angles to limit the

wavelength spread [equation (2.3.17)], and by using tight colli-

mation [equation (2.3.19)]. Evidently intensities could be

increased by relaxing these constraints. These days it is more

common to build diffractometers of good-to-high resolution, and

then to seek other means to improve data-collection rates.

Focusing monochromators, such as described in Section 2.3.4.1.2,

serve to increase the neutron intensity at the sample position

without seriously degrading the resolution. In addition, the use of

multi-detector banks and the development and deployment of

position-sensitive detectors, as described in Section 2.3.4.1.3, has

been very much driven by the desire to increase the speed of data

collection. As mentioned earlier, the design and analysis of

neutron powder diffractometers should be treated in a holistic

fashion, and although some advanced analytical methods have

been applied (Cussen, 2016 and references therein), Monte Carlo

analyses using programs such as McStas (Willendrup et al., 2014)

and VITESS (Zendler et al., 2014) to track large numbers of

neutrons from the source right through to the neutron detectors

are now widely employed.
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2.3.4.2. Time-of-flight (TOF) diffractometers

Time-of-flight (TOF) diffractometers differ substantially from

CW diffractometers. Neutrons delivered to the instrument are

already partially collimated and TOF instruments have no

monochromator and consequently no moving parts. The full

incident neutron spectrum is utilized and needs to be well char-

acterized in order to extract meaningful intensities; in addition

the wavelength dependence of detector efficiencies needs to be

taken into account. In principle, measurements from an inco-

herently (therefore isotropic and wavelength-independent)

scattering sample such as V or H2O provide the required char-

acterization.16 In practice, however, incident spectra are usually

recorded using a low-efficiency detector (beam monitor) in the

incident beam. Data from V are still required to correct for the

relative efficiency of individual detectors or detector elements

and their wavelength dependence (Soper et al., 2000).

The basic components of a TOF powder diffractometer are the

flight tube from the neutron source or a neutron guide, a precisely

located sample position, banks of detectors at various positions

around the sample position and a neutron-absorbing beam stop.

In early TOF diffractometers, detector banks were relatively

localized typically in forward scattering, close to 2� = 90˚ and

backscattering locations. More modern diffractometers have very

extensive detector arrays such as the newly upgraded POLARIS

instrument at the ISIS facility, which is illustrated in Fig. 2.3.18.

Neutrons enter the diffractometer at the right of Fig. 2.3.18(a)

through a number of adjustable neutron-absorbing jaws which

trim the beam size to match the sample size. The beam is then

incident on the sample, which is located within the chamber

where the detectors, arranged in numbered banks, are housed.

The entire sample/detector chamber (and flight tube) is evac-

uated during data collection in order to reduce absorption and

scattering of the incident neutron beam by air, effects which both

decrease the intensity of the neutrons incident on the sample and

increase the background scattering. A human figure in Fig.

2.3.18(a) indicates the large scale of the device and it should be

Figure 2.3.18
(a) Schematic cross section of the POLARIS diffractometer at the ISIS facility, UK, and (b) a three-dimensional solid model of the detector chamber.
(Credit: STFC.)

16 The much larger incoherent scattering cross section of H allows normalization
data to be recorded much more quickly using H2O; however, the small amount of
additional moderation of the beam that occurs is usually considered undesirable.
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noted that the substantial neutron shielding surrounding the

detector chamber (known as the blockhouse) is not shown.

2.3.4.2.1. Instrument resolution and design

In a TOF instrument, all of the incident spectrum of neutron

wavelengths is utilized, appropriately trimmed by the chopper

system as previously described. The different wavelengths (�) are
identified through their time-of-flight (t) according to equation

(2.3.15). Substituting that equation into Bragg’s law, we obtain

dhkl ¼
ht

2mL sin �
ð2:3:20Þ

¼ t

505:554L sin �

for t in microseconds, d in ångstroms and L in metres.

The resolution of a TOF diffractometer is defined by the

uncertainty in the d-spacing (�d) relative to its absolute value d.

Apparent as the width of the diffraction peaks, the resolution is

given primarily by (Buras & Holas, 1968; Worlton et al., 1976)

�d

d
¼ ��2 cot2 � þ �t

t

� �2

þ �L

L

� �2
" #1=2

: ð2:3:21Þ

There are a number of important things to note concerning this

equation:

(i) The terms �� cot � and �L=L are fixed and independent of

flight time once the diffractometer is constructed; in addi-

tion, as we have already noted (Section 2.3.3.3), for a spal-

lation source with a suitably poisoned moderator the time

resolution�t=t is practically constant. Thus the resolution of
a TOF diffraction pattern is virtually constant across the

entire range of d-spacing explored in a given detector

bank.17

(ii) Uncertainties in the neutron path length, �L, can arise due

to measurement uncertainty in determining L; however,

these are usually overshadowed by the uncertainty that

arises because neutrons can emerge into the neutron guide

from any position within the finite-sized moderator and this

uncertainty constitutes the major contribution to �L.

(iii) As �L is a constant, a linear improvement in resolution can

be achieved merely by making the instrument longer, such as

HRPD at ISIS and S-HRPD at J-PARC, which are almost

100 m long.

(iv) The contribution of the diffraction angle 2� to resolution is

considerable. For a fixed angular uncertainty (detector

positioning and finite width) the cot � term varies from

infinite at 2� = 0 to zero at 2� = 180˚. Therefore, the higher

the detector angle, the better the resolution.

With these matters considered, we can return to our example

of a modern TOF diffractometer in Fig. 2.3.18 and in particular

the arrangement of the detectors. The strategy employed is to

group multiple individual detector elements into a number of

discrete banks. It may be seen from equation (2.3.21) that

decreasing 2� and increasing L have opposing effects on reso-

lution. By appropriate manipulation of the equation and by

expressing the overall neutron flight path as L = L1 + L2 where L1

is the moderator-to-sample distance and L2 is that from the

sample to the detector, it is straightforward to obtain

L2 ¼ �L
�d

d

� �2

� ��

tan �

� �2

� �t

t

� �2
" #�1=2

� L1: ð2:3:22Þ

Therefore by adjusting 2� and L2 correctly, it is possible to

construct banks of detectors covering a range of 2�, for which the
resolution is identical. This allows neutrons recorded in the entire

detector bank to be ‘focused’ into a single diffraction pattern.

The resulting curved detector arrangement is obvious in the high-

resolution detector bank labelled 5 and 6 in Fig. 2.3.18(a). For a

fixed (small) value of �d=d, eventually space limitations impose

restrictions on L2 and a new, lower-resolution detector bank (4)

commences. As the benefits of a curved arrangement become

insignificant, the appropriate curve is approximated by a straight

arrangement in the lower-angle banks and dispensed with alto-

gether in the very low angle bank. In Fig. 2.3.18 the back-

scattering (5, 6), 90˚ (4), two separate low-angle (2 & 3) and the

very low angle (1) detector banks of POLARIS are identified.

These have average 2� angles of 146.72, 92.59, 52.21, 25.99 and

10.40˚, respectively.

Raw diffraction patterns recorded in the various detector

banks are compared in Fig. 2.3.19. Note that the curved back-

ground due to the incident spectrum is flattened when the

patterns are normalized. A logarithmic scale is necessary to

display the very wide range of d-spacings accessible across the

whole instrument and this scale emphasises the near-constant

resolution across each pattern. In keeping with equations (2.3.21)

and (2.3.20), the effects of changing the detector angle are

obviously greater resolution and access to shorter d-spacings as

2� increases. Each detector bank can provide data for a different

purpose according to its resolution and d-spacing coverage. For

example, the combination of good resolution (4 � 10�3) and a

wide range of d-spacing (0.2–2.7 Å) makes data from the back-

scattering bank (Fig. 2.3.19e) ideal for the refinement of medium-

to large-scale crystal structures. The 90˚ bank (Fig. 2.3.19d) is

optimized for use with complex sample environments such as

high-pressure cells or reaction vessels, as this geometry combined

with appropriate collimation of the incident and scattered

neutron beams enables diffraction patterns to be collected that

only contain Bragg reflections from the sample being studied. It

can be used to obtain good-resolution data (7 � 10�3) during a

variety of in situ studies. The low-angle and very low angle banks

with their access to very large d-spacings up to 20 Å are invalu-

able in determining unknown crystal structures and complex

magnetic structures by allowing the indexing of low-index

reflections and determining reflection conditions.

In order to reduce unwanted background counts and give

better localization of the diffraction pattern from the sample, i.e.

to better exclude sample environments such as cryostats or

furnaces, the instrument is fitted with a radial collimator

surrounding the sample position.18 For more common sample

environments, e.g. furnaces, this collimation allows all detector

banks to view the sample unimpeded. The detector banks are

contained within the large vacuum vessel shown in Fig. 2.3.18(b).

This reduces attenuation and background due to scattering by air.

The detector coverage on such an instrument is very large, in the

case of POLARIS up to 45% of the available solid angle is

covered. A full description of this instrument may be found in

Smith et al. (2018).

17 A small effect due to a time-dependent component of �t/t might be observed
depending on the source and instrument configuration.

18 Although typically constructed from planar vanes which are oscillated to
average their shadow across all the detectors, the POLARIS collimator vanes are
stationary, and are conical to follow the Debye–Scherrer cones of the diffracted
neutrons.
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2.3.4.2.2. Detection

All the neutron detector types discussed in Section 2.3.4.1.3 are

capable of detecting the scattered neutrons in a TOF pattern.

Gas-filled proportional counters such as BF3 and
3He detectors

have efficiencies governed by the neutron energy (or wave-

length). Detectors on CW diffractometers are optimized for the

narrow band of wavelengths available when using a crystal

monochromator, say 1–2.4 Å. The wavelength range in TOF

diffraction is generally much wider; as much as 0.2–6 Å or more,

Figure 2.3.19
Raw neutron diffraction patterns from Y3Al5O12 (YAG). Patterns from the five POLARIS detector banks, (a) very low angle, (b) low angle 1, (c) low
angle 2, (d) 90˚ and (e) backscattering, are shown separately. Note that the very wide range of d-spacings accessible (~0.2–25 Å) necessitates the use of
a log10 scale. Insets for the backscattering bank illustrate that useful data are obtained even at very small d-spacing (red) and that the resolution is very
good (blue). Note the asymmetric peak shape that results from a rapid rise, followed by a slower exponential decay, in the number of neutrons
emerging from the moderator after each incident proton pulse.
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and proportional detectors need to be specifically optimized.

There is of course the added complexity of tracking the arrival

time of each neutron and this has worked against the use of multi-

wire proportional detectors and microstrip detectors as described

in Section 2.3.4.1.3. Instead, there is extensive use of scintillation

detectors, which are usually based on the 6Li(n;t,�) reaction

(Section 2.3.4.1.3). When doped into the ZnS film of a scintillator,

the 6Li provides excellent detection sensitivity and energy range.

Discrimination against fast neutrons and �-ray contamination in

the incident beam is easily accommodated as these have different

velocities to the thermal and epithermal neutrons used for TOF

diffraction and are therefore readily excluded by the chopper

system and detector electronics.

The detector electronics on older instruments recorded the

diffraction pattern in a fixed set of time channels or bins; typically

1024 to begin with and progressively more as electronic and

computational advances occurred. More recently, the technique

has shifted to recording the data to memory in a continuous

stream known as event mode, where the arrival time of each

neutron is recorded. The user may then bin (and re-bin) the data

into time channels to suit the resolution of the diffraction pattern,

which may differ significantly from the instrument resolution

because of microstructural features of the sample. Such features

are discussed at length in Chapters 5.1 and 5.2.

In a new development, a neutron-sensitive microchannel plate

detector has been developed (Tremsin, McPhate, Vallerga,

Siegmund, Feller et al., 2011). Microchannel plate detectors

(MCPs) are divided into discrete pixels and record the arrival

time of each neutron in each pixel. Initially used for high-

resolution radiography at pulsed neutron sources, it was quickly

realized that MCP detectors can be used for diffraction via the

Bragg-edge phenomenon (Tremsin, McPhate, Vallerga, Sieg-

mund, Kockelmann et al., 2011). The resolution is typically 55 mm
due to the data-acquisition electronics but can be sharpened to

less than 15 mm using centroiding techniques. This type of

detector opens the door to spatially resolved neutron powder

diffraction in materials as well as strain-imaging applications on

TOF neutron diffractometers.

2.3.4.3. Variations on a theme

The diffractometers HRPT (Fig. 2.3.15) and POLARIS (Fig.

2.3.18) are general-purpose instruments suitable for solving and

studying medium-sized crystal structures under a range of non-

ambient conditions and in some cases the study of non-crystalline

or poorly crystalline materials. There are several such diffract-

ometers at reactors [HB-2A at Oak Ridge (https://neutrons.

ornl.gov/powder), D1B at ILL (https://www.ill.eu/instruments-

support/instruments-groups/instruments/d1b/description/instru-

ment-layout/), HRPD at KAERI (http://www.kaeri.re.kr:8080/

english/sub/sub03_04_01_01.jsp), C2 at CINS (http://cins.ca/get-

beam-time/beamline-specs/c2/)] and spallation sources around

the world [POWGEN and NOMAD at SNS (https://neutrons.

ornl.gov/powgen; https://neutrons.ornl.gov/nomad), GEM at

ISIS (http://www.isis.stfc.ac.uk/instruments/gem/gem2467.html),

iMATERIA at J-PARC (https://j-parc.jp/researcher/MatLife/en/

instrumentation/images/BL20.gif) etc].

A more specialized type of TOF powder diffractometer is

the High Resolution Powder Diffractometer (HRPD) at ISIS

(https://www.isis.stfc.ac.uk/Pages/Hrpd.aspx) and a similar instru-

ment, Super-HRPD at J-PARC (https://j-parc.jp/researcher/

MatLife/en/instrumentation/images/BL08.jpg). Although both of

these instruments have 90˚ and low-angle detector banks, their

overall design has strongly centred on extremes of resolution,

attaining �d=d values of 4 � 10�4 and 3 � 10�4, respectively.

Such extremes of resolution are attained primarily through

making the flight path of both instruments nearly 100 m long and

placing detectors at very high Bragg angles (150–176˚). Data

from these can supply individual peak positions to a precision of

approximately 5 parts per million and whole pattern fitting can

give correspondingly precise lattice parameters. Recalling that in

TOF powder diffraction the resolution is constant across the

whole pattern, this makes the instruments ideal for the solution

of large crystal structures in which a great many diffraction

peaks need to be resolved, for tracking phase transitions, and for

solving structures involving pseudo-symmetry, which even in

relatively small structures (e.g. perovskites) can be a challenge

for lower-resolution instruments. Example diffraction patterns

are shown in Fig. 2.3.20 for the structural transitions in SrZrO3

(Howard et al., 2000).

At the other extreme of instrument design are the very

high intensity diffractometers exemplified by the CW

instruments D20 at ILL (https://www.ill.eu/instruments-support/

instruments-groups/instruments/d20/) and WOMBATat ANSTO

(http://www.ansto.gov.au/ResearchHub/Bragg/Facilities/Instruments/

Wombat/). These diffractometers use a large degree of vertical

focusing to greatly increase the incident flux on the sample and

are fitted with large position-sensitive detectors from which the

data can be stored at 1 MHz or faster. If there is a periodic time

structure to the phenomenon under study due to some driving

stimulus (e.g. a periodic laser, electric or magnetic field pulse),

then the data can be analysed stroboscopically by synchronizing

with the driving stimulus, giving an effective time resolution in

the MHz range. Even in the absence of a periodic stimulus, useful

diffraction patterns on these diffractometers can in favourable

circumstances be stored at rates of 2, 10 or with a large enough

sample even 50 Hz (Fig. 2.3.21).

It should be noted that for TOF diffractometers, the time

structure imposed by the pulsed neutron source and chopper

system places absolute limitations on the most rapid diffraction

pattern that can be recorded. This is typically ~0.1 s at sources

such as ISIS, J-PARC or SNS. An additional time penalty is often

paid due to the time taken to save such large amounts of data

(typically between 10 and 30 s). There is therefore no TOF

equivalent of the very rapid stroboscopic mode of operation.

Other forms of specialized neutron powder diffractometer

have also been developed. Among these are the engineering

or residual stress diffractometers, exemplified by the TOF

diffractometers ENGIN-X at ISIS (https://www.isis.stfc.ac.uk/

Pages/Engin-X.aspx), VULCAN at SNS (https://neutrons.

ornl.gov/vulcan), TAKUMI at J-PARC (https://j-parc.jp/

researcher/MatLife/en/instrumentation/ns.html) and the CW

diffractometers SALSA at ILL (https://www.ill.eu/instruments-

support/instruments-groups/instruments/salsa/description/instru-

ment-layout) and KOWARI at ANSTO (http://www.ansto.gov.au/

ResearchHub/Bragg/Facilities/Instruments/Kowari/). The pur-

pose of these diffractometers is to measure accurate interplanar

spacing (d) within a small gauge volume defined by the inter-

section of incident and diffracted beams inside a larger sample, as

illustrated for constant wavelength in Fig. 2.3.22.

Variations in the d-spacing relative to a strain-free reference

value (do) represent the average strain in the gauge volume

parallel to the scattering vector (i.e. perpendicular to the

diffracting planes) as is also illustrated in Fig. 2.3.22. By

determining strains in several directions, it is possible to

reconstruct the full strain tensor within each gauge volume, and



89

2.3. NEUTRON POWDER DIFFRACTION

this may be converted into the stress tensor, the desired

outcome for engineering purposes (Noyan & Cohen, 1987;

Fitzpatrick & Lodini, 2003; Kisi & Howard, 2008). This

procedure is widely used in residual stress analysis to study stress

distributions in fabricated or welded components and also to

observe the internal stress distribution due to an externally

imposed load. An example is illustrated in Fig. 2.3.23 in relation

to in situ experiments and the stress distribution in granular

materials.

The required localization of the gauge volume is achieved by

shaping the incident and diffracted beams with slits/collimators

and is greatly assisted by fixing the diffraction angle 2� at�90˚. In

CW instruments, the need for high resolution and good intensity

is met by using a focusing (bent Si) monochromator and a small

area detector to record the data. This generally limits the

investigation to a single Bragg peak (reflection), the position of

which is carefully mapped over the sampled area for each strain

component under investigation.

Figure 2.3.20
Parts of the very high resolution neutron powder-diffraction patterns recorded by the backscattering detector bank on the instrument HRPD at ISIS
from SrZrO3 at (a) 1403, (b) 1153, (c) 1053, (d) 933 and (e) 293 K. Insets to the left and right show subtle changes to the reflection shapes and splitting
of reflections due to phase transitions from the cubic (Pm�3m) in pattern (a), to the tetragonal phase (I4/mcm) in (b), an orthorhombic phase (Imma) in
(c) and a second orthorhombic phase (Pnma) in (d) and (e). Note the intensity reversal in the 002 reflection (right insets), which was pivotal in finding
and solving the orthorhombic phase in Imma (Howard et al., 2000).
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TOF engineering diffractometers record a full diffraction

pattern at each position. Localization of the gauge volume is

achieved using symmetric detector banks and radial collimators

on either side of the sample position (Fig. 2.3.24). All other

instrument-design criteria are generally secondary to this, as a

parallelepiped-shaped gauge volume allows a seamless strain

(stress) map to be obtained. These instruments are usually 40–

50 m long and have moderately high resolution, which allows

peak positions and hence strains to be measured to a precision of

5 � 10�5 in favourable circumstances. In common engineering

materials (steels, aluminium alloys etc.) this equates to an abso-

lute minimum stress uncertainty of 4–10 MPa. The extreme

resolution that would be available using very high resolution

designs like HRPD and Super-HRPD (above) is sacrificed in

order to obtain data on a reasonable timescale given the gener-

ally small gauge volume (0.5–30 mm3) and the need to map the

strain field piecewise over an extended region of the sample.

Although it is not usual for instruments to be specifically

designed for the purpose, neutron diffraction is also particularly

useful for studying crystallographic texture in materials, as the

neutron-diffraction pattern is not distorted by surface coatings or

preparation methods. In principle, any diffractometer can be used

for measuring texture simply by recording a large number of

diffraction patterns with the sample rastered in small angular

intervals (5˚ is common) about two mutually perpendicular axes

to form a grid over all orientations. This is extremely time

consuming on a conventional CW diffractometer, although the

whole pattern is captured each time, as the intensity recorded for

the different reflections is subject to different corrections. This

can be greatly sped up by using a CWengineering diffractometer

(SALSA, KOWARI) with an intense, well collimated incident

beam and fitted with an area detector. For example, on

KOWARI, the detector spans 15˚ in both horizontal and vertical

directions and so the sample needs to be re-positioned far fewer

times. An added advantage is that the diffraction geometry is

identical for each sample position and almost so for each

reflection studied, and so a pure (i.e. model-independent) texture

measurement is obtained. Texture measurements on modern

TOF diffractometers (e.g. GEM, POLARIS, POWGEN,

NOMAD and iMATERIA) are in principle quite straightfor-

ward. Because there are detectors in many positions all around

the sample, the scattering vector and hence orientation of

diffracting planes (crystal orientation) is sampled in many

orientations all in one data collection. If data from the individual

detectors are not ‘focused’ into composite diffraction patterns as

for crystal-structure studies, then very few re-orientations are

required to record data representing the full texture. However,

since each reflection in each detector bank is sampled using

Figure 2.3.22
Illustrating (a) a CWengineering diffractometer and (b) the formation of
a gauge volume at the intersection of the incident and diffracted beams.

Figure 2.3.21
Neutron powder-diffraction patterns during combustion synthesis of
Ti3SiC2 recorded in 400 ms each on the diffractometer D20 at ILL (Riley
et al., 2002). Panel (a) shows an overview of the reaction process with
time vertical, diffraction angle horizontal and intensity as colour/
brightness. Panel (b) is a three-dimensional view of the portion enclosed
by dashed lines in (a), representing 140 s of reaction, wherein the
numbered reflections show (i), (ii) a phase change in Ti, (iii) SiC, (iv)
formation of an intermediate phase Ti(Si,C) and (v) growth of the
Ti3SiC2 product. Panel (c) illustrates via Rietveld refinement the high
quality of diffraction patterns even on this short timescale.
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neutrons of different wavelength, each is recorded under

different conditions for attenuation and extinction. In addition,

to make full use of all the data, whole pattern or Rietveld analysis

using a preferred-orientation (texture) model has to be

conducted for each of the multitude of diffraction patterns

recorded. As well as being time consuming, the reliability of the

resultant pole figures and orientation density function is

governed by the quality of all the individual models (for back-

ground, peak shape, peak width, sample centring, attenuation

etc.) within the Rietveld refinement as well as the ability of the

preferred-orientation model in the Rietveld program to accu-

rately fit the real texture. A pure model-independent texture

measurement can only be obtained using CWor TOF single-peak

methods.

The instrument WISH at ISIS represents a departure from the

normal TOF diffractometer design in that it receives long

wavelength neutrons (1.5–15 Å) from a cold neutron source at

Target Station 2. Ballistic supermirror neutron guides and three

choppers deliver neutrons in an active bandwidth of 8 Å for a

given chopper setting (https://www.isis.stfc.ac.uk/Pages/Wish.

aspx). The pixelated 3He detectors cover Bragg angles in the very

wide range 10–170˚. WISH is designed for the study of complex

magnetic structures and large-unit-cell structures in chemistry

and biology. Polarization analysis is available to assist the former.

The concept of long-wavelength neutron powder diffraction

will be taken a step further in the DREAM instrument

planned for the European Spallation Source (ESS, https://

europeanspallationsource.se/realizing-dream-versatile-powder-

diffractometer). This instrument will receive neutrons simulta-

neously from thermal and cold neutron moderators. It will have a

complex array of choppers to shape the incident pulse prior to

arrival at the sample. Modelling has indicated that intensity gains

of a factor of 10–30 are to be expected and that the instrument

may be able to deliver �d=d as low as 4 � 10�5, albeit at very

long wavelengths. More typically the projection is that �d=d as

low as 1 � 10�4 could be achieved with more conventional

wavelengths. Perhaps the major advantage of the instrument will

not be its absolute resolution but the ability to change resolution

over the full range during the experiment by simply altering the

chopper settings. Therefore unexpected phenomena (phase

transitions etc.) can be tracked during the initial experiment with

no time lost by having to prepare a proposal for a different

higher-resolution instrument.

2.3.4.4. Comparison of CW and TOF diffractometers

The preceding discussion has demonstrated that, although not

necessarily the case for other types of neutron scattering, powder

diffraction can be very successfully conducted on either CW or

TOF instruments. Their relative advantages for the various types

of powder-diffraction experiment are embedded in the discussion

above and summarized in Table 2.3.5.

Plotting and summarizing the approximate intensity and

resolution of different types of neutron diffractometer may be of

assistance in assessing the options (Fig. 2.3.25). In the figure,

resolution is shown as the inverse of the FWHM (�d/d) and

intensity is shown as the inverse of the time in seconds taken to

record a single diffraction pattern, so that improvements follow

the positive x and y axes.

There are two particular cases where the distinction between

CWand TOF instruments can determine the success or failure of

a neutron powder-diffraction experiment. The first is where

crystal structures or phase transitions involving extreme pseu-

dosymmetry are being studied. In this case, the very high reso-

lution available over the entire Q-range (d-spacing range) using

high-resolution TOF instruments such as HRPD at the ISIS

Figure 2.3.24
The engineering diffractometer ENGIN-X at ISIS. The incident beam
enters through the flight tube at the top and the left (L) and right (R) 90˚
detector banks simultaneously record patterns with the scattering vector
perpendicular and parallel to the sample axis, respectively. A mechanical
testing machine used for in situ application of loads is also shown (https://
www.isis.stfc.ac.uk). (Credit: STFC.)

Figure 2.3.23
Stress distribution for four stress components in an iron powder compacted within a convergent die (see also Zhang et al., 2016).
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facility (UK) or SuperHRPD at J-PARC confers a particular

advantage. The CW equivalent high-resolution powder diffract-

ometers such as D2B at ILL and ECHIDNA at ANSTO can

almost match the absolute resolution of the TOF instruments,

D2B achieving �d=d of 5.6 � 10�4; however, the resolution

function for a CW diffractometer [equation (2.3.18)] has a strong

minimum and so this resolution can only be achieved over a

restricted range of d-spacing. The reflections appearing in the

highest-resolution zone can be shifted by wavelength changes,

which of necessity require re-recording of the pattern.

The second extreme case is when rapid kinetic behaviours are

to be studied. In this case, a small number of CW diffractometers

(e.g. D20 at the Institut Laue–Langevin or WOMBAT at

ANSTO) have a distinct advantage. Therefore at this time,

processes that occur reproducibly and uniformly over a large

sample on sub-1 s timescales are best suited to stroboscopic

studies using one of the very rapid CW diffractometers available.

There are nonetheless a great number of processes that can be

studied on the timescales accessible using TOF, where near-

constant resolution across the entire diffraction pattern lends

considerable advantage.

If unaffected by extremes of resolution, intensity or highly

specialized data types (stress, texture etc.), the choice between a

CW or TOF instrument can be made based more casually on

proximity to neutron sources and the access arrangements for

national or regional neutron users.

2.3.5. Experimental considerations

2.3.5.1. Preliminary considerations

Neutron-diffraction studies are motivated by a desire to

exploit the unique properties of neutrons as listed in Sections

2.3.1 and 2.3.2. As access to neutron diffraction is carefully

regulated through an experiment proposal system, considerable

planning is required in order to write a successful proposal.

Owing to the expense of operating a neutron source and pressure

on instrument time, there is an onus on the experimental team to

make the best use of neutron beam time. Consideration should be

given to the type of instrument required, the resolution that is

needed, the d-spacing range of interest, how long each pattern

will take to record, the requirement (or not) for standard samples

and whether a special sample environment is needed.

Figure 2.3.25
Schematic showing regions of intensity–resolution space in which
different diffractometer types typically operate. High-resolution TOF
diffractometers operate in the green area, engineering diffractometers
(TOF or CW) in the purple area, multi-purpose TOF diffractometers
such as POLARIS in the orange area and very high intensity CW
diffractometers in the blue area.

Table 2.3.5
Advantages of CW and TOF instruments (modified from Kisi & Howard, 2008)

CW TOF

(1) Incident beam may be essentially monochromatic, in which case the
spectrum is well characterized

(1) The whole incident spectrum is utilized, but it needs to be carefully
characterized if intensity data are to be used

(2) Large d-spacings are easily accessible for study of complex magnetic and
large-unit-cell structures

(2) Data are collected to very large Q values (small d-spacings)

(3) Few cold neutron instruments are available for study of complex
magnetic and large-unit-cell structures

(3) Can fine tune the resolution during an experiment (4) Resolution is constant across the whole pattern

(5) Very high resolution is readily attained by using long flight paths

(4) More common (6) Complex sample environments are very readily used if 90˚ detector banks
are available

(5) Peak shapes are simpler to model

(6) Absorption and extinction corrections are relatively straightforward (7) Simpler to intersect a large proportion of the Debye–Scherrer cones with
large detector banks

(7) Data storage and reduction is simpler

(8) Extremely rapid data collection and stroboscopic measurements are
feasible

(8) Very fast data collection is feasible

(9) Engineering diffractometers are very well suited for strain scanning in
complex objects

(9) Engineering diffractometers use an extended diffraction pattern, ideal
for in situ loading and/or heating

(10) Texture is straightforward to measure on engineering diffractometers (10) Texture can be measured on universal instruments
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In the general case, there is competition between the resolu-

tion and the intensity of diffractometers, although some of the

modern TOF diffractometers (e.g. POLARIS, GEM, POWGEN,

NOMAD and iMATERIA) simultaneously record patterns of

moderate resolution and intensity, and high-intensity patterns at

low resolution, in different detector banks. For the purposes of

this chapter, high resolution is defined as a minimum diffraction

peak width at half maximum height corresponding to

�d=d � 10�3. This is the resolution typically required to observe

lattice-parameter differences [e.g. (a � b)/a] of as little as 4 �
10�5 or so in the absence of sample-related peak broadening.

Such a diffractometer is typically of the order of 10 to 1000 times

slower than corresponding high-intensity diffractometers at the

same neutron source. The decision to opt for a high-resolution

diffractometer or a high-intensity diffractometer will depend

critically on the nature of the problem under study. This situation

was considered in Kisi & Howard (2008) and their conclusions

are reproduced in Table 2.3.6.

It might be expected that the total information content in a

diffraction pattern correlates with the d-spacing range covered

and therefore this should be maximized. However, this expecta-

tion overlooks the different purposes for which powder-

diffraction patterns are used. A greater density of diffraction

peaks (e.g. in a CW pattern recorded using a short neutron

wavelength) makes the detailed refinement of complex crystal

structures more precise; however, it makes the determination of

unit cell and systematic absences more difficult as well as redu-

cing access to information contained within the peak shapes

concerning the sample microstructure. Table 2.3.7 summarizes

these effects. It should be noted that in this context parallels

exist between a short-wavelength CW diffraction pattern and

a low-angle-detector-bank TOF pattern; and between a longer-

Table 2.3.6
Suitability of problems to high-resolution or high-intensity diffractometers

Reproduced from Kisi & Howard (2008) by permission of Oxford University Press.

Problem High resolution High intensity (medium resolution)

Solve a complex crystal or magnetic structure Essential, especially in the presence of pseudo-
symmetry

Not usually suitable†‡

Refine a complex crystal or magnetic structure Essential. Will benefit from a high Q-range if
available

Not usually suitable†‡

Solve or refine small inorganic structures Beneficial, but not usually essential unless
pseudosymmetry is present

Usually adequate

Quantitative phase analysis Only required when peaks from the different
phases are heavily overlapped

Usually adequate. Allows phase quantities to
be tracked in fine environmental variable steps
(T, P, E, H etc.) during in situ experiments

Phase transitions Depends on the nature of the transition and
complexity of the structures. Essential for
transitions involving subtle unit-cell distortions
and pseudosymmetry

Often adequate for small inorganic structure
transitions and order–disorder transitions.
Allows fine steps in an environmental variable
(T, P, E, H etc.)

Line-broadening analysis Essential for complex line broadening such as
from a combination of strain and particle size,
dislocations, stacking faults etc.

Adequate for tracking changes in severe line
broadening as a function of an environmental
variable (T, P etc.) especially if the pure
instrumental peak shape is well characterized

Rapid kinetic studies Not appropriate Essential

† In some cases the symmetry and lattice parameters are such that the diffraction peaks are well spaced and not severely overlapped even at modest resolution. ‡ May be necessary to
supplement high-resolution data to observe weak superlattice reflections in the presence of very subtle or incomplete order–disorder transitions.

Table 2.3.7
Guidance on choice of wavelength/detector bank

Reproduced from Kisi & Howard (2008) by permission of Oxford University Press.

Problem Choice Reasons

Solve complex or low-symmetry structures Longer wavelength Increase d-spacing resolution to allow correct symmetry and space
group to be assigned

Refine a large or complex crystal structure Shorter wavelength Ensure that the number of peaks greatly exceeds the number of
parameters. Improve determination of site occupancies and
displacement parameters

Solve or refine magnetic structures Longer wavelength Ensure that large d-spacing peaks are observed. Spread the magnetic
form factor over the entire diffraction pattern

Quantitative phase analysis Usually shorter wavelength Improve the accuracy of the determination. Longer wavelengths only
required if peak overlap is severe

Phase transitions Shorter wavelength Ensures adequate data for order–disorder or other unit-cell-enlarging
transitions

Longer wavelength Subtle unit-cell distortion or pseudosymmetric structures



94

2. INSTRUMENTATION AND SAMPLE PREPARATION

wavelength CW pattern and a high-angle-detector-bank TOF

pattern, subject to limitations imposed by the wavelength distri-

bution in the incident spectrum.

A decision must be made on how long to spend recording each

diffraction pattern, such that the greatest number of patterns

(samples) may be studied without compromising the information

content of each pattern. Since counting is governed by Poisson

statistics, the statistical precision of N counts in a radiation

detector (X-ray, electron or neutron) is represented by the

standard deviation �:

� ¼ N1=2: ð2:3:23Þ

This is true regardless of whether a single count is made or

multiple counts are summed to give an integrated intensity or a

total count from several detectors. For a relatively constant

arrival rate of neutrons, the precision of each data point will

increase with counting time t in proportion to t1/2, and this will be

reflected in the agreement indices (e.g. Rwp; Chapter 4.7) between

the observed and calculated neutron intensities during structure

refinements (e.g. Rietveld refinement) as well as in the estimated

standard deviation (e.s.d.) of the refined crystal structure and

other parameters. It has been shown by Hill & Madsen (1984)

using CW X-ray powder-diffraction patterns that this is the case

for small counting time; however, the agreement and e.s.d.’s

quickly attain a plateau for counting times where 2000–5000

counts are recorded at the top of the largest diffraction peak.

Beyond this, systematic errors in the models used for peak

shapes, background etc. begin to dominate the fitting

procedure. An important consequence is that since the

expected values of the parameter e.s.d.’s fall in proportion to t�0:5

whereas their actual values plateau, the statistical 
2 increases for
patterns recorded beyond the limit suggested by Hill & Madsen.

A number of recommendations may be derived from these

results:

(i) It is of no benefit for routine crystal structure refinements to

record data beyond the point where the strongest peak has

5000 or so counts at its apex and to do so may render

parameter e.s.d.’s invalid.

(ii) Counting for longer times is however recommended for

problems that hinge upon weak superlattice or magnetic

peaks. Similarly, it may be of benefit when minor phases are

of interest, such as in complex engineering materials, in

samples undergoing phase transitions or in multi-component

geological materials.

(iii) An equally important result from Hill & Madsen is that

respectable refined parameter estimates could be obtained

using powder-diffraction patterns with only 200–500 counts

at the apex of the strongest peak. This is extremely useful

when assessing counting times in rapid kinetic studies where

the shortest acceptable counting time is preferred. Modern

data-acquisition electronics are often configured to allow

very short acquisition times or ‘event-mode operation’

(Section 2.3.4.2.2) with patterns subsequently added toge-

ther to obtain the required statistical and/or time resolution.

In this case, the shortest time step available should be used

provided sufficient data storage capacity is at hand.

In CW measurements with a detector bank scanned in small

angular steps, similar arguments to those above apply to the

sampling interval. This too has been investigated by Hill &

Madsen (1986) and again, improvements to the agreement

between the calculated and observed patterns and indeed

improvements to refined parameter e.s.d.’s were only observed

until systematic errors begin to dominate the fit. As a general rule

of thumb, once the applicable counting time has been established,

the counting interval should be adjusted to give at least 2 (but

typically around 5) sampling points in the top half of the

diffraction peak for routine crystal structure refinements. Finer

sampling intervals are however beneficial in the case of:

(i) subtle symmetry changes that manifest in the peak shape

well before peak splitting is observable,

(ii) following the evolution of a minor phase during an in situ

experiment, or

(iii) peak-shape analyses to explore the sample microstructure

(crystallite size, strain distribution, dislocation density,

stacking-fault probability etc.).

CW measurements using instruments with a fixed position-

sensitive detector and TOF measurements both have their raw

sampling interval fixed by the instrument architecture, which

cannot be varied. The recorded patterns can be subsequently re-

binned to a larger sampling interval, although this would usually

only be considered to reduce serial correlations during profile

refinement (Hill & Madsen, 1986).

2.3.5.2. Sample-related factors

Recording a neutron powder-diffraction pattern is in itself a

simple operation. There are, however, a number of sample-

related variables that can affect the accuracy or the precision of

the resulting patterns, or the ability to analyse them. It is worth

mentioning here that neutron-diffraction samples are often large,

in the range 1–40 g, to compensate for the lower incident fluxes

and scattering cross sections as compared with the X-ray case.

Large sample size has a strong mitigating effect on many of the

sample-induced problems to be discussed in Chapter 2.10 and

below.

The absolute accuracy of the position, intensity and shape of

neutron powder-diffraction peaks is primarily determined by:

(i) How representative the whole sample is of the whole system.

Known as disproportionation, this problem results from any

non-random factor during sampling. For example, within

rocks there is spatial variability in the mineral content

(where to sample), hardness differences (different mineral

particle sizes) and differing density (settling effects). Similar

considerations apply to multiphase ceramic materials and

metal alloys. With highly penetrating neutrons, this can be

greatly reduced by using the polycrystalline solid sample

provided that the crystallite size is relatively small [see (iii)

below]. Disproportionation primarily influences quantitative

phase analysis studies. Crystal-structure results are unaf-

fected provided there is enough of each phase of interest to

give a high-quality diffraction pattern.

(ii) How representative the irradiated part of the sample is of the

whole system.Although ideally the entire sample is bathed in

the incident beam, for highly focused neutron beams on

high-intensity and/or strain-scanning diffractometers, the

beam–sample interaction volume is smaller than the whole

sample. In such cases, if a gradient in an experimental vari-

able such as temperature, pressure or composition is present,

then the irradiated portion of the sample can be quite

unrepresentative and this needs to be addressed in the

overall experiment plan.

(iii) How representative the diffracting part of the sample is of the

whole sample. There are two circumstances in which the

observed diffraction pattern may be unrepresentative of the

irradiated portion of the sample. First, very large crystallite
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size leads to the phenomenon of granularity, which is dealt

with in detail in Section 2.10.1.1. Crystallites diffract only

when the Bragg condition is met, so if the crystallite size is a

sizable fraction of the irradiated part of the sample, only a

small number of crystallites are aligned for diffraction. With

only relatively few crystals diffracting, the peak shapes,

intensities and apparent d-spacings are strongly distorted.

Second, when there is amorphous material present, it is

visible in the diffraction pattern only as structure in the

background signal and is not analysed using standard crys-

tallographic techniques.

(iv) How representative the recorded pattern is of the sample.

There are two other factors that can affect accuracy of the

diffraction pattern.

The first is that the crystallites may have preferred (rather

than random) orientations, so that some sets of atomic

planes are overrepresented and others underrepresented in

the diffraction pattern. This effect and the means to over-

come it in X-ray diffraction measurements are covered in

Section 2.10.1.2. Neutron powder diffraction, by using large

samples on a rotating sample holder in transmission

geometry, is generally far less susceptible to preferred

orientation than X-ray diffraction. In cases where preferred

orientation is unavoidable, it is generally of a simple axial

form due to the sample rotation. Quite good analytical

means for modelling preferred orientation of this type are

available in the various refinement programs described in

Chapter 4.7.

The second effect is attenuation. For most materials,

thermal neutrons are attenuated comparably by true

absorption and scattering, the overall effect being very

minor. For a small number of elements (e.g. B, Cd, Gd – see

Table 2.3.2) the absorption is high, and in an even smaller

number of isotopes (e.g. H) the incoherent scattering is high

enough to give significant attenuation. Details of these

processes are dealt with in Section 2.10.2.4 as well as in

Sections 2.4.2 and 3.5.3 of Kisi & Howard (2008). In

summary, when using transmission geometry and absorbing

samples, diffraction peaks at low angle (CW) are attenuated

more than those at higher angles. An additional linear

dependence on neutron wavelength occurs in TOF patterns.

Therefore the relative intensities are incorrect and during

structure refinements unreasonable (often negative) displa-

cement parameters will result. When strongly attenuating

elements or isotopes are present three approaches are

available; the data can be recorded in reflection geometry,

the capillary-coating method can be adapted from X-ray

diffraction, or the sample can be diluted with a large amount

of a weakly absorbing material. The latter two methods are

explained in Section 2.10.1.4.2.2.

Sample-related factors that interact with the precision of

various crystallographic and microstructural parameters deter-

mined from a given diffraction pattern are:

(i) The crystallite size within the sample.As discussed at length in

Chapter 2.10, the ideal size for crystallites in a powder-

diffraction measurement is 2–5 mm. The upper limit is

determined by onset of granularity [see (iii) above]. The

lower limit is set by the onset of detectable crystallite size

broadening (Chapter 5.1). To first order, the broadening of

diffraction peaks due to small crystallite size is well under-

stood. It has negligible effect on the measured intensity of

diffraction peaks and does not affect the numerical value of

the peak positions (hence d-spacings); however, the precision

or standard error of such measured positions is strongly

affected. In addition, the precision (standard error) of

measurements of other microstructural features such as

strain distributions, dislocation density or stacking-fault

probability are strongly affected. Powdered samples should

be sized to lie within the range 2–5 mm with the lower limit

being the more important in this case. The crystallite size

within solid polycrystalline samples is an inherent part of the

system. Forming a material with a fine grain size is a universal

method for strengthening metals and ceramics alike. In

systems undergoing phase transitions the crystallites typically

subdivide into small portions during the transition. Conse-

quently, crystallite size broadening is often an inevitable part

of a powder-diffraction experiment.

(ii) How ideal the crystal structure is within the crystallites. The

preparation of powder samples can induce several types

of lattice defects (dislocations, stacking faults, twin faults

etc.) into the material under study. Each of these leads to

changes to the peak positions, shapes and breadths.

Likewise, in solid polycrystalline samples, thermal-expansion

anisotropy and mismatch between different phases cause

intergranular strains which manifest themselves in broadened

peaks. Each new source of broadening strongly affects the

precision with which other microstructural features of the

sample can be determined from peak-shape analysis. In

ground powders, it is sometimes possible to relieve stresses

and repair defects by annealing, but only if it is certain that

no detrimental changes to the material occur under the

annealing conditions.

A common prerequisite for the detailed analysis of diffraction

patterns is a good understanding of the instrument’s character-

istic peak shapes and widths, i.e. the resolution function (Sections

2.3.4.1.4 and 2.3.4.2.1). The parameters of the resolution function

are needed to enable Rietveld (Chapter 4.7) or whole-pattern

(Chapter 3.6) analysis of the diffraction patterns. A good

description for the instrument resolution function is important in

the study of sample microstructure (e.g. crystallite size, strain

distribution or dislocation studies) and may be established using

standard samples. Early versions of the NIST LaB6 lattice-

parameter and peak-shape standards (SRM 660) were unsuitable

because of the high neutron absorption of natural boron. More

recently, NIST has developed LaB6 standards SRM 660b and

660c made with 11B that can be used for neutron diffraction (see

Section 3.1.4). Suitable air- and moisture-stable alternatives with

a closely regulated crystallite size and a moderate density of

diffraction peaks include Al2O3, CeO2, Y2O3 and some inter-

metallic compounds such as Cu9Al4 and Cu5Zn8.

One’s ability to successfully analyse a diffraction pattern is

then strongly affected by:

(i) Smooth and locally monotonic peak shapes. The two primary

causes of failing to meet this requirement are granularity

(crystallites significantly above the preferred 2–5 mm size)

and unusual sample shapes such as hollow samples. Exam-

ples of the former may be seen in Figs. 2.10.2 and 2.10.3,

where large single crystals in the sample each give a discrete

diffraction peak, the composite of which looks nothing like

the true powder peak shape. The case of hollow samples is

rarely seen unless the ‘capillary-coating’ technique (see

Section 2.10.1.4.2.2) is adopted for a highly absorbing sample

or diffraction peaks from a hollow sample container are also

to be analysed. In this case, the peak shape will have a

depression in the centre due to the non-uniform distribution

of diffracting matter across the specimen.
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(ii) Crystallite perfection. For crystal-structure studies, it is

preferred that the crystallites in the sample be as near

perfect19 as possible. However, materials of interest are

often far from perfect, containing stacking faults, domain

walls, antiphase boundaries, compositional gradients, strain

gradients etc. Fig. 9.22 in Kisi & Howard (2008) illustrates

this for a ferroelectric material. Here the individual crys-

tallites are subdivided into ferroelectric domains with

different orientations defined by the symmetry relationship

between the parent (cubic) and daughter (tetragonal)

structures. Where differently oriented domains abut, there is

a strain gradient over a finite portion of crystal. This is visible

in the diffraction pattern as a plateau between twin-related

pairs of peaks such as the 200/002 pair shown, because in the

strain gradient all d-spacings between d200 and d002 are

present.

(iii) Sample perfection. The major types of imperfection in

sampling are described under accuracy in the preceding

discussion. Our main interest here is in the preferred

orientation of crystallites, which means some diffraction

peaks are exaggerated and others underrepresented in the

diffraction pattern. Methods for avoiding or reducing

preferred orientation are dealt with in Section 2.10.1.2. In

addition, whole-pattern fitting and reasonably robust math-

ematical models for preferred orientation, principally the

March–Dollase model (Dollase, 1986) and models based on

spherical harmonics (Ahtee et al., 1989), have reduced the

effect of preferred orientation on crystal-structure para-

meters and quantitative phase analyses derived from

powder-diffraction patterns. In a small number of cases of

severe and/or multi-axis preferred orientation, these models

can fail and efforts to reduce the effect within the sample

need to be revisited.

2.3.5.3. Sample environment and in situ experiments

It is more often the case with neutron diffraction than with

X-ray or electron diffraction that the purpose is an experimental

study involving rather more than a simple room-temperature

data collection.20 As such, there are a great variety and

complexity of sample environments available, relating to studies:

at room temperature, cryogenic temperatures, high temperature

and high pressure; under magnetic fields, electric fields or applied

stress; during gas–solid, liquid–solid, solid–solid or electro-

chemical reactions; and almost any combination of these. There

are several other chapters in this volume that include descriptions

of sample environments for neutron powder-diffraction experi-

ments under high (hydrostatic) pressure (Chapter 2.7), electric

and magnetic fields (Chapter 2.8) and chemical and electro-

chemical reactions (Chapter 2.9). Some general guidance on the

mounting of samples is also given in Chapter 2.10. Additional

information concerning sample containers for non-ambient

studies, as well as sample environments not expressly covered in

these chapters, will be presented briefly below.

2.3.5.3.1. Sample containers

Solid polycrystalline samples can be directly mounted on the

diffractometer; however, powder samples require careful

containment. Powder spillage must be avoided because samples

may become activated in the neutron beam and spilled powders

present a radiological hazard. Owing to the low neutron

attenuation by most materials, neutron diffraction patterns are

generally recorded in transmission (Debye–Scherrer) geometry.

Therefore sample containers that do not contribute significantly

to the diffraction pattern are required. Fortunately there are

several materials that have essentially zero coherent neutron

scattering length, i.e. they give no discernible diffraction peaks

and minimal contribution to the background. Most versatile is

elemental vanadium, which has a scattering length of just

�0.3824 fm (Table 2.3.2), making its diffraction pattern 100–750

times weaker than most other metals. Coupled with excellent

room-temperature resistance to atmospheric corrosion, it is not

surprising that it is the material that is used most often for

neutron powder diffraction sample holders. Typical designs are

discussed in Section 2.10.2.3. Another useful material for room-

temperature containment is Al, which has very low attenuation

and few diffraction peaks of its own. This is especially useful in

cases where only the large d-spacing peaks are of interest, for

example with magnetic materials or large-scale structures, or

where a fine radial collimator is able to exclude diffraction from

the sample container.

Sample containers for specialized sample environments vary

greatly. Low-temperature studies routinely use V or Al cans, as

for room-temperature studies. High-temperature studies of

powders can use V cans up to approximately 1073 K provided

that an inert gas or vacuum environment is present. At higher

temperatures, thin-walled fused silica (silica glass) can be used as

it has several advantages: it is amorphous and therefore gives no

sharp diffraction peaks; it is vacuum tight and relatively easy to

seal to vacuum fittings via O-rings outside or graded glass–metal

seals within the hot zone of the furnace; it is transparent, so the

state of the sample can be viewed during loading and after the

experiment; and it is immune to thermal shock. Silica can survive

at temperatures up to 1473 K and for short periods can resist

temperatures up to 1673 K, although some devitrification may

occur. Care should be exercised since although fused silica has no

sharp diffraction peaks, its short-range order does give a struc-

tured background which has to be carefully treated in subsequent

analyses. Containers for still higher temperatures can be made

from other ceramics such as alumina or from refractory metals

such as Nb, Ta orW in increasing order of temperature resistance.

Noble metals such as Pt may seem to have some advantages;

however, they are extremely weak and fragile after high-

temperature annealing. All high-temperature sample-container

materials are able to chemically react with some samples at high

temperature and great care must be taken when selecting them. If

possible, a trial heating should be conducted off-line prior to the

experiment.

2.3.5.3.2. Non-ambient temperature

As neutron powder diffraction is routinely conducted in

transmission geometry, non-ambient sample environments have

many common features. They are typically cylindrical in shape,

with the sample can loaded centrally from above on a ‘sample

stick’, which goes by various names in different fields.

An example is the liquid-helium cryostat developed at the

Institut Laue–Langevin, shown in Fig. 2.3.26. The internal space

is evacuated and heat is removed from the sample via conduction

through the sample stick to cold reservoirs in contact with the

liquid-helium tank. The sample protrudes below the helium and

nitrogen tanks into the ‘tails’, which are thin-walled Al or V

19 If the crystallites are too perfect, then diffracted intensities might be affected by
‘extinction’ (Sabine, 1985), so an ‘ideally imperfect’ crystallite is to be preferred.
20 For example, more than 90% of recent neutron powder-diffraction proposals to
Oak Ridge have requested non-ambient conditions (Kaduk, personal commu-
nication).
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cylindrical sections that allow ready transmission of neutrons

but preserve the vacuum and exclude radiant heat from

the outside world. Liquid-helium cryostats can generally attain

base temperatures of 4.2 K (He alone) or 1.9 K if pumped.

Liquid-nitrogen cryostats are limited to 77 K. A second type of

low-temperature device is the closed-cycle He refrigerator,

commonly referred to by the trade name Displex. These are

more compact than a liquid-helium cryostat and do not

require refilling. Depending on the number of stages and internal

design, refrigerators with base temperatures as low as 4 K are

available.

Samples are typically first cooled to base temperature and then

studied at the chosen sequence of increasing temperatures. This is

achieved through a small electric resistance heater and control

system. As heat transfer to and from the sample is deliberately

poor in these devices, sufficient time should be allowed for the

(often large) sample to reach thermal equilibrium before

recording its neutron-diffraction pattern. It is worth noting that

the attainment of thermal equilibrium does not guarantee that

the sample has attained thermodynamic equilibrium. Some phase

transitions are notoriously slow, for example the ordering of

hydrogen (or deuterium) in Pd metal at 55 K and 75 K, which can

take up to a month (Kennedy et al., 1995; Wu et al., 1996), or the

ordering of C in TiCx (0.6 < x < 0.9) around 973 K, which can take

a week to complete (Moisy-Maurice et al., 1982; Tashmetov et al.,

2002).

Raising samples to above ambient temperature is, for X-ray

diffraction, the subject of a separate chapter (Chapter 2.6);

however, neutron-diffraction high-temperature devices are

somewhat different. Most commonly used and most versatile is

the foil element resistance furnace, in which Cu bus bars transfer

electric current to a cylindrical metal foil which heats up as a

result of its electrical resistance. Foil elements are typically 30–

60 mm in diameter and up to 200 or 250 mm long so as to provide

a long hot zone of uniform temperature within the furnace. The

sample is located, via a sample stick from above or occasionally

via a pedestal support from below, in the centre of the foil heating

element, ensuring that it is uniformly bathed in radiant heat.

Concentric metal-foil heat shields greatly reduce heat loss to the

exterior by radiation, while convective losses are avoided by

evacuating the interior of the furnace to �10�5 mbar. Metals for

manufacture of the foil elements include V, which has almost no

coherent diffraction pattern and can operate continuously up to

1173 K or intermittently to 1273 K. For temperatures above this,

progressively more refractory metals are chosen such as Nb

(<1773 K), Ta (<2473 K) or W (2773 K). These materials will

contribute some small diffraction peaks to the observed patterns,

which requires the recording of reference patterns from the

empty furnace before commencing. Owing to the internal

vacuum, some types of sample are at risk of subliming, decom-

posing or disproportioning during the experiment. In such cases,

sample cans that extend outside the hot zone, where they can be

coupled to a gas-handling system and filled with an internal

atmosphere of air, an inert gas or a reactive gas of interest as

required, are used.

Alternatives to foil furnaces include variations of the wire-

wound laboratory furnace with a split winding and reduced

insulating material in the neutron beam path, Peltier devices, hot-

air blowers and induction heaters. The first three of these are

discussed by Kisi & Howard (2008).

Figure 2.3.26
(a) Exterior and (b) interior of the standard ILL liquid-helium cryostat for cooling samples in the range 1.8–295 K. An internal heater allows samples
to be studied without interruption from 1.8–430 K. Reproduced with permission from the ILL.
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Non-ambient temperature devices are usually designed for

operation either below or above ambient temperature. However,

there are a large number of phase transitions and other

phenomena that span from below to above ambient temperature.

In order to avoid transferring samples from one sample envir-

onment to another mid-experiment, a useful hybrid device is the

cryo-furnace. Cryo-furnaces are based around the liquid-helium

cryostat and are equipped with more powerful heaters, allowing

temperatures typically in the range 4–600 K to be covered.

2.3.5.3.3. Uniaxial stress

There are two major applications of in situ uniaxial loading. In

the first, stress-induced phase transitions, ferroelasticity or simply

mechanical response are studied throughout the whole sample as

a function of applied stress. This may be undertaken on any

powder diffractometer with a reasonable data-collection rate,

depending on the resolution required. Parameters typically

monitored are the relative phase proportions of parent and

daughter structures, lattice parameters, individual peak shifts,

which can yield the single-crystal elastic constants (Howard &

Kisi, 1999), peak widths, which can indicate the breadth of strain

distributions, and preferred-orientation parameters, which can

indicate the degree of ferroelasticity (Kisi et al., 1997; Ma et al.,

2001; Forrester & Kisi, 2004; Forrester et al., 2005). The second

application involves strain scanning using an engineering

diffractometer as described in Section 2.3.4.3; however, in this

instance an external load is applied to the object under study.

This technique can be used to validate finite element analysis

simulations of complex components with or without internal

residual stresses.

Devices for the in situ application of uniaxial stress include

adaptations of laboratory universal testing machines such as the

100 kN hydraulic load frame shown in Fig. 2.3.27. Devices such as

this may be used in tension, compression, fatigue or even creep

conditions depending on the sample and the problem under

study.

For more specialized applications, it is sometimes possible to

create a more compact device. A recent adaptation of strain

scanning is to study the stress distribution within granular

materials subjected to a variety of load cases as either the average

stresses shown in Fig. 2.3.23 (Wensrich et al., 2012; Kisi et al.,

2014), or the stress tensor in individual particles throughout a

granular material bed. The latter provides insight into inhomo-

geneous stress distributions such as force chains (Wensrich et al.,

2014). The device that was used in these studies (Fig. 2.3.28) is a

self-loading die within which a granular material is compacted

while diffraction studies are conducted.

2.3.6. Concluding remarks

Neutron powder diffraction is just one of many neutron-

scattering techniques available; however, it is one that is very

commonly used. In fact, the demand for this particular neutron

technique is rivalled only by that for small-angle neutron scat-

tering. The close analogy with X-ray powder diffraction makes

the technique very familiar to many practitioners of that tech-

nique. The differences from X-rays are also critical (Sections 2.3.1

and 2.3.2), since these are the means by which neutron diffraction

can obtain information not otherwise accessible. In this chapter

we have included descriptions of the various types of neutron

source, the neutron powder diffractometers installed at these

sources, and a selection of routine and more specialized appli-

cations. Demand for the technique is expected to continue,

buoyed by further developments in instrumentation and the

exploration of new applications.
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Figure 2.3.27
Elements of a typical mechanical testing machine used for applying
uniaxial stress (pressure) to samples on an engineering neutron
diffractometer. This example of a 100 kN device is from the instrument
ENGIN-X at the ISIS facility, UK. (Credit: STFC.)

Figure 2.3.28
(a) Cross section and (b) exterior of a self-loading die for the study of
stresses in granular materials.
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J.-M. Zuo, J. L. Lábár, J. Zhang, T. E. Gorelik and U. Kolb

2.4.1. Introduction

Electron powder diffraction is commonly performed in trans-

mission geometry inside a transmission electron microscope

using �80–300 kV high-energy electrons with wavelengths from

0.0418 to 0.0197 Å (Cowley, 1992; Peng et al., 2004). The incident

electron beam can be as small as a few nm or as large as tens of

mm in diameter. Transmission electron powder diffraction can be

obtained from randomly oriented nanocrystalline or amorphous

materials. The short electron wavelengths allow the observation

of powder diffraction rings over a large range of S (= sin �=�).
Electron powder diffraction can also be performed using the

Bragg reflection geometry in reflection high-energy electron

diffraction (RHEED) with 10–30 kV electrons (Ichimiya &

Cohen, 2004). RHEED has a limited penetration depth and

therefore is mostly used for the study of supported nanoparticles.

Because the electron beam can be formed into a small probe

using electromagnetic lenses in a transmission electron micro-

scope, electron diffraction has the advantage of being able to

address individual particles in a powder as single crystals. Single-

crystal electron diffraction data are often used for the determi-

nation of unit-cell parameters (Zuo, 1993; Zuo et al., 1998;

Gramm et al., 2006; Sun et al., 2009; Kolb et al., 2006; Zhuang et

al., 2011), phase identification (Gramm et al., 2006) or quantita-

tive structural analysis (Vincent & Exelby, 1991; Jansen et al.,

1998; Tsuda & Tanaka, 1999; Hovmoller et al., 2002; Sun et al.,

2009; Gorelik et al., 2010; Mugnaioli et al., 2012), or in combi-

nation with X-ray and neutron powder diffraction for structure

determination (Wu et al., 2006; Baerlocher et al., 2007; McCusker

& Baerlocher, 2009).

The principle of electron diffraction is similar to that of X-ray

diffraction. Both use atomic scattering and interference of the

scattered waves to probe the atomic structure. The difference is

that electrons are charged particles and interact with both the

electrons and nucleus of the atom with a large elastic scattering

cross section (several orders of magnitude larger than that of

X-rays). The combination of short wavelength, the large scat-

tering cross section and the small electron beam makes electron

powder diffraction a powerful technique for the analysis of

amorphous or nanocrystalline thin films, nanoparticles and

‘small’ crystals in general (see Fig. 2.4.1 for an example).

A drawback of the strong interaction of electrons with matter

is the presence of multiple-scattering effects. In X-ray diffraction,

the measured integrated intensity is often less than predicted by

the theory for an ideally imperfect crystal (because of extinction)

but larger than predicted by the theory for an ideal perfect

crystal. There are two types of extinction: primary and secondary.

Primary extinction describes the multiple scattering within a

single mosaic block. Primary extinction diminishes the intensity

when the mosaic blocks are so large that they behave as frag-

ments of perfect crystals. The effect of electron multiple scat-

tering is similar to primary extinction in X-ray diffraction, except

the electron extinction length is short and comparable with the

sample thickness. Strong extinction can be an issue when analysis

based on kinematical diffraction (single-scattering) theory, as in

X-ray powder diffraction, is used for electron diffraction inten-

sities; thus dynamic theory, which takes into account multiple

scattering of the incident and diffracted waves inside a crystal, is

necessary. Secondary extinction also occurs in electron powder

diffraction. However, so far there is no satisfactory treatment of

this effect in electron diffraction. For small nanoparticles or

nanocrystalline thin films the electron multiple-scattering effects

are typically reduced, so quantitative structural information can

be extracted from electron powder diffraction using the kine-

matical approximation (Cockayne &McKenzie, 1988; Ishimaru et

al., 2002; Chen & Zuo, 2007; Cockayne, 2007). Recent studies

have demonstrated that multiple-scattering effects can be

significantly reduced by averaging over a range of crystal orien-

tations using precession electron diffraction (Vincent & Midgley,

1994; Gjonnes et al., 1998; Gemmi et al., 2003; Own et al., 2006;

Oleynikov & Hovmoller, 2007). The same benefit is expected in

electron powder diffraction with 360˚ orientation averaging.

The quality of electron powder diffraction work has also

benefited from the development of TEM (transmission electron

microscopy) technologies. The adoption of field emission guns

(FEGs) in conventional transmission electron microscopes led to

the development of electron sources with high brightness, small

probe size and improved coherence. Electron energy filters, such

as the in-column� energy filter, allow a reduction of the inelastic

background due to plasmon scattering, or higher electron energy

losses, with an energy resolution of a few eV (Rose & Krahl,

1995). The development of array detectors, such as charge-

coupled device (CCD) cameras or image plates, enables the

recording of entire powder diffraction patterns and direct

quantification of diffraction intensities over a large dynamic

range that was not possible earlier (Zuo, 2000). The latest

Figure 2.4.1
An electron powder diffraction pattern recorded on an imaging plate
from a polycrystalline Al thin film using selected-area electron
diffraction geometry with 200 kV electrons.

International Tables for Crystallography (2018). Vol. H, Chapter 2.4, pp. 102–117.
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development in time-resolved electron diffraction at a time

resolution approaching femtoseconds (Elsayedali & Herman,

1990; Siwick et al., 2003) will significantly improve the ability to

interrogate structures at high spatial and time resolution.

Irradiation of both organic and inorganic materials with an

electron beam can cause severe modification of the structure. The

amount of energy deposited into the material can be estimated

through the ratio of the elastic and inelastic scattering cross

sections. For carbon the ratio for electrons (300 keV) and X-rays

(with a wavelength of less than 1 Å) is comparable, meaning that

the radiation damage caused by these sources is on the same scale

(Henderson, 1995). Electron radiation damage is caused by all

kinds of ionization processes, including bond breakdown and

subsequent recombination of radicals and active molecular

species. Inorganic materials can show knock-on damage (atomic

displacement) or sputtering effects (loss of atoms). This damage

may lead to a total structural collapse. The collective damage due

to electron radiation is quantified using the electron dose and

electron dose rates. In many cases the damage can be reduced by

minimizing the electron dose received by the sample, cryo-

protection, or deposition of a protective conductive layer

(Reimer & Kohl, 2008).

This chapter covers the practical issues and theory of electron

powder diffraction as well as applications for material analysis. A

fundamental description of electron diffraction can be found in

International Tables for Crystallography, Vol. C (2004) and the

book by Zuo & Spence (2017). The present chapter is subdivided

into seven sections. Sections 2.4.2 and 2.4.3 cover the theory

and the experimental setup of an electron powder diffraction

experiment using transmission electron microscopes, respectively.

Sections 2.4.4 and 2.4.5 discuss the application of electron powder

diffraction data to phase and texture analysis and related tech-

niques. Rietveld refinement with electron powder diffraction data

is a relatively new field; this is discussed in Section 2.4.6. The last

section reviews pair distribution function (PDF) analysis using

electron diffraction data.

2.4.2. Electron powder diffraction pattern geometry and intensity

By J.-M. Zuo and J. L. Lábár

The powder diffraction rings in transmission geometry appear

where the cone of diffracted electron beams intersects the Ewald

sphere. The intersection creates a ring of diffracted beams, which

is then projected onto the planar detector (see Fig. 2.4.2) with a

radius (R) according to

R ¼ L tan 2�B: ð2:4:1Þ
Here �B is the Bragg diffraction angle and L is the camera length.

The d-spacing can be obtained by measuring the length of R in

an experimental diffraction pattern using

d ¼ �

2 sin �B
: ð2:4:2Þ

The electron wavelength is determined by the electron accel-

erating voltage (�), in volts:

� ¼ h

ð2me�Þ1=2 ’
1:226

½�ð1þ 0:97845� 10�6�Þ�1=2 : ð2:4:3Þ

The wavelength of high-energy electrons is relatively short. For

200 kV electrons, the wavelength is 0.025 Å and the Bragg angle

is very small. For example, for d = 2.5 Å the electron scattering

angle � is 5 mrad. For a small Bragg angle one can use the

approximation sin � ’ tan � ’ �. This gives the relationship

d ’ L�

Rd
: ð2:4:4Þ

At large scattering angles with sin �=� 2 Å�1 or greater, a better

approximation is given by (Cowley & Hewat, 2004)

d ’ L�

R
1þ 3R2

8L2

� �
: ð2:4:5Þ

The camera length L can be determined using a sample with

known d-spacings, while the electron wavelength or acceleration

voltage can be calibrated using high-order Laue zone (HOLZ)

lines in convergent-beam electron diffraction (CBED) patterns

(Zuo, 1993).

For a small parallelepiped crystal fully illuminated by a

coherent electron beam of intensity I0, the kinematic diffraction

intensity is given by

ISC ¼ I0
Fhkl

�� ��2
L2

(
sin½�Shkl � N1a�
sin½�Shkl � a�

sin½�Shkl � N2b�
sin½�Shkl � b�

sin½�Shkl � N3c�
sin½�Shkl � c�

)2

;

ð2:4:6Þ
where N1, N2 and N3 are the number of unit cells along the three

axis directions, and Fhkl is the electron structure factor of the hkl

reflection:

Figure 2.4.2
Schematic diagram of the Ewald sphere construction and the geometry for recording electron diffraction patterns.
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Fhkl ¼
Pn
i¼1

f ei Ti exp½2�iðhxi þ kyi þ lziÞ�: ð2:4:7Þ

Here T is the atomic displacement factor, which accounts for

atomic thermal vibrations, and the electron atomic scattering

factor fi
e is defined by equation (4.3.1.13) in International Tables

for Crystallography, Vol. C (2004). For a reflection with the

scattering vector ghkl the deviation from the Bragg condition of

the hkl reflection is expressed by the excitation error Shkl:

k� k0 ¼ ghkl þ Shkl: ð2:4:8Þ
The diffraction intensity recorded in a powder diffraction

pattern is the integrated intensity over the crystal orientation and

the detector area. A change in crystal orientation leads to a

change in the excitation error normal to the diffracted beam in

the plane of Bragg reflection. The integration in these three

directions is equivalent to integration over the reciprocal-space

volume around the Bragg peak. The result gives the diffraction

power of a sample with a large number of crystallites for the hkl

reflection as (Warren, 1990)

Phkl ¼ I0
�2mhklVsampledhkl

2V2
c

Fhkl

�� ��2; ð2:4:9Þ

where Vsample is the sample volume, mhkl is the multiplicity of the

reflection based on the symmetry-equivalent number of hkl

reflections, and Vc is the volume of the unit cell. For randomly

oriented powder samples, the diffraction power is uniformly

distributed over the bottom edge of a cone of half apex angle

2�hkl and height L, and the peak intensity is more appropriately

described by the power per unit length of the diffraction circle

(Vainshtein, 1964):

Ik ¼
Phkl

2�L sin 2�hkl
¼ I0

4�L

�d2hklmhklVsample

V2
c cos �hkl

Fhkl

�� ��2: ð2:4:10Þ

Here cos �hkl ’ 1 is a good approximation for electron diffraction

and this formula is presented in equation (2.4.1.3) in International

Tables for Crystallography, Vol. C (2004).

The kinematic approximation in electron diffraction is valid

only for very small crystals. Defining the validity of the kinematic

approximation for different crystals has been difficult and the

subject of extensive debate (Blackman, 1939; Vainshtein, 1964;

Turner & Cowley, 1969; Cowley, 1995). For single-crystal electron

diffraction, numerous studies using CBED have demonstrated an

almost perfect fit to experimental diffraction intensities using

dynamic theory. Using this fitting approach, experimental

structure-factor amplitudes and phases can be measured through

a refinement process with high accuracy (Saunders et al., 1995;

Tsuda et al., 2002; Zuo, 2004). However, this approach requires

knowledge of the approximate crystal structure and can rarely be

used for powder electron diffraction, where unknown crystal

structures are often studied. In developing a theory for the

integrated intensity for powder electron diffraction, the magni-

tude of the dynamic effect and its dependence on crystal orien-

tations, defects, thickness variations and crystal shape must be

considered. In X-ray and neutron diffraction, the combination of

these factors led to the highly successful kinematical theory of

ideal imperfect crystals with randomly distributed mosaic blocks.

For electron diffraction, an all-encompassing theory of integrated

intensity has been elusive because of the small electron coher-

ence length, which is much less than the size of typical mosaic

blocks detected by X-ray and neutron diffraction, and strong

scattering. An approximation has been developed to take

account of dynamical scattering using the two-beam theory

(Blackman, 1939). Under this approximation, the integrated

dynamic intensity Id over a large range of excitation is given by

the expression

Id / Fhkl

�� �� RAhkl

0

J0ð2xÞ dx: ð2:4:11Þ

Here

Ahkl ¼
�� Fhkl

�� ��t
Vc cos �hkl

’ �� Fhkl

�� ��t
Vc

; ð2:4:12Þ

where t is the thickness of the crystallite along the electron-beam

direction, � is the relativistic constant of electrons and J0(2x) is

the zero-order Bessel function. For a very small value of Ahkl the

Bessel function J0(2x) is nearly constant with a value of 1 and the

diffraction intensity approaches that of the kinematical limit.

From this, the following formula can be derived for the dynamical

intensity:

Id ¼
I0

4�L

d2hklmhklVsample

Vc�t
Fhkl

�� �� Z
Ahkl

0

J0ð2xÞ dx: ð2:4:13Þ

For very large Ahkl, the integral over the Bessel function

approaches the value of 1/2 and in this case the diffraction

intensity is proportional to the structure-factor amplitude instead

of its square as predicted by kinematical theory.

The extent of dynamic effects that can be reduced by

averaging over crystal orientations has been demonstrated by

precession electron diffraction (PED). This technique was

originally developed by Vincent &Midgley (1994) to improve the

single-crystal electron diffraction intensities for structural

analysis. In PED, the incident electron beam is tilted and

precessed along a conical surface that is centred on the electron

optical axis. Below the crystal, the diffraction pattern is tilted

back with the position of the direct beam remaining approxi-

mately constant during precession. The diffraction pattern then

generally appears similar to a conventional electron diffraction

pattern. The measured diffraction intensity, however, is a double

integration over the two-dimensional detector and the incident-

beam angles defined by the precession cone surface. Experi-

mental and theoretical studies of PED integrated intensities

have shown an overall ‘more kinematical’ behaviour with less

sensitivity to crystal thickness and exact orientation than for

conventional electron diffraction patterns. Simulations also

showed that the dynamical effects are still present in the PED

integrated intensities, but the extent of the dynamic effect as

measured by the correlation between the integrated intensity and

the squared amplitude of the structure factor follows the

empirical rules:

(i) The correlation increases with the precession angle.

(ii) The correlation is more pronounced for higher-order

reflections than lower-order ones, for which the integration

over the different excitation error is less complete.

(iii) The correlation also improves as the crystal thickness

decreases.

In the electron powder diffraction of randomly oriented crys-

tals, the angular integration is performed over the entire solid

angle. Zone-axis patterns with enhanced dynamical interaction

between the diffracted beams are also included in this solid angle.

However, the overall probability for a crystal to be in exact zone-

axis orientation is very small, even if the zone axis is defined
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within a wedge of tens of milliradians. Thus, powder electron data

generally tend to be more kinematical than single-crystal data.

2.4.3. Electron powder diffraction techniques

By J.-M. Zuo and J. Zhang

The basic setup for electron powder diffraction uses a transmis-

sion electron microscope equipped with an area electron detector

(photographic film, CCD camera etc.). Thin films, such as amor-

phous carbon or holey carbon films supported on metal grids, are

typically used to support powder samples, which are then

mounted and inserted into the transmission electron microscope

inside a TEM sample holder. Solid free-standing thin films can be

placed directly on top of a metal grid.

The electron beam used for a powder electron diffraction

experiment is shaped using electromagnetic lenses. A modern

transmission electron microscope uses at least three sets of

magnetic lenses for the illumination system: condensers I and II,

and the objective prefield. The prefield is part of the objective

lens system before the sample acting as a lens. Some transmission

electron microscopes come with an additional condenser lens

(condenser III, or condenser mini-lens), which can be used for

nanodiffraction. These lenses are used in various combinations to

set up electron illumination for selected-area electron diffraction

(SAED) or nano-area electron diffraction (NAED) (Zuo, 2004).

The major difference between these two is the area of illumina-

tion, which is controlled by the strength (or focal length) of the

condensers II and III.

An issue to be considered during setup of the electron beam

for powder diffraction is the electron lateral coherence length. In

a transmission electron microscope, the electron coherence is

defined by the coherence length seen at the condenser aperture.

According to the Zernike–Van Cittert theorem, the degree of

coherence between electron wavefunctions at two different

points far away from a monochromatic electron source is given by

the Fourier transform of the source intensity distribution

(Cowley, 1999). If we assume that the source has a uniform

intensity within a circular disc, the coherence function is then

given by �J1ð��r=�Þ=�r with J1 being the first-order Bessel

function, r the radial distance at the aperture and � the angle

sustained by the electron source. The lateral coherence length L,

which is often referred to in the literature, is defined by r at the

first zero of J1, which has the value of L ¼ 1:2�=�. The source

seen by the condenser aperture inside a transmission electron

microscope is the source image formed after the condenser-I lens.

For a Schottky emission source, the emission diameter is between

20 and 30 nm according to Botton (2007). For a condenser

aperture placed 10 cm away from the electron source image, a

factor of 10 source demagnification provides a coherence length

from 100 to 150 mm. When a smaller condenser aperture is used,

such as in NAED, the electron beam can be considered as

approximately coherent and the lateral coherence length on the

same is limited by the beam convergence angle � with

Lsample ¼ 1:2�=�.

2.4.3.1. Selected-area electron diffraction (SAED)

SAED is formed using the transmission electron microscope

illumination, which is spread out over a large area of the

specimen to minimize the beam convergence angle. The diffrac-

tion pattern is first formed at the back focal plane of the objective

lens and then magnified by the intermediate and projector lenses

(only one is shown) onto the screen or electron detector (Fig.

2.4.3). The recorded diffraction pattern is from an area of interest

selected by placing an aperture in the conjugate (imaging) plane

of the objective lens. Only electron beams passing through this

aperture contribute to the diffraction pattern. For a perfect lens

without aberrations, electron beams recorded in the diffraction

pattern come from an area that is defined by the image of the

selected-area aperture at the specimen plane. The aperture image

is demagnified by the objective lens. In a conventional electron

microscope, rays at an angle to the optic axis are displaced away

from the centre because of the spherical aberration of the

objective lens (Cs) as shown in Fig. 2.4.3. The displacement is

proportional to Cs�
3, where � is twice the Bragg angle. The

smallest area that can be selected in SAED is thus limited by the

objective lens aberrations. This limitation is removed by using an

electron microscope equipped with a transmission electron

microscope aberration corrector placed after the objective lens

(Haider et al., 1998).

The major feature of SAED is that it provides a large illumi-

nation area, which is beneficial for recording diffraction patterns

from polycrystalline samples as it leads to averaging over a large

volume (for example, a large number of nanoparticles). SAED

can also be used for low-dose electron diffraction, which is

required for studying radiation-sensitive materials such as

organic thin films.

2.4.3.2. Nano-area electron diffraction (NAED)

NAED uses a small (nanometre-sized) parallel illumination

with the condenser/objective setup shown in Fig. 2.4.4 (Zuo et al.,

2004). The small beam is achieved by reducing the convergence

angle of the condenser-II crossover and placing it at the focal

plane of the objective prefield, which then forms a parallel-beam

illumination on the sample for an ideal lens. A third condenser

lens, or a mini-lens, is required for the formation of a nanometre-

sized parallel beam. For a condenser aperture of 10 mm in

diameter, the probe diameter is �50 nm with an overall magni-

fication factor of 1/200 in the JEOL 2010 electron microscopes

(JEOL, USA). The smallest beam convergence angle in NAED is

Figure 2.4.3
Schematic illustration of selected-area electron diffraction in conven-
tional TEM. (Provided by Jun Yamasaki of Nagoya University, Japan.)
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limited by the aberrations of the illumination lenses. A beam

convergence angle as small as �0.05 mrad has been reported

(Zuo et al., 2004). A diffraction pattern recorded using NAED is

similar to one recorded by SAED. The major difference is that

the diffraction volume is defined directly by the electron probe in

NAED. Since all electrons illuminating the sample are recorded

in the diffraction pattern, NAED in an FEG microscope also

provides higher beam intensity than SAED (the probe current

intensity using a 10 mm condenser-II aperture in a JEOL 2010F is

�105 e s�1 nm�2) (Zuo et al., 2004).

The small probe size is most useful for studying a small section

of thin films or for selection of nanoparticles for powder

diffraction. The small beam size reduces the background in the

electron diffraction pattern from the surrounding materials.

2.4.3.3. Sample preparation

The success of an electron powder diffraction experiment to a

large extent depends on sample preparation. The powder sample

has to be suitable for electron-beam observation, and the sample

also needs to be compatible with the vacuum environment of the

microscope. In situ experiments can be carried out using special

holders for cooling, heating and cryogenic or environmental

transfer. Special microscopes are also available to provide a

gaseous or ultra high vacuum environment for the investigation

of structures under a gas or at ultra low pressure, or in situ sample

preparation.

The observed area of the sample must be electron transparent,

i.e. have a thickness of less than or comparable to the inelastic

mean free path of electrons. The inelastic mean free path

increases with the electron voltage (Egerton, 2011). The typical

sample thickness ranges from a few tens to hundreds of nano-

metres for 200 kV high-energy electrons (see Table F.1 in Zuo &

Spence, 2017).

The sample-preparation techniques can be divided into three

categories: (i) bulk-based for bulky materials and supported thin

films, (ii) powder-based techniques and (iii) free-standing thin

films over a supporting grid prepared by vacuum evaporation or

sputtering.

The bulk-based techniques involve mechanical cutting, thin-

ning/polishing and perforation. An ion beam is typically used in

the last step of perforation to create a thin area around the edge

of a hole for electron-beam observation. Chemical and electro-

lytic methods are also often used for preparing electron-

transparent samples. While these methods have been applied to a

broad range of materials, they are mostly used for metals or

semiconductors to create smooth sample surfaces free from

defects or sample heating caused by ion-beam irradiation.

Mechanical thinning and polishing are sometimes done with a

wedge angle with the help of a tripod. The thin region next to the

edge only requires a brief ion-beam bombardment to make it

electron transparent. A detailed description of traditional

sample-preparation techniques for TEM can be found in Barna &

Pécz (1997). The above techniques are applicable to both thin

films and bulk nanocrystalline materials. The powder-based

techniques use dispersion of powders on thin supporting films

placed on metal grids specially made for TEM observations. This

technique is most suitable for nanoparticles. For micron or larger-

sized powders, additional grinding is used to produce smaller

particles. The most commonly used supporting films are contin-

uous amorphous carbon films, holey carbon films, networked

carbon fibres (lacey carbon), amorphous silicon nitride and SiOx.

For amorphous carbon films, an ultra thin version is available

which is especially useful for nanoparticle samples.

A recent development in TEM sample preparation is the use of

a focused ion beam of Ga+ ions for cross-sectioning a sample. The

focused ion beam can drill a precise hole in the sample. The same

ion beam can also be scanned over a sample surface to form an

image by collecting the secondary electrons or ions generated by

the beam. The ion column can be integrated into an electron

column in a scanning electron microscope in the so-called dual-

beam configuration. An image can be formed using either elec-

trons or ions. Most often the electron beam is used for sample

inspection, while the ion beam is used for patterning and milling.

This allows precise control over the position and thickness of the

cross section, which is very practical for characterization of

Figure 2.4.4
Schematic illustration of electron nanoprobe formation using a
combination of condenser lenses (II and III) and the objective lens.
The beam divergence angle is kept at a minimum by forming a crossover
at the front focal plane of the objective lens. An image of an
experimental electron nanoprobe is shown on the right with a carbon
nanotube contained inside the probe.

Figure 2.4.5
Sample preparation and lift-out using a focused ion beam (FIB). A thin
section of the sample is cut out using the FIB and attached to a
mechanical probe for lift-out (inset). The image shows the lift-out section
containing ZnO nanoparticles in bright dot-like contrast supported on an
Si substrate.
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semiconductor devices or failure analysis in general (Fig. 2.4.5).

Further details about ion-beam techniques can be found in Lábár

& Egerton (1999) and Orloff et al. (2002). For a comprehensive

review of sample-preparation techniques for TEM, see Őzdöl et

al. (2012).

2.4.3.4. Diffraction data collection, processing and calibration

Experimental electron powder diffraction data are collected

using two-dimensional area electron detectors. Experimental

issues involved in the diffraction-pattern recording procedure are

electron optical alignment, diffraction-pattern collection and

calibration, with particular care taken in adjusting the specimen

height position (eucentric position), selection of a suitable

illumination-beam convergence angle and diffraction-camera

length, and finally projector-lens focusing. The diffraction-camera

length is determined by the setting of intermediate and projector

lenses in combination with the objective lens. To calibrate the

diffraction-camera length, a standard sample is placed in the

eucentric position of the objective lens at the standard focus. At

this setting, the specimen plane is conjugate to the selected-area

aperture (Fig. 2.4.3) and the sample image appears in focus. To

obtain a sharp diffraction pattern, the detector plane must be

conjugate to the back focal plane of the objective lens. This can

be achieved by setting up a parallel-beam illumination and

adjusting the intermediate-lens focus length to bring the direct

beam into a sharp focus.

Currently available area electron detectors are CCD and

CMOS cameras, imaging plates (IPs) and photographic film.

While photographic film has a long history of use in electron

microscopy, its limited dynamic range makes it less useful for

electron diffraction data collection. Both CCD cameras and IPs

are digital recorders capable of collecting electron intensity over

a large dynamic range. The crucial characteristics of digital

recording systems are the gain (g), linearity, resolution, detector

quantum efficiency (DQE) and the dynamic range. The gain of a

CCD or CMOS camera can be normalized using a flat-field illu-

mination; the gain in IPs is assumed to be constant. The detector

resolution is characterized by the point-spread function (PSF),

which is roughly the detector’s response to a point-like illumi-

nation. These characteristics for CCDs and IPs have been

compared by Zuo (2000). The intensity of an electron diffraction

pattern recorded with a digital detector is given by

Irecordedði; jÞ ¼ gði; jÞHði; jÞ � Ioriginalði; jÞ þ nði; jÞ; ð2:4:14Þ
where g(i, j) is the detector gain image, H is the PSF of the

detector, n is the detector noise and Ioriginal is the intensity of

scattered electron beams originally received by the detector. The

i and j are the pixel coordinates of the detector. The PSF is

experimentally characterized and measured by the amplitude of

its Fourier transform, or the so-called modulated transfer func-

tion (MTF). The effects of the PSF can be removed by decon-

volution. The Richardson–Lucy method is specifically targeted

for Poisson processes, which can be applied to CCD images (Zuo,

2000). The alternative to the removal of the PSF is to treat it as

part of the peak broadening that can be used to fit the powder

pattern.

The noise in the experimental data is characterized by the

DQE:

varðIÞ ¼ m�gI

DQEðIÞ : ð2:4:15Þ

Here I is the experimentally measured intensity, var stands for

the variance, m is the area under the MTF and �g is the average

gain of the detector. Once the DQE is known, this expression

allows an estimation of the variance in measured intensity, which

is essential for quantitative intensity analysis where the variance

is often used as the weight for comparing experimental and fitted

data.

The performances of CCDs and IPs for electron diffraction

pattern recording are different at different electron dose rates. At

low dose rates, the DQE of the CCD camera is limited by the

readout noise and the dark current of the CCD. IPs have better

performance in the low dose range due to the low dark current

and low readout noise of the photomultipliers used in IP readers.

At medium and high dose rates, the IP signal is affected mostly by

the linear noise due to the granular variation in the phosphor and

instability in the readout system, while for CCDs the noise is

mostly linear noise in the gain image.

Electromagnetic lenses are not perfect and have aberrations

affecting the collected data. In most transmission electron

microscopes, electron diffraction patterns are produced using the

post-specimen magnetic lenses. For electron diffraction, the most

important aberration is the distortion of the projector lens,

causing a shift of an image point. There is no blurring in

diffraction patterns associated with the lens distortion. However,

the distortion affects the overall shape of diffraction patterns.

The distortion is most obvious at low camera lengths, where the

pattern may seem stretched or twisted at high scattering angles.

There are three types of distortion of the same order as the

spherical aberration of the lens. They are called pin-cushion,

barrel and spiral distortions (Reimer, 1984). A distortion can

also arise from the use of an electron energy filter, where a

lower order of distortion can be introduced with the use of non-

spherical lenses (Rose & Krahl, 1995).

For quantitative analysis an electron powder diffraction

pattern recorded on an area detector needs to be integrated into

one-dimensional powder diffraction data (Fig. 2.4.6). The inte-

gration involves four separate steps: (i) identifying areas of the

diffraction pattern for integration, (ii) centring the diffraction

pattern, (iii) applying a diffraction pattern distortion correction,

if there is any, and (iv) integrating intensities for a constant

diffraction angle. Electron powder diffraction patterns can be

recorded on a crystalline support film, which gives sharp

diffraction spots distinct from the powder diffraction rings. The

sharp diffraction patterns from the support film can be excluded

from the powder diffraction intensity integration in step (i) by

using a mask. The same approach can be used to eliminate any

alien features from a diffraction pattern caused, for instance, by

the aperture or the energy filter. The diffraction pattern centring

is based on the analysis of the transmitted beam in the centre of

the pattern. As the transmitted beam is usually very strong and is

often overexposed, finding its centre may be a non-trivial task. In

order to prevent detector damage in the area of the transmitted

beam a beam stop is often used. In this case, the central area in

the pattern may have an irregular shape not suitable for the

centring procedure. Non-distorted diffraction patterns can be

centred by finding the centre of the concentric diffraction rings

either by locating the position of the maximum diffraction peak

intensity along the ring and using these positions to determine

the centre of the ring, or by searching for the centre that gives the

maximum correlation between IðgÞ and Ið�gÞ. For distorted

diffraction patterns, the centring and the distortion correction

must be carried out simultaneously.

The distortion correction requires a powder sample with

known d-spacings. The amount of distortion can be obtained by
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fitting the diffraction ring position Rdð’Þ using a cosine expansion
with

Rdð’Þ ¼ RþPN
n¼1

�Rn cos nð’� ’nÞ; ð2:4:16Þ

where R is the average radius (zero order) of the diffraction ring,

�R represents the amplitude of distortion of order n and ’ is the
azimuthal angle. Once the distortion is calibrated and excluded

from the data, the diffraction intensity integration can be simply

carried out by summing the recorded diffraction intensity

according to the radius using

In ¼
1

N

X
I½i; j�; ð2:4:17Þ

where the sum is taken over Rði; j; i0; j0;�RÞ 2 fn�; ðnþ 1Þ�g.
Here the powder diffraction intensity is integrated in fine discrete

steps along the radius of a diffraction pattern (corresponding to

increasing scattering angle) with an interval of �, the summation

is done over all diffraction pixels that fall between the radius of

n� and (n + 1)� and N is the number of these pixels.

Filtering the inelastic background is an option for electron

microscopes equipped with an electron energy filter. A major

contribution to the inelastic background in electron diffraction

patterns comes from bulk plasmon excitation (Egerton, 2011).

This can be filtered out by dispersing the electrons according to

their energies using magnetic or electrostatic fields inside an

electron energy filter and using a slit of a few eV in width around

the elastic (zero-loss) electron beam. For use with an area elec-

tron detector for electron diffraction, the filter must also have a

double focusing capability to function as an imaging lens. There

are two types of electron imaging energy filters that are currently

employed: one is the in-column � energy filter and the other is

the post-column Gatan imaging filter (GIF). The in-column �
filter is placed between the transmission electron microscope’s

intermediate and projector lenses and can be used in combina-

tion with IPs, as well as with a CCD or CMOS camera. The GIF is

placed after the projector lens and the use of a GIF for electron

diffraction typically requires the transmission electron micro-

scope to be switched to a special low-camera-length setting. For

electron diffraction, geometric distortions, isochromaticity and

the angular acceptance are important characteristics of the

imaging filter (Rose & Krahl, 1995). Geometrical distortions arise

from the use of non-cylindrical lenses inside the energy filter. The

distortion can be caused by optical misalignment, which is an

issue with the GIF with its low camera-length setting. The amount

of distortion can be measured using a standard calibration sample

and corrected using numerical methods. Isochromaticity defines

the range of electron energies for each detector position. Ideally,

this should be the same across the whole detector area. The

angular acceptance defines the maximum range of diffraction

angles that can be recorded on the detector without a significant

loss of isochromaticity (Rose & Krahl, 1995).

2.4.4. Phase identification and phase analysis

By J. L. Lábár

For known structures, powder diffraction patterns can be used for

identification of the crystalline phases and quantification of their

Figure 2.4.6
An example of electron powder diffraction recording for nanodiamonds. (a) A TEM image showing nanodiamond particles supported on amorphous
carbon, (b) the magnified image from the boxed region of (a), and (c) the recorded electron powder diffraction pattern from nanodiamond particles
and the obtained radial intensity profile.
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volume fraction for samples containing multiple phases. These

procedures are usually performed in two steps. First, the candi-

date phases must be selected to produce a shortlist of the

structures that may be present in the sample. Preparation of the

shortlist generally relies on a priori chemical information

[obtained e.g. from energy-dispersive X-ray spectroscopy (EDS)

or electron energy-loss spectrometry (EELS)] to reduce the

number of candidate phases (crystalline structures) that are

searched for (Lábár & Adamik, 2001; Lábár, 2006) in a

comprehensive database such as the Powder Diffraction File

(Faber & Fawcett, 2002). The identification of the crystalline

phases in the experimental data is done through pattern finger-

printing. Final confirmation of phase identification is provided by

the success of quantitative or semi-quantitative phase analysis,

which determines the phase fractions and amount of texture.

In principle, the Le Bail structure-factor extraction (decom-

position) method (see Chapter 3.5) could also be used for elec-

tron diffraction ring patterns from nanocrystals that are small

enough to scatter kinematically or quasi-kinematically (Moeck &

Fraundorf, 2007). The main advantage of this approach would be

that no assumptions about the structure have to be made.

However, none of the methods available for electron diffraction

data follow this approach and identification of crystalline phases

generally follows a different route [qualitative phase analysis

(Lábár & Adamik, 2001) or traditional structural fingerprinting

(Moeck & Rouvimov, 2010)].

After a two-dimensional ring pattern is integrated into a one-

dimensional intensity distribution, the positions and intensities of

peaks are extracted. The positions of the diffraction peaks are

used as minimum information for fingerprinting. For successful

phase identification the largest d values (at the smallest scattering

angles) are crucial. Unfortunately, they are not always listed in

the X-ray diffraction databases (Moeck & Fraundorf, 2007). Use

of diffraction-peak intensities for fingerprinting has limited

validity due to the deviation of electron diffraction intensities

from the kinematic scattering formalism and the possible

presence of texture in the sample. Phase analysis (fingerprinting)

is complete when only one (set of) model structure(s) remains

(out of several candidates listed in the previous step) on the basis

of best fit between the model and the measured diffraction

patterns. The addition of features to the Powder Diffraction File

to make it more useful for phase identification using electron

diffraction data is an active area of development.

Once a structural model is selected, the quantitative fit of

diffraction intensities is performed. The quantitative modelling

requires knowledge of the atomic positions within the unit cell.

Atomic coordinates are not listed in the older PDF-2 database,

but are given for many phases in the PDF-4+ database that

combines five collections provided by different institutions. There

are also open databases, like COD (http://www.crystallo-

graphy.net/cod/), NIMS_MatNavi (http://crystdb.nims.go.jp/

index_en.html) or AMCDS (http://rruff.geo.arizona.edu/AMS/

periodictable.php). They also list atomic coordinates and can

export structure data as CIF files.

For calculation of the electron structure factors, the electron

atomic scattering factors are given in International Tables for

Crystallography, Vol. C (2004). In the case of kinematical scat-

tering, the intensity is proportional to the square of the electron

structure factor Fhkl. If necessary, an absorption correction can be

performed using the Weickenmeier & Kohl (1991) formalism.

Application of the quasi-kinematic formalism paves the way to

giving an estimate of grain size in the beam direction (Lábár et al.,

2012). However, there is no straightforward correlation of this

value with the actual crystal size or the thickness of the TEM

sample. The grain size coming from the quasi-kinematic formula

is also different from the size of the coherently scattering

domains that could be determined from the broadening of the

diffraction peaks (Ungár et al., 2001), which is related to the

lateral size of the crystallites (grains, particles) in the TEM

sample.

In addition to peak positions and intensities, the peak shape

and the background intensity have to be fitted. The pseudo-Voigt

peak shape is most frequently used in electron diffraction phase

analysis. The background intensity distribution in powder elec-

tron diffraction patterns is modelled empirically. The width of the

diffraction peaks is an empirical parameter in the present

implementation of phase analysis (Lábár, 2009). A Williamson–

Hall type analysis of the variation of the experimentally observed

peak width with the diffraction vector is also possible for simple

profiles with well separated peaks (Gammer et al., 2010);

however, so far it has only been done for single-phase diffraction

profiles with a known material without an attempt to combine it

with phase analysis. Making the peak width dependent on grain

size and defect structure (Ungár et al., 2001) would in principle

also be possible for phase analysis from powder electron

diffraction data, but has not been implemented so far.

Selection of the appropriate structure model is done based on

the value of the goodness-of-fit (GOF) criterion. For a one-

dimensional electron diffraction profile recorded for n pixels, the

GOF is given by

GOF ¼ 1

n� p

Xn
k¼n0

1

wk

ðIexpk � Icalck Þ2; ð2:4:18Þ

where p is the number of parameters used in fitting, wk is a

relative weight of the intensity value at the kth pixel, and I
exp
k and

Icalck are the experimentally measured and calculated intensity

values for the kth pixel, respectively.

Structure models are described in parametric form (including

experimental parameters, peak-shape parameters together with

volume fractions of the phases and their fibre-textured compo-

nents: p parameters altogether) and the p-dimensional parameter

space is explored to calculate the GOF. The model with the

smallest GOF is accepted. In phase analysis the best match is

searched for by using the downhill simplex algorithm (Nelder &

Mead, 1965). The semi-global simplex was found to be robust and

allowed easy escape from local minima (Zuo & Spence, 1991)

when used for fitting CBED patterns.

For polyphasic diffraction profiles, the volume fraction of

phases is calculated at the end of the fitting procedure. It is

assumed that the net diffraction intensity in each pixel is a linear

combination of contributions of the individual phases (random

and textured fractions are treated as independent model

components). The over-determined set of equations is solved

using least-squares minimization. The number of equations is

reduced, while keeping the information content of all equations,

by forming matrix A as

ai;j ¼
P
k

ModelkðiÞModelkðjÞ; ð2:4:19Þ

where summation is performed for all pixels k for the model

functions of the ith and jth phases, and vector b as

bi ¼
P
k

ðMeasuredk � BackgroundkÞModelkðiÞ: ð2:4:20Þ

The coefficients of the linear combination are obtained by solving

for vector x the matrix equation Ax = b using matrix inversion.
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The coefficients of this linear combination [xðiÞ] put the

intensities of the peaks in phase i on the absolute scale. Imax(i),

the intensity calculated on the absolute scale for the strongest

(100%) diffraction peak of phase i, gives the intensity diffracted

by one unit cell (structure factors are calculated for the atoms of

one unit cell). Then x(i)/Imax(i) is the number of unit cells of

phase i in the analysed volume. Consequently, the volume

extended by phase i in the analysed volume is VðiÞxðiÞ=ImaxðiÞ,
where V(i) is the volume of the unit cell of phase i. The volume

fraction of phase fi is then given by

fi ¼
VðiÞxðiÞ
ImaxðiÞ

�X
i

VðiÞxðiÞ
ImaxðiÞ

: ð2:4:21Þ

In addition to volume fractions of phases and their fibre-textured

components, the same method can determine the variation

(contraction, dilation, distortions) of the unit cell, provided

experimental parameters specific to electron diffraction (e.g. the

camera length and pattern distortion) are properly calibrated.

The reliability of the camera-length calibration (systematic error)

is usually around 2% (Williams & Carter, 2009); in the best cases

accuracy of better than 0.3% has been reported (Lábár et al.,

2012). Consequently, only large variations in the lattice para-

meter can be determined reliably from powder electron diffrac-

tion data and the typical accuracy of powder X-ray diffraction

cannot be attained.

There are two main advantages of phase analysis from powders

by electron diffraction compared with X-ray diffraction. First,

much smaller volumes can be studied. Diffraction information

can be collected from thin layers of a few tens of nanometres

thickness, enabling precise identification of the inspected volume.

If needed, different lateral sections from different depths

of a bulk sample can be studied by TEM, thus providing

three-dimensional information about the sample. In a non-

homogeneous sample, electron diffraction data can be collected

from different areas, allowing detection of different phases or

texture components at a spatial resolution and sensitivity

superior to X-ray diffraction methods (Lábár et al., 2012).

The accuracy of the phase-content identification in a mixture

for the major components is around 10–15% (Lábár et al., 2012).

The detection limit depends on the scattering power of the

component. A weakly scattering phase of Cr in a strongly scat-

tering matrix of Ag could only be detected at the content of 2%,

while the presence of 5% Ag in a relatively weakly scattering Ni

matrix allowed full quantification of the two phases (Lábár et al.,

2012). Thus, generally 5% (by volume) is accepted as the

detection limit for powder electron diffraction experiments.

2.4.5. Texture analysis

By J. L. Lábár

The orientation distribution in a polycrystalline (nanocrystalline)

TEM sample (used for powder electron diffraction) can either be

random or a large fraction of grains can favour a special direc-

tion, i.e. the sample is textured. The texture can originate from

the non-spherical shape of the particles (as in sedimentation

geology or drop-drying of a suspension of nanoparticles on a

TEM grid) or from energetic and/or kinetic conditions during

nucleation and growth of grains in the formation of polycrystal-

line thin films on a substrate or, alternatively, the texture can be a

result of mechanical deformation (as in drawing wires or rolling

sheets of metals). Although the distribution of the preferred

orientations can be very different, a few general types are

frequently observed.

In the simplest case only one preferred-orientation vector

characterizes the sample and the orientations of the grains are

distributed arbitrarily around that direction. This situation is

called fibre texture (single-axis texture). The most typical repre-

sentatives of this texture class are sedimentation platy particles

on a flat surface where the preferred-orientation vector is normal

to the flat face of the particles, or a drawn metal wire where the

preferred-orientation vector is directed along the wire axis.

Another texture type frequently observed in the sedimentation

of rod-shaped particles is described by the preferred-orientation

vector being confined within a plane, but being arbitrarily

oriented within this plane. Rolling of metal sheets results in

other, more complex, but well characterized texture types:

‘copper-type’, ‘brass-type’ and ‘S-type’ (Mecking, 1985).

There are different ways to handle texture with electron

diffraction. One approach is to collect the orientation informa-

tion from individual nanograins in an automated area scan and

reconstruct pole figures and inverse pole figures on a medium-

sized population of grains (Rauch et al., 2008). In principle, this is

a single-crystal method analysing the information from an

assembly of crystals. The Russian crystallography group devel-

oped the theory of arcs in oblique texture and used such textured

patterns in structure analysis (Vainshtein, 1964; Vainshtein &

Zvyagin, 1992). The TexPat software (Oleynikov & Hovmoller,

2004) was designed and effectively applied to determining unit-

cell parameters and refining structure from oblique textured

electron diffraction patterns. Tang et al. (1996) developed a

method to determine the axis of texture and distribution of

directions around that axis. The March–Dollase model (Dollase,

1986) for the description of pole densities was adapted for elec-

tron diffraction and used for the simulation of ring patterns (Li,

2010); however, no attempt was made to determine the phase

fractions or textured fractions automatically.

A simplified automatic treatment of texture was implemented

in the ProcessDiffraction software (Lábár, 2008, 2009). Partial

texture is approximated by a linear combination of an ideally

sharp fibre texture and a random distribution of components.

Both the textured and the random components are treated as

separately determined volume fractions during quantitative

phase analysis (see Section 2.4.4). The advantage of the method is

that the determination of the textured fraction is combined with

simultaneous handling of a quasi-kinematic scattering by the

Blackman approximation, and these two effects, which both

modify the relative intensities, are treated simultaneously on a

unified platform.

The application of the most general method for determining

texture from powder electron diffraction patterns is restricted to

the thinnest samples where kinematic scattering holds (Gemmi,

Voltolini et al., 2011). The method consists of recording a set of

powder electron diffraction patterns at defined tilt steps of the

two-axis goniometer, covering a considerable part of the solid-

angle range usually used for recording pole figures. Azimuthal

sections are integrated separately in 10˚ steps. The resulting large

three-dimensional data set is fed into a variant of the Rietveld

method called MAUD (Lutterotti et al., 1997), which has built-in

scattering factors for electrons. The orientation density function

(ODF) is determined from the measured data by discretization of

the orientation space. For texture fitting the EWIMV algorithm is

used (Lutterotti et al., 2004), which can be applied with irregular

pole figure coverage and includes smoothing methods based on a

concept of the tube projection. Pole figures from the smoothed
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ODF were obtained for both sediment aggregates and evapo-

rated thin films (Gemmi, Voltolini et al., 2011).

2.4.6. Rietveld refinement with electron diffraction data

By T. E. Gorelik and U. Kolb

The Rietveld refinement method was initially developed for

neutron diffraction data (Rietveld, 1967, 1969). It has now

become a standard technique which is extensively used with

neutron, laboratory X-ray and synchrotron diffraction data. A

detailed description of the method can be found in Chapter 4.7.

Compared with the popularity of Rietveld refinement in X-ray

and neutron powder diffraction, its application to powder elec-

tron diffraction data is very limited. So far, Rietveld refinement

with electron diffraction data has only been done for nanocrys-

talline Al, �-MnS (Gemmi, Fischer et al., 2011), hydroxyapatite

(Song et al., 2012), intermetallic AuFe (Luo et al., 2011), TiO2

(Weirich et al., 2000; Tonejc et al., 2002; Djerdj & Tonejc, 2005,

2006) and MnFe2O4 (Kim et al., 2009). An example of a fit with

powder electron diffraction data obtained by Rietveld refinement

for hydroxyapatite is shown in Fig. 2.4.7.

Two major factors limit the application of Rietveld refinement

to electron powder diffraction. First, electron powder diffraction

data are collected from a sample volume far smaller than that

used in an X-ray experiment. Therefore, the average statistics are

poor compared with those of X-ray data. Nevertheless, electron

powder diffraction data from a small sample area or thin films can

give specific information which is difficult to obtain using other

methods. Second, the presence of dynamical effects in the elec-

tron diffraction data hinders quantitative assessment of reflection

intensities. Dynamical effects are strongest in zone-axis electron

diffraction geometry, when many beams belonging to the same

systematic rows are excited simultaneously. In powder electron

diffraction crystals are randomly oriented towards the electron

beam, thus making the fraction of zonal patterns low, thereby

reducing the dynamical scattering in the data (see Section 2.4.2

for a more detailed discussion).

Within the limit of kinematical diffraction, the principle of

Rietveld refinement is the same for electrons and X-rays, except

the electron atomic scattering factors are different. The refine-

ment procedure can thus be performed using existing programs if

it is possible to input the scattering factors for electrons. Most of

the reported Rietveld refinements on electron powder diffraction

data have been performed using FullProf (Rodrı́guez-Carvajal,

1993); a refinement in MAUD (Lutterotti et al., 1999) has also

been reported (Gemmi, Voltolini et al., 2011).

Electron powder diffraction patterns are recorded on an area

detector. For a Rietveld refinement the two-dimensional

diffraction patterns have to be integrated into one-dimensional

profiles. The zero shift is treated as for the X-ray data integrated

from a two-dimensional position-sensitive detector. Details about

electron diffraction data processing and calibration are given in

Section 2.4.3.4.

The background in electron powder patterns is a complex

combination of inelastic scattering, scattering from the

supporting film (when it is present) and other factors. For the

Rietveld refinement procedure the background of a one-

dimensional integrated profile is fitted by a polynomial function.

If a supporting thin amorphous carbon film is used, the back-

ground can include broad rings, which after the one-dimensional

integration can produce pronounced broad peaks. These peaks

are difficult to subtract using a model based on a polynomial

function; therefore, these intensities may hamper the powder

diffraction profile matching (Kim et al., 2009). In some cases, the

background can even include radially non-symmetric features

originating from the shape of the tip within the electron source

(see Fig. 2.4.8); it can have blooming due to oversaturated CCD

pixels, or streak shadows due to the fast transmission electron

microscope beam-shutter movement. In these cases, a diffraction

pattern from the adjacent ‘empty’ area of the sample can be

acquired and subtracted from the diffraction pattern of the

material prior to the integration into one dimension. This

procedure allows elimination of some of the artifacts discussed

above, which otherwise after the one-dimensional integration

may be falsely interpreted as diffraction peaks, and are generally

more difficult to fit.

Unit-cell parameters are mostly subject to the error due to the

accuracy of the electron diffraction camera-length calibration.

Although examples have been published showing 0.3% accuracy

of the camera-length calibration, in most cases accuracy of about

2% can be achieved (Williams & Carter, 2009). The effective

camera length depends on many instrumental parameters such as

the convergence of the electron beam, the diffraction lens focus,

the mechanical position of the sample within the objective lens,

or the hysteresis of the electromagnetic lenses. Thus, while the

ratio of the lattice parameters within one aligned diffraction

pattern can be very precise, the absolute values might not be.

Figure 2.4.7
Rietveld analysis result with powder electron diffraction data of
hydroxyapatite. Reproduced from Song et al. (2012) with permission
from Oxford University Press.

Figure 2.4.8
Powder electron diffraction pattern of nanocrystalline gold demon-
strating non-symmetrical background features.



112

2. INSTRUMENTATION AND SAMPLE PREPARATION

Atomic displacement parameters can be refined from electron

powder diffraction data; however, the interpretation of the

results can be manifold. For nanocrystalline materials, which have

a relatively high surface-to-volume ratio, the surface effect can be

enhanced compared with that of the bulk. Thus, the average

atomic displacement factors can increase because of the high

fraction of near-surface relaxed atoms. Consequently, the

isotropic displacement parameter B resulting from the Rietveld

refinement can be relatively high. Local heating (Reimer, 1984)

during the electron illumination may also contribute to higher

average displacement parameters. Finally, if the electron beam

exceeds a material-dependent threshold acceleration voltage, it

can cause knock-on damage (Williams & Carter, 2009) in both

organic and inorganic materials. This is a dynamical process

which can cause both material loss and rearrangement of atoms.

The presence of defects resulting from the rearrangement of

atoms may lead to an increase in the average displacement

factors. Nevertheless, the refinement using polycrystalline

anatase data showed the expected displacement parameters of

1.4 (1) Å2 for Ti and 1.9 (2) Å2 for oxygen (Weirich et al., 2000).

Of all the parameters used during Rietveld refinement, the

displacement parameters and atomic coordinates are probably

the most sensitive to a possible dynamical-scattering contribution

in the data. It is noticeable that after the refinement of the

anatase structure the atomic coordinates converged to reason-

able positions: [0, 1
4, 0.1656 (5)] for oxygen (Weirich et al., 2000)

compared with the previous range obtained in neutron diffrac-

tion studies of [0, 1
4, 0.16686 (5)] (Burdett et al., 1987) to

[0, 14, 0.20806 (5)] (Howard et al., 1991).

The relative ratio of two components in a mixture can be

determined using the Hill–Howard approach (Hill & Howard,

1987): the relative weight of a phase in a mixture of phases is

proportional to the scaling factor of the phase given by the

Rietveld refinement combined with the mass and the volume of

the unit cell of the component. The relative content of a mixture

of anatase and brookite was successfully determined from elec-

tron powder diffraction data (Djerdj & Tonejc, 2005, 2006).

For the modelling of the Bragg reflection shape the Pearson

VII function can be used (Weirich et al., 2000; Kim et al., 2009),

although recently the more popular pseudo-Voigt peak shape

function has been used (Tonejc et al., 2002; Djerdj & Tonejc, 2005,

2006) and provides a satisfactory fit between the experimental

and calculated data.

The average crystalline domain size can be determined using

line-broadening analysis. The measured intensity profile is a

convolution of the physical line profile given by the sample with

the instrumental profile broadening. When expressed in terms of

the scattering angle �, the width of the electron diffraction peaks

is much smaller than that for X-rays. On the other hand, electrons

generally have a smaller coherence length than X-rays. As a

result, for the same material, the effective peak width for electron

diffraction is larger than that for powder X-ray data (Song et al.,

2012). Because of this, it is sometimes difficult to separate the

domain size and the instrumental contributions to the peak

broadening. Therefore, the average domain size obtained after

the refinement procedure should be cross-checked with the

domain size determined from TEM images obtained, for instance,

using the dark-field technique (Williams & Carter, 2009).

In electron diffraction various instrumental parameters can

affect the peak width. The energy spread of the electrons causes

additional broadening of diffracted spots. This effect can be

partially reduced by energy filtering of the diffraction patterns

(Kim et al., 2009; Egerton, 2011). Finally, the electron diffraction

camera length must be large enough that the detector broadening

is much smaller than the peak width, as demonstrated in Fig.

2.4.9: large values of the camera length (‘zoomed in’ diffraction

patterns) result in thinner, better separated peaks.

Preferred orientation can be an issue for electron powder

diffraction: when the powder material is supported on a thin film,

the crystals tend to orient themselves with their most developed

facet facing the support. As a result, the relative intensities of the

diffracted peaks are modified (Kim et al., 2009). Texture within

nanocrystalline powders introduced by the sample preparation

on a support for TEM can be analysed using electron powder

diffraction patterns recorded at different tilt positions of the

sample. Refinement of the preferred orientation of two different

materials – nanocrystalline aluminium and �-MnS powders –

showed that the aluminium particles tend to have strong

preferred orientation due to their facet morphology, while �-MnS

particles are randomly oriented (Gemmi, Fischer et al., 2011).

Although dynamical effects are believed to be reduced for

nanocrystalline materials and additionally reduced by data

collection from non-oriented crystals, the dynamical component

of the scattering cannot be neglected. For the dynamical

correction using the two-beam approximation formalism of

equation (2.4.12), the reader is referred to Section 2.4.2. For a

range of electron-beam energies from 20 to 50 kV it has been

shown that polycrystalline electron diffraction patterns of

aluminium crystals smaller than 9 nm have a dynamical scattering

component below 10% (Horstmann & Meyer, 1962). For poly-

crystalline MnFe2O4 with an average crystal size of 11 nm

measured using a 120 kV electron beam, the ratio of the kine-

matical to dynamical contributions in the structure factor was

about 1:1.5 (Kim et al., 2009). The application of the small (less

than 3%) correction for the dynamical component during Riet-

veld refinement of nanocrystalline intermetallic Au3Fe1�x

improved the refined long-range order parameter of the alloy

(Luo et al., 2011).

In summary, the Rietveld refinement technique applied to

electron powder diffraction data is a new area of research. It can

be successfully carried out for small volumes of nanocrystalline

materials, for which the small electron beam is an advantage.

Results obtained from Rietveld analysis of electron powder

Figure 2.4.9
Electron powder diffraction profiles of gold nanoparticles (range
2–6 nm�1) recorded at different electron diffraction camera lengths.
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diffraction data of nanocrystalline materials are encouraging. The

refinement for powders containing large crystal grains is

problematic because of dynamical scattering present in the data.

There are also uncertainties caused by instrumental effects. The

dynamical effects can be accounted for using the Blackman

formalism, while the influence of diverse instrumental para-

meters needs further systematic study.

2.4.7. The pair distribution function from electron diffraction
data

By T. E. Gorelik and U. Kolb

An extensive description of pair distribution function (PDF)

analysis covering data acquisition, reduction and interpretation

can be found in Chapter 5.7. Here, only a short outline is

presented, concentrating on aspects that are specific to PDFs

obtained by electron diffraction.

Poorly crystalline and amorphous materials exhibit no long-

range order and therefore show no pronounced Bragg peaks in

diffraction patterns. Nevertheless, owing to defined bonding

geometry, these materials do have a specific local arrangement of

atoms, denoted as short-range order. The short-range order can

be analysed using the PDF obtained from the total scattering

profile. The PDF can provide general information about the

degree of order, the character of local atomic packing and the

size of the correlation domains. The total scattering function is

collected over a wide range of reciprocal space and includes not

only the Bragg reflections (if present), but also the diffuse scat-

tering information between them (Egami & Billinge, 2003).

The PDF G(r) represents the probability of finding a pair of

atoms with an interatomic distance r, weighted by the scattering

power of the individual atoms. After normalization and suitable

corrections, the reduced scattering function F(Q) is derived. [In

the PDF analysis, the scattering vector Q, which is related to

the scattering angle � as Q ¼ ð4� sin �Þ=� is used, instead of S =

sin �/�.] The PDF can be calculated by the Fourier transformation

of F(Q) into direct space (Warren, 1990; Egami & Billinge, 2003;

Farrow & Billinge, 2009).

Powder diffraction data for PDF analysis should be measured

over a sufficiently large range of the scattering angle �; therefore,
neutron or synchrotron sources or laboratory X-ray data with a

short-wavelength source (Mo or Ag anode) are used. Powder

electron diffraction data, with their flexibility in electron

diffraction camera length, short wavelength and nuclear scat-

tering at large scattering angles, can also cover the desired large

range of scattering angles and are therefore highly suitable for

PDF analysis. In addition, atoms have a much larger scattering

cross section for electrons than for X-rays or neutrons, allowing

sufficient signal collection from very small volumes. Finally,

electrons can be focused with lenses down to a few nanometres.

All these reasons make electron diffraction analysis attractive for

the study of the structure of nanovolumes. The electron PDF is

therefore a powerful tool for the investigation of the structures of

amorphous or poorly crystalline thin films, or for small sample

volumes of inhomogeneous samples.

There are several practical issues to consider when collecting

electron diffraction data for PDF analysis:

Energy filtering. Traditionally, electron diffraction data for

PDF analysis are collected using energy filtering in order to

exclude the inelastic scattering contribution. However, quanti-

tative or semi-quantitative electron PDFs can be obtained

without filtering (Abeykoon et al., 2012).

Multiple scattering/dynamical effects. In order to keep the

contribution of non-kinematic scattering low, the sample thick-

ness and the nanoparticle size should be as small as possible.

Generally, particles 10 nm and smaller should scatter kinemati-

cally, and this is the size range that benefits most from PDF

analysis (Abeykoon et al., 2012).

Powder average. Proper statistics are important for PDF

analysis. In order to decrease measurement errors one can

increase the illumination area on the sample (or the selected-area

aperture in the case of SAED), collect several diffraction

patterns from different areas and average them.

Scattering angle range. A large � range is essential for PDF

analysis. An electron diffraction experiment offers significant

flexibility in selecting the scattering range through the adjustment

of the electron diffraction camera length and illumination

wavelengths. Additionally, in order to enhance the data quality,

merging of different scattering ranges recorded in a set of

diffraction patterns is possible (Petersen et al., 2005).

An electron diffraction pattern is a combination of signals

produced by elastically and inelastically scattered electrons. The

inelastic component is a result of electron energy loss due to

plasmon or inner-shell excitation, electron Compton or thermal

diffuse scattering (Egerton, 2011). For crystalline materials with

distinct Bragg peaks the inelastic scattering is not particularly

critical, as it mainly contributes to the background in diffraction

patterns and can be neglected when only the intensities of the

Bragg peaks are analysed. For PDF analysis the total scattering

profile is used; thus, the inelastic scattering, which can signifi-

cantly modify the scattering profile, needs to be considered

(Ishimaru, 2006). Two strategies are followed in this respect: (i)

energy filtering of diffraction patterns, which is the more accurate

approach but demands specific instrumentation, and (ii)

subtraction of the background scattering taken from an area

adjacent to the sample (i.e. from the supporting film), which

assumes that the main inelastic scattering component originates

from the support, and the contribution from the sample can be

neglected (Cockayne, 2007). The validity of this approximation

depends on the level of quantification intended in the particular

study.

The PDF formalism presented above is based on the single-

scattering approximation. Multiple scattering, which is much

stronger in electron diffraction than for X-rays and neutrons,

significantly affects the total scattering profile and therefore the

PDF. The multiple-scattering effects can modify the peak posi-

tions in the PDFas well as the relative intensities of the peaks, the

latter being more sensitive to multiple scattering (Anstis et al.,

1988). It has been shown that for amorphous materials, owing to

the contribution of the multiple scattering, the total scattering

profile depends on the thickness of the foil (Childs & Misell,

1972; Rez, 1983). Knowledge of the film thickness allows

extraction of the single-scattering distribution. An improved

agreement with the expected PDF was shown for hydrogenated

amorphous silicon (Anstis et al., 1988) and amorphous germa-

nium (Ankele et al., 2005) using the single-scattering profile.

Experimentally, it is difficult to determine the sample thickness

along the incident-electron-beam direction. In this case, the

thickness parameter employed in calculations can be varied,

adjusting the amplitudes of the PDF. An estimate for the sample

thickness is found when the optimal fit is obtained. Different

input values of the thickness result in different principal gradients

of the oscillations. Once a reasonable fit is found, the correct

thickness is determined and the contribution of multiple scat-

tering can be eliminated (Ankele et al., 2005). This method was
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applied to amorphous NiNb alloy, allowing an estimate of the foil

thickness, and thereafter improved the fit to the PDF obtained

from Ag-anode X-ray scattering experiments (Ankele et al.,

2005).

Alternatively, the wavelength dependence of the multiple-

scattering term can be used. A set of diffraction patterns of a

glassy carbon film was collected from the same sample (appar-

ently having the same thickness) using different wavelengths

(Petersen et al., 2005). These patterns were then processed in

order to retrieve the single-scattering profile of tetrahedral

amorphous carbon, which showed an improved fit to the reduced

scattering function obtained with neutrons (Petersen et al., 2005).

This method can be applied to materials for which significant

multiple scattering is expected and the thickness of the foil

cannot be determined a priori. For very thin films the contribu-

tion of the multiple scattering is very low and, therefore, often

neglected.

The PDF of elemental materials arising from only one

contributing atomic scattering function can be directly inter-

preted in terms of coordination numbers and allows conclusions

to be drawn about the local structure. PDFanalysis of amorphous

silicon prepared by deposition showed the existence of voids in

the structure (Moss & Graczyk, 1969) which anneal on progres-

sive heating. PDF investigation of amorphous carbon films

prepared by arc plasma deposition showed that the material

mainly consists of tetrahedrally coordinated carbon rather than

having a graphitic structure (McKenzie et al., 1991).

For ZrNi and ZrCu metallic glasses, partial PDFs were

obtained by reverse Monte Carlo simulation (McGreevy &

Pusztai, 1988) and fitted to the experimentally obtained electron

scattering data. The analysis of the polyhedral statistics showed

that the average coordination number of Cu was 11, while for Ni

it was less than 10 (Hirata et al., 2007). Study of amorphous FeB

alloys (Hirata et al., 2006) and Fe90Zr7B3 (Hirotsu et al., 2003) by

PDF analysis allowed detection of nanoscale phase separation

resulting in the formation of a mixture of different clusters.

Nanocrystals can be efficiently analysed by electron PDF

analysis, giving information complementary to TEM imaging.

The electron PDF of detonation nanodiamonds (DND) was used

to estimate the average domain size (Zhang, 2011). Studies of

phase separation in AgCu alloys showed the complex behaviour

of the material with variation of temperature (Chen & Zuo,

2007). In the first stage, the nanodomains of the two terminal

phases (Ag- and Cu-rich) are built; in the second stage, de-

wetting of the thin film and formation of large Ag and Cu grains

occur. A comparison of electron PDFs from nanocrystalline,

partially ordered and amorphous parts of silica glasses (Kovács

Kis et al., 2006) allowed the estimation of the degree of order

developed by changing the connectivity and orientation of the

undistorted SiO4 tetrahedra. Indirect detection of hydrogen

atoms was performed from a modified distribution of atomic

distances in soot samples using electron PDF analysis (Kis et al.,

2006).

With an increase in the particle size the deviations from the

kinematical scattering become severe. Nevertheless, the electron

PDF calculated for 100 nm Au crystals reproduced the simulated

data quite well: the peak positions and relative amplitudes were

not significantly modified (Abeykoon et al., 2012).

2.4.8. Summary

Powder electron diffraction can be used for materials structural

characterization, just as is routinely done using X-rays and

neutrons. The specific characteristics of electron scattering result

in both benefits and drawbacks to using electron diffraction data.

Strong scattering of electrons allows collection of a sufficient

signal from nanovolumes of material, thus offering the possibility

of studying small amounts of material and thin films. The

opportunity to couple the diffraction information with imaging

gives the unique possibility of performing a structural study on

the nanoscale in a controlled way. The strong interaction of

electrons with matter leads to dynamical-scattering effects that

result in deviation of the electron diffraction intensities from the

kinematical model. Since the amount of the dynamical-scattering

component in a powder sample is difficult to quantify, the

quantitative use of electron diffraction intensity data is limited.

For large crystals, the dynamical treatment of electron diffraction

data is efficiently done in CBED analysis, providing exclusive

information about the structure. For nanocrystalline or amor-

phous materials, an increasing number of sets of experimental

data show that quantitative structure information can be

obtained using electron powder diffraction. This encourages

further applications of different kinds of electron diffraction

data, giving new perspectives for the quantitative use of electron

diffraction in general.

APPENDIX A2.4.1
Computer programs for electron powder diffraction

CHECKCELL is a graphical powder-pattern indexing helper

and space-group-assignment program that links into the CRYS-

FIRE powder indexing suite. More information and the

program are available at http://www.ccp14.ac.uk/tutorial/lmgp/

achekcelld.htm.

CRYSFIRE is a powder-pattern indexing system for DOS/

Windows for unit-cell parameter determination from powder

data (free for academic use). More information and the program

are available at http://www.ccp14.ac.uk/tutorial/crys/.

ELD is a commercial program for calibrating and integrating

two-dimensional electron diffraction patterns. The program is

commercially available from Calidris, Sweden. More information

is available from http://www.calidris-em.com/eld.php.

Electron diffraction pattern atlas. The website of Professor

Jean-Paul Morniroli (http://electron-diffraction.fr/) provides an

atlas of electron diffraction patterns that can be used to identify

the space group of a crystal from observation of a few typical

PED and CBED zone-axis patterns.

FIT2D is a general-purpose image and diffraction processing

program, designed for use with synchrotron data, that integrates

pre-selected sections of either one-dimensional or two-dimen-

sional data. Corrections for geometrical distortion and for

nonlinearity of intensity are included. It is available both for the

Windows operating system (and DOS window) and for Macin-

tosh OSX. The program is freely available for academic users.

More information and the program are available at http://

www.esrf.eu/computing/scientific/FIT2D/.

JEMS is a popular suite of simulation routines for a variety of

platforms, mainly used for simulating high-resolution TEM

(HRTEM), CBED, PED and SAED patterns. Simulation of

powder diffraction rings is also included. The student version is

free of charge. A licence is available from the author: http://

www.jems-saas.ch/.

PCED is a program for the simulation of polycrystalline

electron diffraction patterns (Li, 2010). A licence file is needed to

unlock the program for loading input data files. More information

is available at http://www.unl.edu/ncmn-cfem/xzli/.
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PDFgui and PDFfit2 are programs for full-profile fitting of the

atomic PDF derived from X-ray or neutron diffraction data.

PDFgui is a graphical front end for the PDFfit2 refinement

program, with built-in graphical and structure-visualization

capabilities. PDFgui is currently in beta release and it is distrib-

uted as part of the DiffPy library. More information and the

program are available at http://www.diffpy.org.

Process Diffraction is designed for processing of SAED and

NAED patterns. It includes quantitative determination of phase

fractions and texture from ring patterns recorded from nano-

crystalline thin films in TEM. More information and the program

are available at http://www.energia.mta.hu/~labar/ProcDif.htm.

QPCED and PCED are Java-based software for digitization,

processing, quantification and simulation of powder electron

diffraction patterns. For information contact Dr X. Z. Li

(xzli@unl.edu) or visit http://www.unl.edu/ncmn-cfem/xzli.

TexPat is a program for quantification of texture (preferred

orientation) from a tilt series of ring patterns recorded from

nanocrystalline thin films in TEM (Oleynikov & Hovmoller,

2004).

WebEMAPS is a suite of computer programs that can be

obtained at http://cbed.matse.illinois.edu/software_emaps.html.

The programs include functions for visualization of crystal

structures, simulation of single-crystal diffraction patterns,

dynamic electron diffraction simulation, and calculations of

electron structure factors and lattice d-spacings.

WinPLOTR is a peak-search program for plotting powder

diffraction patterns and can be used as a graphical user interface

for several programs used frequently in powder diffraction data

analysis (e.g. FullProf, DicVOL, SuperCELL). WinPLOTR has

been developed to run on PCs with a 32-bit Microsoft Windows

operating system. More information and the program are avail-

able at http://www.cdifx.univ-rennes1.fr/winplotr/readme.htm.
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Panthöfer, M., Tremel, W. & Kolb, U. (2012). Ab initio structure
determination of vaterite by automated electron diffraction. Angew.
Chem. 51, 7041–7045.

Nelder, J. A. & Mead, R. (1965). A simplex method for function
minimization. Comput. J. 7, 308–313.

Oleynikov, P. & Hovmoller, S. (2004). TexPat – a program for
quantitative analysis of oblique texture electron diffraction patterns.
Z. Kristallogr. 219, 12–19.

Oleynikov, P. & Hovmoller, S. (2007). Precession electron diffraction:
observed and calculated intensities. Ultramicroscopy, 107, 523–533.

Orloff, J., Swanson, L. & Utlaut, M. (2002). High Resolution Focused Ion
Beams: FIB and Applications. New York: Springer.

Own, C. S., Marks, L. D. & Sinkler, W. (2006). Precession electron
diffraction 1: multislice simulation. Acta Cryst. A62, 434–443.
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2.5. Two-dimensional powder diffraction

B. B. He

2.5.1. Introduction

2.5.1.1. The diffraction pattern measured by an area detector

The diffracted X-rays from a polycrystalline or powder sample

form a series of cones in three-dimensional space, since large

numbers of crystals oriented randomly in the space are covered

by the incident X-ray beam. Each diffraction cone corresponds to

the diffraction from the same family of crystal planes in all the

participating grains. The apex angles of cones are given by

Bragg’s law for the corresponding crystal interplanar d-spacing.

A conventional X-ray powder-diffraction pattern is collected by

scanning a point or linear detector along the 2� angle. The

diffraction pattern is displayed as scattering intensity versus 2�
angle (Klug & Alexander, 1974; Cullity, 1978; Warren, 1990;

Jenkins & Snyder, 1996; Pecharsky & Zavalij, 2003). In recent

years, use of two-dimensional (2D) detectors for powder

diffraction has dramatically increased in academic and industrial

research (Sulyanov et al., 1994; Rudolf & Landes, 1994; He, 2003,

2009). When a 2D detector is used for X-ray powder diffraction,

the diffraction cones are intercepted by the area detector and the

X-ray intensity distribution on the sensing area is converted to an

image-like diffraction pattern, also referred to as a frame. Since

the diffraction pattern collected with a 2D detector is typically

given as an intensity distribution over a two-dimensional region,

so X-ray diffraction with a 2D detector is also referred to as two-

dimensional X-ray diffraction (2D-XRD) or 2D powder diffrac-

tion. A 2D diffraction pattern contains far more information than

a conventional diffraction pattern, and therefore demands a

special data-collection strategy and data-evaluation algorithms.

This chapter covers the basic concepts and recent progress in 2D-

XRD theory and technologies, including geometry conventions,

X-ray source and optics, 2D detectors, diffraction-data inter-

pretation, and various applications, such as phase identification

and texture, stress, crystallinity and crystallite-size analysis. The

concepts and algorithms of this chapter apply to both laboratory

and synchrotron diffractometers equipped with 2D detectors.

2.5.1.2. Comparison between 2D-XRD and conventional XRD

Fig. 2.5.1 is a schematic of X-ray diffraction from a powder

(polycrystalline) sample. For simplicity, it shows only two

diffraction cones; one represents forward

diffraction ð2� � 90�Þ and one represents

backward diffraction ð2� > 90�Þ. The diffrac-

tion measurement in a conventional diffract-

ometer is confined within a plane, here

referred to as the diffractometer plane. A

point (0D) detector makes a 2� scan along a

detection circle. If a line (1D) detector is used

in the diffractometer, it will be mounted on

the detection circle. Since the variations in

the diffraction pattern in the direction (Z)

perpendicular to the diffractometer plane are

not considered in a conventional diffract-

ometer, the X-ray beam is normally extended

in the Z direction (line focus). Since the

diffraction data out of the diffractometer

plane are not detected, the structures in the material that are

represented by the missing diffraction data will either be ignored,

or extra sample rotation and time are needed to complete the

measurement.

With a 2D detector, the diffraction measurement is no longer

limited to the diffractometer plane. Depending on the detector

size, the distance to the sample and the detector position, the

whole or a large portion of the diffraction rings can be measured

simultaneously. Diffraction patterns out of the diffractometer

plane have for a long time been recorded using Debye–Scherrer

cameras, so the diffraction rings are referred to as Debye rings.

However, when a Debye–Scherrer camera is used, only the

position of the arches in the 2� direction and their relative

intensities are measured for powder-diffraction analysis. The

diffraction rings collected with a large 2D detector extend further

in the ‘vertical’ direction and the intensity variation in the vertical

direction is also used for data evaluation. Therefore, the terms

‘diffraction cone’ and ‘diffraction ring’ will be often be used in

this chapter as alternatives to ‘Debye cone’ and ‘Debye ring’.

2.5.1.3. Advantages of two-dimensional X-ray diffraction

A 2D diffraction frame contains far more information than a

diffraction pattern measured using a conventional diffraction

system with a point detector or a linear position-sensitive

detector. In addition to the significantly higher data-collection

speed, the intensity and 2� variation along the diffraction rings

can reveal abundant structural information typically not available

from a conventional diffraction pattern. Fig. 2.5.2 shows a 2D

pattern collected from a battery component containing multiple

layers of different phases. Some diffraction rings have strong

intensity variation due to preferred orientation, and the spotty

diffraction rings are from a phase that contains large crystal

grains. It is apparent that different diffraction-ring patterns are

from different phases. 2D-XRD analyses commonly performed

on polycrystalline materials include phase identification, quanti-

tative phase analysis, preferred-orientation quantification and

characterization of residual stresses.

Phase identification (phase ID) can be done by integration in a

selected 2� range along the diffraction rings (Hammersley et al.,

Figure 2.5.1
Diffraction patterns in 3D space from a powder sample and the diffractometer plane.
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1996; Rodriguez-Navarro, 2006). The integrated data give better

intensity and statistics for phase ID and quantitative analysis,

especially for those samples with texture or large grain sizes, or

where the sample is small. Then the integrated diffraction profiles

can be analysed with existing algorithms and methods: profile

fitting with conventional peak shapes and fundamental para-

meters, quantification of phases, and lattice-parameter indexing

and refinement. The results can be used to search and match to

entries in a powder-diffraction database, typically the Powder

Diffraction File.

Texture measurement with 2D-XRD is extremely fast

compared to measurement using a point or linear detector. The

area detector collects texture data and background values

simultaneously for multiple poles and multiple directions. Owing

to the high measurement speed, pole figures can be measured at

very fine steps, allowing detection of very sharp textures (Smith

& Ortega, 1993; Bunge & Klein, 1996; He, 2009).

Stress measurement with 2D-XRD is based on a direct rela-

tionship between the stress tensor and distortion of the diffrac-

tion cones. Since the whole or a part of the diffraction ring is used

for stress calculation, 2D-XRD can measure stress with high

sensitivity, high speed and high accuracy (He & Smith, 1997; He,

2000). It is highly suitable for samples containing large crystals

and textures. Simultaneous measurement of stress and texture is

also possible, since 2D data contain both stress and texture

information.

Concentrations of crystalline phases can be measured faster

and more accurately with data analysis over 2D frames, especially

for samples with an anisotropic distribution of crystallite orien-

tations and/or amorphous content. The amorphous region can be

defined by the user to consist of regions with no Bragg peaks, or

the amorphous region can be defined with the crystalline region

included when the crystalline region and the amorphous region

overlap.

Microdiffraction data are collected with speed and accuracy.

Collection of X-ray diffraction data from small sample amounts

or small sample areas has always been a slow process because of

limited beam intensity. The 2D detector captures whole or a large

portion of the diffraction rings, so spotty, textured or weak

diffraction data can be integrated over the selected diffraction

rings (Winter & Squires, 1995; Bergese et al., 2001; Tissot, 2003;

Bhuvanesh & Reibenspies, 2003; He, 2004). The point beam used

for microdiffraction allows diffraction mapping with fine space

resolution, even on a curved surface (Allahkarami & Hanan,

2011).

Data can be collected from thin-film samples containing a

mixture of single-crystal and polycrystalline layers with random

orientation distributions, and highly textured layers, with all the

features appearing simultaneously in diffraction frames (Dick-

erson et al., 2002; He, 2006). The pole figures from different layers

and the substrate can be overlapped to reveal the orientation

relationships. The use of a 2D detector can dramatically speed up

the data collection for reciprocal-space mapping on an in-plane

reciprocal-lattice point (Schmidbauer et al., 2008).

Because of the penetrating power of the X-ray beam, fast

nondestructive data collection and the abundant information

about atomic structure, two-dimensional X-ray diffraction can be

used to screen a library of materials with high speed and high

accuracy. Two-dimensional X-ray diffraction systems dedicated

for combinatorial screening are widely used in the pharmaceu-

tical industry for drug discovery and process analysis (Klein et al.,

1998; He et al., 2001).

Forensic science and archaeology have benefited from using

two-dimensional X-ray diffraction for identifying materials and

structures from small specimens (Kugler, 2003; Bontempi

et al., 2008). It is nondestructive and does not require special

sample treatment, so the original evidence or sample can be

preserved. Two-dimensional diffraction patterns contain abun-

dant information and are easy to observe and explain in the

courtroom.

2.5.2. Fundamentals

A conventional powder-diffraction pattern is displayed as the

scattering intensity versus scattering angle 2� or d-spacing. A 2D-

XRD pattern contains the scattering-intensity distribution as a

function of two orthogonal dimensions. One dimension can be

expressed in 2�, which can be interpreted by Bragg’s law. The

distribution in the dimension orthogonal to 2� contains addi-

tional information, such as the orientation distribution, strain

states, and crystallite-size and -shape distribution. In order to

understand and analyse 2D diffraction data, new geometry

conventions and algorithms are introduced. The geometry

conventions and algorithms used for 2D-XRD should also be

consistent with conventional XRD, so that many existing

concepts and algorithms are still valid when 2D diffraction data

are used.

The geometry of a 2D-XRD system can be explained using

three distinguishable and interrelated geometry spaces, each

defined by a set of parameters (He, 2003). The three geometry

spaces are the diffraction space, detector space and sample space.

The laboratory coordinate system XL, YL, ZL is the basis of all

three spaces. Although the three spaces are interrelated, the

definitions and corresponding parameters should not be

confused. Except for a few parameters introduced specifically for

2D-XRD, many of these parameters are used in conventional

X-ray diffraction systems. Therefore, the same definitions are

maintained for consistency. The three-circle goniometer in

Eulerian geometry is the most commonly used, and all the

algorithms for data interpretation and analysis in this chapter are

based on Eulerian geometry. The algorithms can be developed

for the geometries of other types (such as kappa) by following the

same strategies.

2.5.2.1. Diffraction space and laboratory coordinates

2.5.2.1.1. Diffraction cones in laboratory coordinates

Fig. 2.5.3(a) describes the geometric definition of diffraction

cones in the laboratory coordinate system XL, YL, ZL. The

laboratory coordinate system is a Cartesian coordinate system.

Figure 2.5.2
Diffraction pattern from a battery component containing multiple layers.
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The plane given by XL and YL is the

diffractometer plane. The axis ZL is perpen-

dicular to the diffractometer plane. The axes

XL, YL and ZL form a right-handed rectan-

gular coordinate system with the origin at the

instrument centre. The incident X-ray beam

propagates along theXL axis, which is also the

rotation axis of all diffraction cones. The apex

angles of the cones are determined by the 2�
values given by the Bragg equation. The apex

angles are twice the 2� values for forward

reflection ð2� � 90�Þ and twice the value of

180˚ � 2� for backward reflection ð2� > 90�Þ.
For clarity, only one diffraction cone of

forward reflection is displayed. The � angle is

the azimuthal angle from the origin at the six

o’clock direction with a right-handed rotation

axis along the opposite direction of incident

beam (�XL direction). A given � value

defines a half plane with the XL axis as the

edge; this will be referred to as the � plane

hereafter. The diffractometer plane consists

of two � planes at � = 90˚ and � = 270˚.

Therefore many equations developed for 2D-

XRD should also apply to conventional XRD

if the � angle is given as a constant of 90˚ or

270˚. A pair of � and 2� values represents the
direction of a diffracted beam. The � angle

takes a value of 0 to 360˚ for a complete

diffraction ring with a constant 2� value. The
� and 2� angles form a spherical coordinate

system which covers all the directions from

the origin of sample (instrument centre). The

�–2� system is fixed in the laboratory system

XL, YL, ZL, which is independent of the

sample orientation and detector position in

the goniometer. 2� and � are referred to as

the diffraction-space parameters. In the

laboratory coordinate system XL, YL, ZL, the

surface of a diffraction cone can be mathe-

matically expressed as

y2L þ z2L ¼ x2L tan
2 2�; ð2:5:1Þ

with xL � 0 or 2� � 90� for forward-

diffraction cones and xL< 0 or 2� > 90� for
backward-diffraction cones.

2.5.2.1.2. Diffraction-vector cones in labora-
tory coordinates

Fig. 2.5.3(b) shows the diffraction-vector cone corresponding

to the diffraction cone in the laboratory coordinate system. C is

the centre of the Ewald sphere. The diffraction condition can be

given by the Laue equation as

s� s0
�
¼ Hhkl; ð2:5:2Þ

where s0 is the unit vector representing the incident beam, s is the

unit vector representing the diffracted beam and Hhkl is the

reciprocal-lattice vector. Its magnitude is given as

s� s0
�

�
�
�

�
�
� ¼ 2 sin �

�
¼ Hhkl

�
�

�
� ¼ 1

dhkl
; ð2:5:3Þ

in which dhkl is the d-spacing of the crystal planes (hkl). It can be

easily seen that it is the Bragg law in a different form. Therefore,

equation (2.5.2) is the Bragg law in vector form. In the Bragg

condition, the vectors s0/� and s/� make angles � with the

diffracting planes (hkl) and Hhkl is normal to the (hkl) crystal

plane. In order to analyse all the X-rays measured by a 2D

detector, we extend the concept to all scattered X-rays from a

sample regardless of the Bragg condition. Therefore, the index

(hkl) can be removed from the above expression. H is then a

vector which takes the direction bisecting the incident beam and

the scattered beam, and has dimensions of inverse length given

by 2 sin �=�. Here 2� is the scattering angle from the incident

beam. The vector H is referred to as the scattering vector or,

alternatively, the diffraction vector. When the Bragg condition is

Figure 2.5.3
The diffraction cone and the corresponding diffraction-vector cone.
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satisfied, the diffraction vector is normal to the diffracting lattice

planes and its magnitude is reciprocal to the d-spacing of the

lattice planes. In this case, the diffraction vector is equivalent to

the reciprocal-lattice vector. Each pixel in a 2D detector

measures scattered X-rays in a given direction with respect to the

incident beam. We can calculate a diffraction vector for any pixel,

even if the pixel is not measuring Bragg scattering. Use of the

term ‘diffracted beam’ hereafter in this chapter does not neces-

sarily imply that it arises from Bragg scattering.

For two-dimensional diffraction, the incident beam can be

expressed by the vector s0/�, but the diffracted beam is no longer

in a single direction, but follows the diffraction cone. Since the

direction of a diffraction vector is a bisector of the angle between

the incident and diffracted beams corresponding to each

diffraction cone, the trace of the diffraction vectors forms a cone.

This cone is referred to as the diffraction-vector cone. The angle

between the diffraction vector and the incident X-ray beam is

90˚ + � and the apex angle of a vector cone is 90˚ � �. It is
apparent that diffraction-vector cones can only exists on the�XL

side of the diffraction space.

For two-dimensional diffraction, the diffraction vector is a

function of both the � and 2� angles, and is given in laboratory

coordinates as

H ¼ s� s0
�
¼ 1

�

cos 2� � 1

� sin 2� sin �
� sin 2� cos �

2

4

3

5: ð2:5:4Þ

The direction of the diffraction vector can be represented by its

unit vector, given by

hL ¼
H

Hj j ¼
hx
hy
hz

2

4

3

5 ¼
� sin �

� cos � sin �
� cos � cos �

2

4

3

5; ð2:5:5Þ

where hL is a unit vector expressed in laboratory coordinates and

the three components in the square brackets are the projections

of the unit vector on the three axes of the laboratory coordinates,

respectively. If � takes all values from 0 to 360˚ at a given Bragg

angle 2�, the trace of the diffraction vector forms a diffraction-

vector cone. Since the possible values of � lie within the range 0 to
90˚, hx takes only negative values.

2.5.2.2. Detector space and pixel position

A typical 2D detector has a limited detection surface, and the

detection surface can be spherical, cylindrical or flat. Spherical or

cylindrical detectors are normally designed for a fixed sample-to-

detector distance, while a flat detector has the flexibility to be

used at different sample-to-detector distances so as to choose

either high resolution at a large distance or large angular

coverage at a short distance.

2.5.2.2.1. Detector position in the laboratory system

The position of a flat detector is defined by the sample-to-

detector distance D and the detector swing angle �. D and � are

referred to as the detector-space parameters. D is the perpendi-

cular distance from the goniometer centre to the detection plane

and � is a right-handed rotation angle about the ZL axis.

Detectors at different positions in the laboratory coordinates XL,

YL, ZL are shown in Fig. 2.5.4. The centre of detector 1 is right on

the positive side of the XL axis (on-axis), � = 0. Both detectors 2

and 3 are rotated away from the XL axis with negative swing

angles (�2 < 0 and �3 < 0). The detection surface of a flat 2D

detector can be considered as a plane, which intersects the

diffraction cone to form a conic section.

Depending on the swing angle � and the 2�
angle, the conic section can appear as a circle,

an ellipse, a parabola or a hyperbola.

2.5.2.2.2. Pixel position in diffraction space
for a flat detector

The values of 2� and � can be calculated for
each pixel in the frame. The calculation is

based on the detector-space parameters and

the pixel position in the detector. Fig. 2.5.5

shows the relationship of a pixel P(x, y) to the

laboratory coordinates XL, YL, ZL. The

position of a pixel in the detector is defined by

the (x, y) coordinates, where the detector

centre is defined as x = y = 0. The diffraction-

space coordinates (2�, �) for a pixel at P(x, y)
are given by

Figure 2.5.4
Detector positions in the laboratory-system coordinates.

Figure 2.5.5
Relationship between a pixel P and detector position in the laboratory
coordinates.
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2� ¼ arccos
x sin �þD cos �

ðD2 þ x2 þ y2Þ1=2 ð0< 2� <�Þ; ð2:5:6Þ

� ¼ x cos ��D sin �

x cos ��D sin �j j arccos
�y

½y2 þ ðx cos ��D sin �Þ2Þ�1=2
ð��<� � �Þ: ð2:5:7Þ

2.5.2.2.3. Pixel position in diffraction space for a curved detector

The conic sections of the diffraction cones with a curved

detector depend on the shape of the detector. The most common

curved detectors are cylinder-shaped detectors. The diffraction

frame measured by a cylindrical detector can be displayed as a

flat frame, typically a rectangle. Fig. 2.5.6(a) shows a cylindrical

detector in the vertical direction and the corresponding labora-

tory coordinatesXL, YL,ZL. The sample is located at the origin of

the laboratory coordinates inside the cylinder. The incident

X-rays strike the detector at a point O if there is no sample or

beam stop to block the direct beam. The radius of the cylinder is

R. Fig. 2.5.6(b) illustrates the 2D diffraction image collected with

the cylindrical detector. We take the point O as the origin of the

pixel position (0, 0). The diffraction-space coordinates (2�, �) for
a pixel at P(x, y) are given by

2� ¼ arccos R cos
x

R

� ��ðR2 þ y2Þ1=2
h i

; ð2:5:8Þ

� ¼ x

jxj arccos �y
�

y2 þ R2 sin2
x

R

� �h i1=2
� �

ð��<� � �Þ:

ð2:5:9Þ

The pixel-position-to-(2�, �) conversion for detectors of other

shapes can also be derived. Once the diffraction-space coordi-

nates (2�, �) of each pixel in the curved 2D detector are deter-

mined, most data-analysis algorithms developed for flat detectors

are applicable to a curved detector as well.

2.5.2.3. Sample space and goniometer geometry

2.5.2.3.1. Sample rotations and translations in Eulerian
geometry

In a 2D-XRD system, three rotation angles are necessary to

define the orientation of a sample in the diffractometer. These

three rotation angles can be achieved either by a Eulerian

geometry, a kappa (�) geometry or another kind of geometry. The

three angles in Eulerian geometry are ! (omega),  (psi) and ’
(phi). Fig. 2.5.7(a) shows the relationship between rotation axes

(!,  , ’) in the laboratory system XL, YL, ZL. The ! angle is

defined as a right-handed rotation about the ZL axis. The ! axis is

fixed in the laboratory coordinates. The  angle is a right-handed

rotation about a horizontal axis. The angle between the  axis

and the XL axis is given by !. The  axis lies on XL when ! is set

at zero. The ’ angle defines a left-handed rotation about an axis

on the sample, typically the normal of a flat sample. The ’ axis lies
on the YL axis when ! =  = 0. In an aligned diffraction system,

all three rotation axes and the primary X-ray beam cross at the

Figure 2.5.6
Cylinder-shaped detector in vertical direction: (a) detector position in
the laboratory coordinates; (b) pixel position in the flattened image.

Figure 2.5.7
Sample rotation and translation. (a) Three rotation axes in laboratory
coordinates; (b) rotation axes (!,  , ’) and sample coordinates.
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origin of the XL, YL, ZL coordinates. This cross point is also

known as the goniometer centre or instrument centre.

Fig. 2.5.7(b) shows the relationship and stacking sequence

among all rotation axes (!,  , ’) and the sample coordinates S1,

S2, S3. ! is the base rotation; all other rotations and translations

are on top of this rotation. The next rotation above ! is the  
rotation. The next rotation above ! and  is the ’ rotation. The

sample coordinates S1, S2, S3 are fixed to the sample regardless

of the particular sample orientation given by the rotation angles

(!, , ’). The ’ rotation in the goniometer is intentionally chosen

as a left-handed rotation so that the diffraction vectors will

make a right-hand rotation observed in the sample coordinates

S1, S2, S3.

2.5.2.4. Diffraction-vector transformation

2.5.2.4.1. Diffraction unit vector in diffraction space and sample
space

In 2D-XRD data analysis, it is crucial to know the diffraction-

vector distribution in terms of the sample coordinates S1, S2, S3.

However, the diffraction-vector distribution corresponding to the

measured 2D data is always given in terms of the laboratory

coordinates XL, YL, ZL because the diffraction space is fixed to

the laboratory coordinates. Fig. 2.5.8 shows the unit vector of a

diffraction vector in both (a) the laboratory coordinates XL, YL,

ZL and (b) the sample coordinates S1, S2, S3. In Fig. 2.5.8(a) the

unit vector hL is projected to the XL, YL and ZL axes as hx, hy and

hz, respectively. The three components are given by equation

(2.5.5). In order to analyse the diffraction results relative to the

sample orientation, it is necessary to transform the unit vector to

the sample coordinates S1, S2, S3. Fig. 2.5.8(b) shows the same

unit vector, denoted by hs projected to S1, S2 and S3 as h1, h2 and

h3, respectively.

2.5.2.4.2. Transformation from diffraction space to sample
space

The transformation of the unit diffraction vector from the

laboratory coordinates XL, YL, ZL to the sample coordinates S1,

S2, S3 is given by

hs ¼ AhL; ð2:5:10Þ
where A is the transformation matrix. For Eulerian geometry in

matrix form, we have

h1

h2

h3

2

6
4

3

7
5 ¼

a11 a12 a13

a21 a22 a23

a31 a32 a33

2

6
4

3

7
5

hx

hy

hz

2

6
4

3

7
5

¼

� sin! sin sin ’ cos! sin sin ’ � cos sin ’

� cos! cos ’ � sin! cos ’

sin! sin cos ’ � cos! sin cos ’ cos cos ’

� cos! sin ’ � sin! sin ’

� sin! cos cos! cos sin 

2

6
6
6
6
6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
7
7
7
7
5

�

� sin �

� cos � sin �

� cos � cos �

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

: ð2:5:11Þ

In expanded form:

h1 ¼ sin �ðsin ’ sin sin!þ cos ’ cos!Þ þ cos � cos � sin ’ cos 

� cos � sin �ðsin ’ sin cos!� cos ’ sin!Þ
h2 ¼ � sin �ðcos ’ sin sin!� sin ’ cos!Þ
� cos � cos � cos ’ cos 

þ cos � sin �ðcos ’ sin cos!þ sin ’ sin!Þ
h3 ¼ sin � cos sin!� cos � sin � cos cos!� cos � cos � sin 

ð2:5:12Þ

In addition to the diffraction intensity and Bragg angle corre-

sponding to each data point on the diffraction ring, the unit

vector hs{h1, h2, h3} provides orientation information in the

sample space. The transformation matrix of any other goni-

ometer geometry, such as kappa geometry (Paciorek et al., 1999),

can be introduced into equation (2.5.10) so that the unit vector

hs{h1, h2, h3} can be expressed in terms of the specified geometry.

All equations using the unit vector hs{h1, h2, h3} in this chapter,

such as in data treatment, texture analysis and stress measure-

ment, are applicable to all goniometer geometries provided that

the unit-vector components are generated from the corre-

sponding transformation matrix from diffraction space to the

sample space.

2.5.2.4.3. Transformation from detector space to reciprocal
space

Reciprocal-space mapping is commonly used to analyse the

diffraction patterns from highly oriented structures, diffuse

scattering from crystal defects, and thin films (Hanna & Windle,

1995; Mudie et al., 2004; Smilgies & Blasini, 2007; Schmidbauer et

al., 2008). The equations of the unit-vector calculation given

above can also be used to transform the diffraction intensity from

the diffraction space to the reciprocal space with respect to the

sample coordinates. The direction of the scattering vector is given

by the unit vector hs{h1, h2, h3} and the magnitude of the scat-

tering vector is given by 2 sin �=�, so that the scattering vector

corresponding to a pixel is given by

H ¼ 2 sin �

�
hs: ð2:5:13Þ

The three-dimensional reciprocal-space mapping can be obtained

by applying the normalized pixel intensities to the corresponding

reciprocal points. With various sample orientations, all pixels on

the detector can be mapped into a 3D reciprocal space.

Figure 2.5.8
Unit diffraction vector in (a) the laboratory coordinates and (b) the
sample coordinates.
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2.5.3. Instrumentation

2.5.3.1. X-ray source and optics

2.5.3.1.1. Beam path in a diffractometer equipped with a 2D
detector

The Bragg–Brentano (B-B) parafocusing geometry is most

commonly used in conventional X-ray diffractometers with a

point detector (Cullity, 1978; Jenkins & Snyder, 1996). In the

Bragg–Brentano geometry, the sample surface normal is always a

bisector between the incident beam and the diffracted beam. A

divergent incident beam hits the sample surface with an incident

angle �. The area of the irradiated region depends on the incident
angle � and the size of the divergence slit. The diffracted rays

leave the sample at an angle 2�, pass through the anti-scatter slit

and receiving slit, and reach the point detector. Soller slits are

used on both the primary side and secondary side to minimize the

effects of axial divergence due to the line-focus beam. The

primary line-focus beam sliced by the Soller slits can also be

considered as an array of point beams parallel to the diffract-

ometer planes. Each of these point beams will produce a

diffraction cone from the sample. The overlap of all the diffrac-

tion cones will create a smeared diffraction peak. The Soller slits

on the receiving side allow only those diffracted beams nearly

parallel to the diffractometer plane to pass through, so the

smearing effect is minimized. In another words, the so-called

‘line-focus geometry’ in conventional diffractometry is actually a

superposition of many layers of ‘spot-focus geometry’.

The beam path in a diffractometer equipped with a 2D

detector is different from that in a conventional diffractometer in

many respects (He & Preckwinkel, 2002). In a 2D-XRD system

the whole or a large portion of the diffraction rings are measured

simultaneously, and neither slits nor monochromator can be used

between the sample and detector. Therefore, the X-ray source

and optics for 2D-XRD systems have different requirements in

terms of the beam spectral purity, divergence and beam cross-

section profile. Fig. 2.5.9 shows the beam path in a 2D-XRD

system with the �–� configuration. The geometry for the �–2�
configuration is equivalent. The X-ray tube, monochromator and

collimator assembly are all mounted on the primary side. The

incident-beam assembly rotates about the instrument centre and

makes an incident angle �1 to the sample surface. The first main

axis is also called the �1 axis. The diffracted beams travel in all

directions and some are intercepted by a 2D detector. The

detector is mounted on the other main axis, �2. The detector

position is determined by the sample-to-detector distance D and

the detector swing angle � (= �1 + �2).
All the components and space between the focal spot of the

X-ray tube and sample are collectively referred to as the primary

beam path. The primary beam path in a 2D-XRD system is

typically sheltered by optical components except between the

exit of the collimator and the sample. The X-rays travelling

through this open incident-beam path are scattered by the air

with two adverse effects. One is the attenuation of the primary

beam intensity. The more harmful effect is that the scattered

X-rays travel in all directions and some reach the detector, as is

shown by the dashed lines with arrows in Fig. 2.5.9. This air

scatter introduces a background over the diffraction pattern.

Weak diffraction patterns may be buried under the background.

Obviously, the air scatter from the incident beam is significantly

stronger than that from diffracted X-rays. The intensity of the air

scatter from the incident beam is proportional to the length of the

open incident-beam path. The effect of air scatter also depends

on the wavelength of the X-rays. The longer the wavelength is,

the more severe is the air scatter. The secondary beam path is the

space between the sample and the 2D detector. The diffracted

X-rays are also scattered by air and the diffraction pattern is both

attenuated and blurred by the air scattering. In a conventional

diffractometer, one can use an anti-scatter slit, diffracted-beam

monochromator or detector Soller slits to remove most of the air

scatter that is not travelling in the diffracted-beam direction.

These measures cannot be used for a 2D-XRD system, which

requires an open space between the sample and the 2D detector.

Therefore, the open incident-beam path should be kept as small

as possible. In order to reduce the air attenuation and air scatter

of the incident beam, a helium-purged beam path or a vacuum

beam path are sometimes used in a diffractometer. The air scatter

from the diffracted X-rays is relatively weak and the effect

depends on sample-to-detector distance. It is typically not

necessary to take measures to remove air scatter from the

diffracted X-rays between the sample and 2D detector if the

sample-to-detector distance is 30 cm or less with CuK� radiation.
However, if the sample-to-detector distance is larger than 30 cm

or longer-wavelength radiation, such as Co K� or Cr K�, is used,
it is then necessary to use an He beam path or vacuum beam path

to reduce the air scatter.

2.5.3.1.2. Liouville’s theorem

Liouville’s theorem can be used to describe the nature of the

X-ray source, the X-ray optics and the coupling of the source and

optics (Arndt, 1990). Liouville’s theorem can be stated in a

variety of ways, but for X-ray optics the best known form is

S1� ¼ S2�; ð2:5:14Þ

where S1 is the effective size of the X-ray source and � is the

capture angle determined by the effective size of the X-ray optics

and the distance between the source and optics. S2 is the size of

the image focus. � is the convergence angle of the X-ray beam

from the optics, which is also determined by the effective size of

the X-ray optics and the distance between the optics and the

image focus. The � angle is also called the crossfire of the X-ray

beam. S2 and � are typically determined by experimental

requirements such as beam size and divergence. Therefore, the

product S1� is also determined by experimental conditions. In

another expression of Liouville’s theorem, the space volume

containing the X-ray photons cannot be reduced with time along

the trajectories of the system. Therefore, the brilliance of an

X-ray source cannot be increased by optics, but may be reduced

because of the loss of X-ray photons passing through the optics.

In practice, no optics can have 100% reflectivity or transmission.

Figure 2.5.9
X-ray beam path in a two-dimensional X-ray diffraction system.
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Considering this, Liouville’s theorem given in equation (2.5.14)

should be expressed as

S1� � S2�: ð2:5:15Þ

This states that the product of the divergence and image size can

be equal to or greater than the product of the capture angle and

source size. If the X-ray source is a point with zero area, the focus

image from focusing optics or the cross section of a parallel beam

can be any chosen size. For focusing optics, the source size must

be considerably smaller than the output beam size in order to

achieve a gain in flux. In this case, the flux gain is from the

increased capture angle. For parallel optics, the divergence angle

� is infinitely small by definition, so it is necessary to use an X-ray

source as small as possible to achieve a parallel beam. Focusing

optics have an advantage over parallel optics in terms of beam

flux. Using an X-ray beam with a divergence much smaller than

the mosaicity of the specimen crystal does not improve the

resolution, but does sacrifice diffraction intensity. For many X-ray

diffraction applications with polycrystalline materials, a large

crossfire is acceptable as long as the diffraction peaks concerned

can be resolved. The improved peak profile and counting statis-

tics can most often compensate for the peak broadening due to

large crossfire.

2.5.3.1.3. X-ray source

A variety of X-ray sources, from sealed X-ray tubes and

rotating-anode generators to synchrotron radiation, can be used

for 2D powder diffraction. The history and principles of X-ray

generation can be found in many references (Klug & Alexander,

1974; Cullity, 1978). The X-ray beam intensity depends on the

X-ray optics, the focal-spot brightness and the focal-spot profile.

The focal-spot brightness is determined by the maximum target

loading per unit area of the focal spot, also referred to as the

specific loading. A microfocus sealed tube (Bloomer & Arndt,

1999; Wiesmann et al., 2007), which has a very small focal spot

size (10–50 mm), can deliver a brilliance as much as one to two

orders of magnitude higher than a conventional fine-focus sealed

tube. The tube, which is also called a ‘microsource’, is typically air

cooled because the X-ray generator power is less than 50 W. The

X-ray optics for a microsource, either a multilayer mirror or a

polycapillary, are typically mounted very close to the focal spot so

as to maximize the gain on the capture angle. A microsource is

highly suitable for 2D-XRD because of its spot focus and high

brilliance.

If the X-rays used for diffraction have a wavelength slightly

shorter than the K absorption edge of the sample material, a

significant amount of fluorescent radiation is produced, which

spreads over the diffraction pattern as a high background. In a

conventional diffractometer with a point detector, the fluorescent

background can be mostly removed by either a receiving

monochromator mounted in front of the detector or by using a

point detector with sufficient energy resolution. However, it is

impossible to add a monochromator in front of a 2D detector and

most area detectors have insufficient energy resolution. In order

to avoid intense fluorescence, the wavelength of the X-ray-tube

K� line should either be longer than the K absorption edge of the

sample or far away from the K absorption edge. For example, Cu

K� should not be used for samples containing significant amounts

of the elements iron or cobalt. Since the K� line of an element

cannot excite fluorescence of the same element, it is safe to use an

anode of the same metallic element as the sample if the X-ray

tube is available, for instance Co K� for Co samples. In general,

intense fluorescence is produced when the atomic number of the

anode material is 2, 3, or 4 larger than that of an element in the

sample. When the sample contains Co, Fe or Mn (or Ni or Cu),

the use of Cu K� radiation should be avoided; similarly, one

should avoid using CoK� radiation if the sample contains Mn, Cr

or V, and avoid using CrK� radiation if the sample contains Ti, Sc

or Ca. The effect is reduced when the atomic-number difference

increases.

2.5.3.1.4. X-ray optics

The function of the X-ray optics is to condition the primary

X-ray beam into the required wavelength, beam focus size, beam

profile and divergence. Since the secondary beam path in a 2D-

XRD system is an open space, almost all X-ray optics compo-

nents are on the primary side. The X-ray optics components

commonly used for 2D-XRD systems include a �-filter, a crystal

monochromator, a pinhole collimator, cross-coupled multilayer

mirrors, a Montel mirror, a polycapillary and a monocapillary.

Detailed descriptions of these optic devices can be found in

Chapter 2.1. In principle, the cross-sectional shape of the X-ray

beam used in a 2D diffraction system should be small and round.

In data-analysis algorithms, the beam size is typically considered

to be a point. In practice, the beam cross section can be either

round, square or another shape with a limited size. Such an X-ray

beam is typically collimated or conditioned by the X-ray optics in

two perpendicular directions, so that the X-ray optics used for the

point beam are often called ‘two-dimensional X-ray optics’.

A pinhole collimator is normally used to control the beam size

and divergence in addition to other optic devices. The choice of

beam size is often a trade-off between intensity and the ability to

illuminate small regions or resolve closely spaced sample

features. Smaller beam sizes, such as 50 mm and 100 mm, are

preferred for microdiffraction and large beam sizes, such as

0.5 mm or 1 mm, are typically used for quantitative analysis, or

texture or crystallinity measurements. In the case of quantitative

analysis and texture measurements, using too small a collimator

can actually be a detriment, causing poor grain-sampling statis-

tics. The smaller the collimator, the longer the data-collection

time. The beam divergence is typically determined by both the

collimator and the coupling optic device. Lower divergence is

typically associated with a long beam path. At the same time, the

beam flux is inversely proportional to the square of the distance

between the source and the sample. There are two main factors

determining the length of the primary beam path: the first is the

required distance for collimating the beam into the required

divergence, the second is the space required for the primary

X-ray optics, the sample stage and the detector. On the condition

that the above two factors are satisfied, the primary X-ray beam

path should be kept as short as possible.

2.5.3.2. 2D detector

Two-dimensional (2D) detectors, also referred to as area

detectors, are the core of 2D-XRD. The advances in area-

detector technologies have inspired applications both in X-ray

imaging and X-ray diffraction. A 2D detector contains a two-

dimensional array of detection elements which typically have

identical shape, size and characteristics. A 2D detector can

simultaneously measure both dimensions of the two-dimensional

distribution of the diffracted X-rays. Therefore, a 2D detector

may also be referred to as an X-ray camera or imager. There are

many technologies for area detectors (Arndt, 1986; Krause &

Phillips, 1992; Eatough et al., 1997; Giomatartis, 1998; Westbrook,
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1999; Durst et al., 2002; Blanton, 2003; Khazins et al., 2004). X-ray

photographic plates and films were the first generation of two-

dimensional X-ray detectors. Now, multiwire proportional

counters (MWPCs), image plates (IPs), charge-coupled devices

(CCDs) and microgap detectors are the most commonly used

large area detectors. Recent developments in area detectors

include X-ray pixel array detectors (PADs), silicon drift

diodes (SDDs) and complementary metal-oxide semiconductor

(CMOS) detectors (Ercan et al., 2006; Lutz, 2006; Yagi & Inoue,

2007; He et al., 2011). Each detector type has its advantages over

the other types. In order to make the right choice of area detector

for a 2D-XRD system and applications, it is necessary to char-

acterize area detectors with consistent and comparable para-

meters. Chapter 2.1 has more comprehensive coverage on X-ray

detectors, including area detectors. This section will cover the

characteristics specifically relevant to area detectors.

2.5.3.2.1. Active area and pixel size

A 2D detector has a limited detection surface and the detec-

tion surface can be spherical, cylindrical or flat. The detection-

surface shape is also determined by the detector technology. For

example, a CCD detector is made from a large semiconductor

wafer, so that only a flat CCD is available, while an image plate is

flexible so that it is easily bent to a cylindrical shape. The area of

the detection surface, also referred to as the active area, is one of

the most important parameters of a 2D detector. The larger the

active area of a detector, the larger the solid angle that can be

covered at the same sample-to-detector distance. This is espe-

cially important when the instrumentation or sample size forbid a

short sample-to-detector distance. The active area is also limited

by the detector technology. For instance, the active area of a CCD

detector is limited by the semiconductor wafer size and fabrica-

tion facility. A large active area can be achieved by using a large

demagnification optical lens or fibre-optical lens. Stacking several

CCD chips side-by-side to build a so-called mosaic CCD detector

is another way to achieve a large active area.

In addition to the active area, the overall weight and dimen-

sions are also very important factors in the performance of a 2D

detector. The weight of the detector has to be supported by the

goniometer, so a heavy detector means high demands on the size

and power of the goniometer. In a vertical configuration, a heavy

detector also requires a heavy counterweight to balance the

driving gear. The overall dimensions of a 2D detector include

the height, width and depth. These dimensions determine the

manoeuvrability of the detector within a diffractometer, espe-

cially when a diffractometer is loaded with many accessories, such

as a video microscope and sample-loading mechanism. Another

important parameter of a 2D detector that tends to be ignored by

most users is the blank margin surrounding the active area of the

detector. Fig. 2.5.10 shows the relationship between the

maximum measurable 2� angle and the detector blank margin.

For high 2� angle measurements, the detector swing angle is set so

that the incident X-ray optics are set as closely as possible to the

detector. The unmeasurable blank angle is the sum of the

detector margin m and the dimension from the incident X-ray

beam to the outer surface of the optic device h. The maximum

measurable angle is given by

2�max ¼ ��
mþ h

D
: ð2:5:16Þ

It can be seen that either reducing the detector blank margin or

optics blank margin can increase the maximum measurable angle.

The solid angle covered by a pixel in a flat detector is depen-

dent on the sample-to-detector distance and the location of the

pixel in the detector. Fig. 2.5.11 illustrates the relationship

between the solid angle covered by a pixel and its location in a

flat area detector. The symbol S may represent a sample or a

calibration source at the instrument centre. The distance between

the sample S and the detector is D. The distance between any

arbitrary pixel P(x, y) and the detector centre pixel P(0, 0) is r.

The pixel size is �x and �y (assuming �x = �y). The distance

between the sample S and the pixel is R. The angular ranges

covered by this pixel are �� and �� in the x and y directions,

respectively. The solid angle covered by this pixel, ��, is then

given as

�� ¼ ���� ¼ D

R3
�y�x ¼ D

R3
�A; ð2:5:17Þ

where �A = �x�y is the area of the pixel and R is given by

R ¼ ðD2 þ x2 þ y2Þ1=2 ¼ ðD2 þ r2Þ1=2: ð2:5:18Þ

When a homogeneous calibration source is used, the flux to a

pixel at P(x, y) is given as

Fðx; yÞ ¼ ��B ¼ �ADB

R3
¼ �ADB

ðD2 þ x2 þ y2Þ3=2 ; ð2:5:19Þ

Figure 2.5.10
Detector dimensions and maximum measurable 2�.

Figure 2.5.11
Solid angle covered by each pixel and its location on the detector.
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where F(x, y) is the flux (in photons s�1) intercepted by the pixel

and B is the brightness of the source (in photons s�1 mrad�2) or
scattering from the sample. The ratio of the flux in pixel P(x, y) to

that in the centre pixel P(0, 0) is then given as

Fðx; yÞ
Fð0; 0Þ ¼

D3

R3
¼ D3

ðD2 þ x2 þ y2Þ3=2 ¼ cos3�; ð2:5:20Þ

where � is the angle between the X-rays to the pixel P(x, y) and

the line from S to the detector in perpendicular direction. It can

be seen that the greater the sample-to-detector distance, the

smaller the difference between the centre pixel and the edge

pixel in terms of the flux from the homogeneous source. This is

the main reason why a data frame collected at a short sample-to-

detector distance has a higher contrast between the edge and

centre than one collected at a long sample-to-detector distance.

2.5.3.2.2. Spatial resolution of area detectors

In a 2D diffraction frame, each pixel contains the X-ray

intensity collected by the detector corresponding to the pixel

element. The pixel size of a 2D detector can be determined by

or related to the actual feature sizes of the detector structure,

or artificially determined by the readout electronics or data-

acquisition software. Many detector techniques allow multiple

settings for variable pixel size, for instance a frame of 2048 �
2048 pixels or 512� 512 pixels. Then the pixel size in 512 mode is

16 (4 � 4) times that of a pixel in 2048 mode. The pixel size of a

2D detector determines the space between two adjacent pixels

and also the minimum angular steps in the diffraction data,

therefore the pixel size is also referred to as pixel resolution.

The pixel size does not necessarily represent the true spatial

resolution or the angular resolution of the detector. The resolving

power of a 2D detector is also limited by its point-spread function

(PSF) (Bourgeois et al., 1994). The PSF is the two-dimensional

response of a 2D detector to a parallel point beam smaller than

one pixel. When the sharp parallel point beam strikes the

detector, not only does the pixel directly hit by the beam record

counts, but the surrounding pixels may also record some counts.

The phenomenon is observed as if the point beam has spread

over a certain region adjacent to the pixel. In other words, the

PSF gives a mapping of the probability density that an X-ray

photon is recorded by a pixel in the vicinity of the point where the

X-ray beam hits the detector. Therefore, the PSF is also referred

to as the spatial redistribution function. Fig. 2.5.12(a) shows the

PSF produced from a parallel point beam. A plane at half

the maximum intensity defines a cross-sectional region within the

PSF. The FWHM can be measured at any direction crossing the

centroid of the cross section. Generally, the PSF is isotropic, so

the FWHMs measured in any direction should be the same.

Measuring the PSF directly by using a small parallel point

beam is difficult because the small PSF spot covers a few pixels

and it is hard to establish the distribution profile. Instead, the

line-spread function (LSF) can be measured with a sharp line

beam from a narrow slit (Ponchut, 2006). Fig. 2.5.12(b) is the

intensity profile of the image from a sharp line beam. The LSF

can be obtained by integrating the image from the line beam

along the direction of the line. The FWHM of the integrated

profile can be used to describe the LSF. Theoretically, LSF and

PSF profiles are not equivalent, but in practice they are not

distinguished and may be referenced by the detector specification

interchangeably. For accurate LSF measurement, the line beam is

intentionally positioned with a tilt angle from the orthogonal

direction of the pixel array so that the LSF can have smaller steps

in the integrated profile (Fujita et al., 1992).

The RMS (root-mean-square) of the distribution of counts is

another parameter often used to describe the PSF. The normal

distribution, also called the Gaussian distribution, is the most

common shape of a PSF. The RMS of a Gaussian distribution is

its standard deviation, 	. Therefore, the FWHM and RMS have

the following relation, assuming that the PSF has a Gaussian

distribution:

FWHM ¼ 2½�2 lnð1=2Þ�1=2RMS ¼ 2:3548� RMS: ð2:5:21Þ
The values of the FWHM and RMS are significantly different, so

it is important to be precise about which parameter is used when

the value is given for a PSF.

For most area detectors, the pixel size is smaller than the

FWHM of the PSF. The pixel size should be small enough that at

least a 50% drop in counts from the centre of the PSF can be

observed by the pixel adjacent to the centre pixel. In practice, an

FWHM of 3 to 6 times the pixel size is a reasonable choice if use

of a smaller pixel does not have other detrimental effects. A

further reduction in pixel size does not necessarily improve the

resolution. Some 2D detectors, such as pixel-array detectors, can

achieve a single-pixel PSF. In this case, the spatial resolution is

determined by the pixel size.

2.5.3.2.3. Detective quantum efficiency and energy range

The detective quantum efficiency (DQE), also referred to as

the detector quantum efficiency or quantum counting efficiency,

is measured by the percentage of incident photons that are

converted by the detector into electrons that constitute a

measurable signal. For an ideal detector, in which every X-ray

photon is converted to a detectable signal without additional

noise added, the DQE is 100%. The DQE of a real detector is less

than 100% because not every incident X-ray photon is detected,

and because there is always some detector noise. The DQE is a

parameter defined as the square of the ratio of the output and

input signal-to-noise ratios (SNRs) (Stanton et al., 1992):

DQE ¼ ðS=NÞout
ðS=NÞin

� �2

: ð2:5:22Þ

The DQE of a detector is affected by many variables, for

example the X-ray photon energy and the counting rate. The

dependence of the DQE on the X-ray photon energy defines the

Figure 2.5.12
(a) Point-spread function (PSF) from a parallel point beam; (b) line-
spread function (LSF) from a sharp line beam.
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energy range of a detector. The DQE drops significantly if a

detector is used out of its energy range. For instance, the energy

range of MWPC and microgap detectors is about 3 to 15 keV. The

DQE with Cu K� radiation (8.06 keV) is about 80%, but drops

gradually when approaching the lower or higher energy limits.

The energy range of imaging plates is much wider (4–48 keV).

The energy range of a CCD, depending on the phosphor, covers

from 5 keV up to the hard X-ray region.

2.5.3.2.4. Detection limit and dynamic range

The detection limit is the lowest number of counts that can be

distinguished from the absence of true counts within a specified

confidence level. The detection limit is estimated from the mean

of the noise, the standard deviation of the noise and some

confidence factor. In order to have the incoming X-ray photons

counted with a reasonable statistical certainty, the counts

produced by the X-ray photons should be above the detector

background-noise counts.

The dynamic range is defined as the range extending from the

detection limit to the maximum count measured in the same

length of counting time. The linear dynamic range is the dynamic

range within which the maximum counts are collected within the

specified linearity. For X-ray detectors, the dynamic range most

often refers to linear dynamic range, since only a diffraction

pattern collected within the linear dynamic range can be correctly

interpreted and analysed. When the detection limit in count rate

approaches the noise rate at extended counting time, the dynamic

range can be approximated by the ratio of the maximum count

rate to the noise rate.

Dynamic range is very often confused with the maximum count

rate, but must be distinguished. With a low noise rate, a detector

can achieve a dynamic range much higher than its count rate. For

example, if a detector has a maximum linear count rate of 105 s�1

with a noise rate of 10�3 s�1, the dynamic range can approach 108

for an extended measurement time. The dynamic range for a 2D

detector has the same definition as for a point detector, except

that with a 2D detector the whole dynamic range extending from

the detection limit to the maximum count can be observed from

different pixels simultaneously. In order to record the entire two-

dimensional diffraction pattern, it is necessary for the dynamic

range of the detector to be at least the dynamic range of the

diffraction pattern, which is typically in the range 102 to 106 for

most applications. If the range of reflection intensities exceeds

the dynamic range of the detector, then the detector will either

saturate or have low-intensity patterns truncated. Therefore, it is

desirable that the detector has as large a dynamic range as

possible.

2.5.3.2.5. Types of 2D detectors

2D detectors can be classified into two broad categories:

photon-counting detectors and integrating detectors (Lewis,

1994). Photon-counting area detectors can detect a single X-ray

photon entering the active area. In a photon-counting detector,

each X-ray photon is absorbed and converted to an electrical

pulse. The number of pulses counted per unit time is proportional

to the incident X-ray flux. Photon-counting detectors typically

have high counting efficiency, approaching 100% at low count

rate. The most commonly used photon-counting 2D detectors

include MWPCs, Si-pixel arrays and microgap detectors. Inte-

grating area detectors, also referred to as analogue X-ray

imagers, record the X-ray intensity by measuring the analogue

electrical signals converted from the incoming X-ray flux. The

signal size of each pixel is proportional to the fluence of incident

X-rays. The most commonly used integrating 2D detectors

include image plates (IPs) and charge-coupled devices (CCDs).

The selection of an appropriate 2D detector depends on the

X-ray diffraction application, the sample condition and the X-ray

beam intensity. In addition to geometry features, such as the

active area and pixel format, the most important performance

characteristics of a detector are its sensitivity, dynamic range,

spatial resolution and background noise. The detector type,

either photon-counting or integrating, also leads to important

differences in performance. Photon-counting 2D detectors typi-

cally have high counting efficiency at low count rate, while inte-

grating 2D detectors are not so efficient at low count rate because

of the relatively high noise background. An MWPC has a high

DQE of about 0.8 when exposed to incoming local fluence from

single photons up to about 103 photons s�1 mm�2. The diffracted
X-ray intensities from a polycrystalline or powder sample with a

typical laboratory X-ray source fall into this fluence range. This is

especially true with microdiffraction, where high sensitivity and

low noise are crucial to reveal the weak diffraction pattern.

Owing to the counting losses at a high count rate, the DQE of an

MWPC decreases with increasing count rate and quickly satu-

rates above 103 photons s�1 mm�2. Therefore, an MWPC is not

suitable for collecting strong diffraction patterns or for use with

high intensity sources, such as synchrotron X-ray sources. An IP

can be used in a large fluence range from 10 photons s�1 mm�2

and up with a DQE of 0.2 or lower. An IP is suitable for strong

diffraction from single crystals with high-intensity X-ray sources,

such as a rotating-anode generator or synchrotron X-ray source.

With weak diffraction signals, the image plate cannot resolve the

diffraction data near the noise floor. A CCD detector can also be

used over a large X-ray fluence range from 10 photons s�1 mm�2

to very high fluence with a much higher DQE of 0.7 or higher. It

is suitable for collecting diffraction of medium to strong intensity

from single-crystal or polycrystalline samples. Owing to the

relatively high sensitivity and high local count rate, CCDs can be

used in systems with either sealed-tube X-ray sources, rotating-

anode generators or synchrotron X-ray sources. With a low DQE

at low fluence and the presence of dark-current noise, a CCD is

not a good choice for applications with weak diffraction signals.

A microgap detector has the best combination of high DQE, low

noise and high count rate. It has a DQE of about 0.8 at an X-ray

fluence from single photons up to about 105 photons s�1 mm2. It

is suitable for microdiffraction when high sensitivity and low

noise are crucial to reveal weak diffraction patterns. It can also

handle high X-ray fluence from strong diffraction patterns or be

used with high-intensity sources, such as rotating-anode genera-

tors or synchrotron X-ray sources.

2.5.3.3. Data corrections and integration

2D diffraction patterns contain abundant information. In order

to interpret and analyse 2D patterns accurately it is necessary to

apply some data-treatment processes (Sulyanov et al., 1994;

Scheidegger et al., 2000; Cervellino et al., 2006; Boesecke, 2007;

Rowe, 2009). Most data-treatment processes can be categorized

as having one of the following four purposes: to eliminate or

reduce errors caused by detector defects; to remove undesirable

effects of instrument and sample geometry; to transfer a 2D

frame into a format such that the data can be presented or

further analysed by conventional means and software; and

cosmetic treatment, such as smoothing a frame for reports and

publications.
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2.5.3.3.1. Nonuniform response correction

A 2D detector can be considered as an array of point detectors.

Each pixel may have its own response, and thus a 2D detector

may exhibit some nonuniformity in intensity measurement when

exposed to an isotropic source. The nonuniform response can be

caused by manufacturing defects, inadequate design or limita-

tions of the detector technology. For instance, a nonuniform

phosphor screen or coupling fibre optic for a CCD detector may

cause nonuniformity in quantum efficiency (Tate et al., 1995). A

gas-filled detector may have a different intensity response

between the detector edge and centre due to the variation in the

electric field from the centre to the edge. A thorough correction

to the nonuniformity of the intensity response can be performed

if the detector counting curves of all pixels are given. In practice,

this is extremely difficult or impossible, because the behaviour of

a pixel may be affected by the condition of the adjacent pixels

and the whole detector. The practical way to correct the non-

uniformity of the intensity response is to collect an X-ray image

from an isotropic point source at the instrument centre and use

the image data frame to generate a correction table for the future

diffraction frames. The frame collected with the isotropic source

is commonly referred to as a ‘flood-field’ frame or a flat-field

image, and the correction is also called a flood-field correction or

flat-field correction (Stanton et al., 1992). Another type of

correction for a nonuniform response is background correction.

Background correction is done by subtracting a background

frame from the data frame. The background frame is collected

without X-ray exposure. Integrating detectors, such as image

plates or CCDs, have a strong background which must be

considered in nonuniform response correction. Photon-counting

detectors, such as MWPC and microgap detectors, have negligible

background, so background correction is not necessary.

The X-ray source for calibration for flood-field correction

should be a uniform, spherically radiating point source. Identical

brightness should be observed at any pixel on the detector. The

radiation strength of the source should match the intensity of the

diffraction data to be collected. The photon energy of the source

should be the same as or close to the X-ray beam used for

diffraction-data collection so that the detector behaves the same

way during calibration and data collection.

There are many choices of calibration sources, including X-ray

tubes, radioactive sources, diffuse scattering or X-ray fluores-

cence. The radioactive source Fe-55 (55Fe) is the most commonly

used calibration source for a diffraction system because of its

major photon energy level of 5.9 keV. X-ray fluorescence is an

alternative to a radioactive source. Fluorescence emission is

generated by placing a fluorescent material into the X-ray beam.

Fluorescence radiation is an isotopic point source if the irradiated

area is a small point-like area. For example, Cu K� can produce

intense fluorescence from materials containing significant

amounts of iron or cobalt and Mo K� can produce intense

fluorescence from materials containing yttrium. In order to avoid

a high localized intensity contribution from X-ray diffraction, the

fluorescent material should be amorphous, such as a glassy iron

foil. An alternative to a glassy alloy foil is amorphous lithium

borate glass doped with the selected fluorescent element up to a

10% concentration (Moy et al., 1996).

There are many algorithms available for flood-field correction

depending on the nature of the 2D detector. The correction is

based on the flood-field frame collected from the calibration

source. The simplest flood-field correction is to normalize the

counts of all pixels to the same level assuming that all pixels have

the same response curve. The corrected frame from an isotropic

source is not flat, but maintains the cos3 � falloff effect, which

will be considered in the frame integration. For gas-filled detec-

tors, such as MWPC and microgap detectors, the pixel intensity

response is not independent, but is affected by X-ray exposure to

surrounding pixels and the whole detector. Flood-field correction

is carried out by applying a normalization factor to each pixel in

which a ‘rubber-sheet’ kind of stretching and shrinking in regions

along the x and y detector axes slightly alters the size of each

pixel (He, 2009). The total number of counts remains the same

after the correction but is redistributed throughout the pixels so

that the image from an isotropic source is uniformly distributed

across the detector. The flood-field calibration must be done with

the same sample-to-detector distance as for the diffraction-data

collection.<

2.5.3.3.2. Spatial correction

In an ideal flat 2D detector, not only does each pixel have the

same intensity response, but also an accurate position. The pixels

are aligned in the x and y directions with equal spacing. In most

cases we assume that the detective area is completely filled by

pixels, so the distance between two neighbouring pixels is

equivalent to the pixel size. The deviation from this perfect pixel

array is called spatial distortion. The extent of spatial distortion is

dependent on the nature and limitation of the detector tech-

nology. A CCD detector with 1:1 demagnification may have a

negligible spatial distortion, but the barrel distortion in the

coupling fibre-optic taper can introduce substantial spatial

distortion. An image-plate system may have spatial distortion

caused by imperfections in the scanning system (Campbell et al.,

1995). MWPC detectors typically exhibit more severe spatial

distortion due to the window curvature and imperfections in the

wire anode (Derewenda & Helliwell, 1989).

The spatial distortion is measured from X-ray images collected

with a uniformly radiating point source positioned at the

instrument centre and a fiducial plate fastened to the front

surface of the detector. The source for spatial correction should

have a very accurate position, point-like shape and small size. The

fiducial plate is a metal plate with accurately distributed pinholes

in the x and y directions. The X-ray image collected with this

setup contains sharp peaks corresponding to the pinhole pattern

of the fiducial plate. Since accurate positions of the peaks are

given by the fiducial plate, the spatially corrected image is a

projection of the collected image to this plane. Therefore, the

detector plane is defined as the contacting plane between the

fiducial plate and detector front face.

Spatial correction restores the spatially distorted diffraction

frame into a frame with correct pixel positions. Many algorithms

have been suggested for spatial correction (Sulyanov et al., 1994;

Tate et al., 1995; Stanton et al., 1992; Campbell et al., 1995). In the

spatially corrected frame each pixel is generated by computing

the pixel count from the corresponding pixels based on a spatial-

correction look-up table. In a typical spatial-correction process,

an image containing the spots from the calibration source passing

through the fiducial plate is collected. The distortion of the image

is revealed by the fiducial spots. Based on the known positions of

the corresponding pinholes in the fiducial plate, the distortion of

each fiducial spot can be determined. The spatial correction for

all pixels can be calculated and stored as a look-up table.

Assuming that the detector behaves the same way in the real

diffraction-data collection, the look-up table generated from the

fiducial image can then be applied to the real diffraction frames.
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The spatial calibration must be done at the same sample-to-

detector distance as the diffraction-data collection.

2.5.3.3.3. Frame integration

2D frame integration is a data-reduction process which

converts a two-dimensional frame into a one-dimensional

intensity profile. Two forms of integration are generally of

interest in the analysis of a 2D diffraction frame from poly-

crystalline materials: � integration and 2� integration. � inte-

gration sums the counts in 2� steps (�2�) along constant 2� conic
lines and between two constant � values. � integration produces a
data set with intensity as a function of 2�. 2� integration sums the

counts in � steps (��) along constant � lines and between two

constant 2� conic lines. 2� integration produces a data set with

intensity as a function of �. � integration may also be carried out

with the integration range in the vertical direction as a constant

number of pixels. This type of � integration may also be referred

to as slice integration. A diffraction profile analogous to the

conventional diffraction result can be obtained by either � inte-

gration or slice integration over a selected 2� range. Phase ID can

then be done with conventional search/match methods. 2� inte-
gration is of interest for evaluating the intensity variation along �
angles, such as for texture analysis, and is discussed in more depth

in Chapter 5.3.

The � integration can be expressed as

Ið2�Þ ¼ R�2

�1

Jð2�; �Þ d�; 2�1 � 2� � 2�2; ð2:5:23Þ

where J(2�, �) represents the two-dimensional intensity distri-

bution in the 2D frame and I(2�) is the integration result as a

function of intensity versus 2�. �1 and �2 are the lower limit and

upper limit of integration, respectively, which are constants for �
integration. Fig. 2.5.13 shows a 2D diffraction frame collected

from corundum (�-Al2O3) powder. The 2� range is from 20 to 60˚

and the 2� integration step size is 0.05˚. The �-integration range is
from 60 to 120˚. In order to reduce or eliminate the dependence

of the integrated intensity on the integration interval, the inte-

grated value at each 2� step is normalized by the number of

pixels, the arc length or the solid angle. � integration with

normalization by the solid angle can be expressed as

Ið2�Þ ¼
R �2
�1
Jð2�; �Þð�2�Þ d�
R �2
�1
ð�2�Þ d� ; 2�1 � 2� � 2�2: ð2:5:24Þ

Since the �2� step is a constant, the above equation becomes

Ið2�Þ ¼
R �2
�1
Jð2�; �Þ d�
�2 � �1

; 2�1 � 2� � 2�2: ð2:5:25Þ

There are many integration software packages and algorithms

available for reducing 2D frames into 1D diffraction patterns

for polycrystalline materials (Cervellino et al., 2006; Rodriguez-

Navarro, 2006; Boesecke, 2007). With the availability of

tremendous computer power today, a relatively new method is

the bin method, which treats pixels as having a continuous

distribution in the detector. It demands more computer power

than older methods, but delivers much more accurate and

smoother results even with �2� integration steps significantly

smaller than the pixel size. Depending on the relative size of �2�
to the pixel size, each contributing pixel is divided into several 2�
‘bins’. The intensity counts of all pixels within the �2� step are

summarized. All the normalization methods in the above inte-

gration, either by pixel, arc or solid angle, result in an intensity

level of one pixel or unit solid angle. Since a pixel is much smaller

than the active area of a typical point detector, the normalized

integration tends to result in a diffraction pattern with fictitiously

low intensity counts, even though the true counts in the corre-

sponding�2� range are significantly higher. In order to avoid this
misleading outcome, it is reasonable to introduce a scaling factor.

However, there is no accurate formula for making the integrated

profile from a 2D frame comparable to that from a conventional

point-detector scan. The best practice is to be aware of the

differences and to try not to make direct comparisons purely

based on misleading intensity levels. Generally speaking, for the

same exposure time, the total counting statistics from a 2D

detector are significantly better than from a 0D or 1D detector.

2.5.3.3.4. Lorentz, polarization and absorption corrections

Lorentz and polarization corrections may be applied to the

diffraction frame to remove their effect on the relative intensities

of Bragg peaks and background. The 2� angular dependence

of the relative intensity is commonly given as a Lorentz–

polarization factor, which is a combination of Lorentz and

polarization factors. In 2D diffraction, the polarization factor is a

function of both 2� and �, therefore it should be treated in the 2D
frames, while the Lorentz factor is a function of 2� only. The

Lorentz correction can be done either on the 2D frames or on the

integrated profile. In order to obtain relative intensities equiva-

lent to a conventional diffractometer with a point detector,

reverse Lorentz and polarization corrections may be applied to

the frame or integrated profile.

The Lorentz factor is the same as for a conventional diffract-

ometer. For a sample with a completely random orientation

distribution of crystallites, the Lorentz factor is given as

L ¼ cos �

sin2 2�
¼ 1

4 sin2 � cos �
: ð2:5:26Þ

The Lorentz factor may be given by a different equation for a

different diffraction geometry (Klug & Alexander, 1974). The

forward and reverse Lorentz corrections are exactly reciprocal

Figure 2.5.13
A 2D frame showing � integration.
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and effectively cancel each other. Therefore, it is not necessary to

perform the Lorentz correction to the frame before integration if

relative intensities equivalent to a conventional Bragg–Brentano

diffractometer are expected. The Lorentz correction can be

done on the integrated diffraction profiles in the same way as on

the diffraction profiles collected with conventional diffract-

ometers.

When a non-polarized X-ray beam is scattered by matter, the

scattered X-rays are polarized. The intensity of the diffracted

beam is affected by the polarization; this effect is expressed by

the polarization factor. In two-dimensional X-ray diffraction the

diffraction vectors of the monochromator diffraction and sample

crystal diffraction are not necessarily in the same plane or

perpendicular planes. Therefore, the overall polarization factor is

a function of both 2� and �. Fig. 2.5.14 illustrates the geometric

relationship between the monochromator and detector in the

laboratory coordinates, XL, YL, ZL. The monochromator is

located at the coordinates XL;Y
0
L;Z

0
L, which is a translation of

the laboratory coordinates along the XL axis in the negative

direction. The monochromator crystal is rotated about the Z0L
axis and 2�M is the Bragg angle of the monochromator crystal.

The diffracted beam from the monochromator propagates along

the XL direction. This is the incident beam to the sample located

at the instrument centre O. The 2D detector location is given by

the sample-to-detector distance D and swing angle �. The pixel

P(x, y) represents an arbitrary pixel on the detector. 2� and � are
the corresponding diffraction-space parameters for the pixel.

Since a monochromator or other beam-conditioning optics can

only be used on the incident beam, the polarization factor for 2D-

XRD can then be given as a function of both � and �:

Pð�; �Þ ¼
ð1þ cos2 2�M cos2 2�Þ sin2 � þ ðcos2 2�M þ cos2 2�Þ cos2 �

1þ cos2 2�M
:

ð2:5:27Þ

If the crystal monochromator rotates about the Y 0L axis, i.e. the

incident plane is perpendicular to the diffractometer plane, the

polarization factor for two-dimensional X-ray diffraction can be

given as

Pð�; �Þ ¼
ð1þ cos2 2�M cos2 2�Þ cos2 � þ ðcos2 2�M þ cos2 2�Þ sin2 �

1þ cos2 2�M
:

ð2:5:28Þ

In the above equations, the term cos2 2�M can be replaced by

cosn 2�M
�
�

�
� for different monochromator crystals. For a mosaic

crystal, such as a graphite crystal, n = 2. For most real mono-

chromator crystals, the exponent n takes a value between 1 and 2.

For near perfect monochromator crystals, n approaches 1 (Kerr

& Ashmore, 1974). All the above equations for polarization

factors may apply to multilayer optics. However, since multilayer

optics have very low Bragg angles, cosn 2�M
�
�

�
� approximates to

unity. The � dependence of the polarization factor diminishes in

this case. The polarization factor approaches

Pð�; �Þ ’ 1þ cos2 2�

2
: ð2:5:29Þ

2.5.3.3.5. Air scatter

X-rays are scattered by air molecules in the beam path

between the X-ray source and detector. Air scatter results in two

effects: one is the attenuation of the X-ray intensity, the other is

added background in the diffraction pattern. Air scatter within

the enclosed primary beam path – for instance, in the mirror,

monochromator housing or collimator – results in attenuation of

only the incident beam. The enclosed beam path can be purged

by helium gas or kept in vacuum to reduce the attenuation so that

no correction is necessary for this part of the air scatter. The open

beam between the tip of the collimator and the sample generates

an air-scatter background pattern, which is the major part of the

air scatter. In the secondary beam path, the air scatter from the

diffracted beam may generate background too, but the main

effect of the air scatter is inhomogeneous attenuation of the

diffraction pattern due to the different beam path lengths

between the centre and the edge of the detector.

The background generated by air scattering from the open

incident-beam path has a strong 2� dependence. The specific

scattering curve depends on the length of the open primary beam

path, the beam size and the wavelength of the incident beam.

There are two approaches to correct air scatter. One is to collect

an air-scatter background frame under the same conditions as the

diffraction frame except without a sample. The background

frame is then subtracted from the diffraction frame. Another

approach is to remove the background from the integrated

profile, since the background is 2� dependent.
The attenuation of the diffracted beam by air absorption

depends on the distance between the sample and pixel. For a flat

detector, air absorption can be corrected by

pcðx; yÞ ¼ poðx; yÞ exp 
airðD2 þ x2 þ y2Þ1=2	 


; ð2:5:30Þ

where po(x, y) is the original pixel intensity of the pixel P(x, y)

and pc(x, y) is the corrected intensity. The detector centre is given

by (0, 0). 
air is the linear absorption coefficient of air. The value

of 
air is determined by the radiation wavelength. By approx-

imation, for air with 80% N2 and 20% O2 at sea level and at

293 K, 
air = 0.01 cm�1 for Cu K� radiation. Air scatter and

absorption increases with increasing wavelength. For example,


air = 0.015 cm�1 for Co K� radiation and 0.032 cm�1 for Cr K�
radiation. The absorption coefficient for Mo K� radiation, 
air =

0.001 cm�1, is only one-tenth of that for Cu K� radiation, so an

air-absorption correction is not necessary. Alternatively, the

absorption correction may be normalized to the absorption level

in the beam centre as

pcðx; yÞ ¼ poðx; yÞ exp 
air ðD2 þ x2 þ y2Þ1=2 �D
	 
� �

: ð2:5:31Þ

Figure 2.5.14
Geometric relationship between the monochromator and detector in the
laboratory coordinates.
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In this normalized correction the attenuation by air scatter is not

fully corrected for each pixel, but rather corrected to the same

attenuation level as the pixel in the detector centre. This means

that the effect of path-length differences between the detector

centre pixel and other pixels are eliminated.

2.5.3.3.6. Sample absorption

The absorption of X-rays by the sample reduces the diffracted

intensity. Many approaches are used to calculate and correct the

absorption effect for various sample shapes and geometries

[International Tables for Crystallography Volume C, Chapter 6.3

(Maslen, 1992); Ross, 1992; Pitschke et al., 1996; Zuev, 2006]. The

sample absorption can be measured by the transmission coeffi-

cient (also referred to as the absorption factor):

A ¼ ð1=VÞ R
V

expð�
�Þ dV; ð2:5:32Þ

where A is the transmission coefficient, 
 is the linear absorption

coefficient and � is the total beam path in the sample, which

includes the incident-beam path and diffracted-beam path. Fig.

2.5.15(a) shows reflection-mode diffraction with a flat-plate

sample. The thickness of the plate is t. z is the distance of the

element dV from the sample surface. The normal to the reflection

surface is n. The incident beam is represented by the unit vector

so and the diffracted beam by the unit vector s. The transmission

coefficient is given as (Maslen, 1992)

A ¼ 1� exp �
t ð1=cos �Þ þ ð1=cos 
Þ½ �� �


 ðcos 
=cos �Þ þ 1½ � ; ð2:5:33Þ

where � is the angle between the incident beam and the normal to

the sample surface, and 
 is the angle between the diffracted

beam and the sample normal. For two-dimensional X-ray

diffraction, there is a single incident-beam direction at a time, but

various diffracted-beam directions simultaneously, so

cos � ¼ sin! cos ð2:5:34Þ
and

cos 
 ¼ � cos 2� sin! cos � sin 2� sin � cos! cos 

� sin 2� cos � sin : ð2:5:35Þ
The transmission coefficient from equation (2.5.33) contains a

length unit, which creates ambiguity if such transmission coeffi-

cients are used to correct the intensity pixel-by-pixel. In order to

make the relative intensity comparable to the results from Bragg–

Brentano geometry, we introduce a new transmission coefficient,

which is normalized by the transmission coefficient of the Bragg–

Brentano geometry, ABB ¼ 1=ð2
Þ. This normalized transmission

coefficient is also a numerical factor without units. The trans-

mission coefficient with normalization will be denoted by T

hereafter in this chapter. The transmission coefficient for

reflection-mode diffraction with a flat sample of thickness t is

then given as

T ¼ A=ABB ¼
2 cos � 1� exp �
t ð1=cos �Þ þ ð1=cos 
Þ½ �� �
 �

cos �þ cos 

:

ð2:5:36Þ
For a thick plate or material with a very high linear absorption

coefficient, the transmission through the sample thickness is

negligible and the above equation becomes

T ¼ 2 cos �

cos �þ cos 

: ð2:5:37Þ

Fig. 2.5.15(b) shows transmission-mode diffraction with a flat-

plate sample. The thickness of the plate is t. The normal to the

reflection surface is represented by the unit vector n. The incident

beam is represented by the unit vector so and the diffracted beam

by the unit vector s. � is the angle between the incident beam and

the normal of the sample surface, and 
 is the angle between the

diffracted beam and the sample normal.

The transmission coefficient normalized by ABB ¼ 1=ð2
Þ is
given by (Maslen, 1992; Ross, 1992)

T ¼ 2 sec � exp �
t sec �ð Þ � exp �
t sec 
ð Þ½ �
sec 
 � sec �

for sec 
 6¼ sec �: ð2:5:38Þ

For two-dimensional X-ray diffraction in transmission mode

cos � ¼ sin! sin sin ’þ cos! cos ’ ð2:5:39Þ

and

cos 
 ¼ ðsin! sin sin ’þ cos! cos ’Þ cos 2�
þ ðcos! sin sin ’� sin! cos ’Þ sin 2� sin �
� cos sin ’ sin 2� cos �: ð2:5:40Þ

It is very common practice to set the incident angle perpen-

dicular to the sample surface, i.e. � = 0. For most transmission-

mode data collection, equation (2.5.40) becomes

T ¼ 2 exp �
tð Þ � exp �
t sec 
ð Þ½ �
sec 
 � 1

: ð2:5:41Þ

When � = 
, both the numerator and denominator approach zero,

and the transmission coefficient should be given by

T ¼ 2
t sec 
 exp �
t sec 
ð Þ: ð2:5:42Þ

It is common practice to load the sample perpendicular to the

incident X-ray beam at the goniometer angles ! ¼  ¼ ’ ¼ 0.

Therefore, cos � ¼ 1 and cos 
 ¼ cos 2�, and the transmission

coefficient becomes

T ¼ 2 cos 2� exp �
tð Þ � exp �
t=cos 2�ð Þ½ �
1� cos 2�

: ð2:5:43Þ

The maximum scattered intensity occurs when

t ¼ cos 2� ln cos 2�


ðcos 2� � 1Þ : ð2:5:44Þ

This equation can be used to select the optimum sample thickness

for transmission-mode diffraction. For example, if the measure-

ment 2� range is between 3 and 50˚, the preferred sample

thickness should be given by 
t = 0.8–1.0.

Figure 2.5.15
Absorption correction for a flat slab: (a) reflection; (b) transmission.
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2.5.4. Applications

2.5.4.1. Phase identification

In materials science, a phase is defined as a region that has

uniform chemical composition and physical properties, including

crystal structure. Therefore, every phase should give a unique

diffraction pattern. A sample for X-ray diffraction may contain a

single phase or multiple phases. Analysis of the diffraction

pattern can accurately and precisely determine the contents of

the sample. This qualitative analysis is called phase identification

(phase ID). One of the most efficient methods of phase identi-

fication is to compare the diffraction pattern from an unknown

material to those in a database of a large number of standard

diffraction patterns. The most comprehensive database is the

Powder Diffraction File (PDF), updated annually by the Inter-

national Centre for Diffraction Data (ICDD).

Two-dimensional X-ray diffraction has enhanced phase iden-

tification in many respects (Rudolf & Landes, 1994; Sulyanov et

al., 1994; Hinrichsen, 2007). Because of its ability to collect

diffracted X-rays in a large angular range in both the 2� and �
directions, it can collect diffraction data with high speed and

better sampling statistics than obtained by conventional diffrac-

tion. Owing to point-beam illumination on the sample, a rela-

tively small sample size is required for phase identification. The

large 2D detector allows for a large 2� range to be analysed

without any movement of the sample and detector. This makes it

possible to perform in situ phase investigation on samples during

phase transformations, chemical reactions and deformations. The

diffraction information in the � direction allows accurate phase

identification of samples with large grains and preferred orien-

tation.

In the Bragg–Brentano geometry, the 2� resolution is

controlled by the selection of the divergence slit and receiving slit

in the diffractometer plane, and the axial divergence is controlled

by Soller slits, while in a diffractometer with a 2D detector, the 2�
resolution is mainly determined by the spatial resolution of the

detector and the sample-to-detector distance. The relative peak

intensity in a diffraction pattern from a sample with texture

measured with a 2D detector can be significantly different from

the results measured with Bragg–Brentano geometry. It is

imperative to study the nature of these discrepancies so that the

diffraction patterns collected with 2D detectors can be used for

phase ID with proper understanding and correction if necessary.

When two-dimensional diffraction is used for phase identifi-

cation, the first step is to integrate the 2D diffraction frame into a

diffraction profile resembling the diffraction pattern collected

with a conventional diffractometer (Cervellino et al., 2006;

Rodriguez-Navarro, 2006; Boesecke, 2007; Fuentes-Montero et

al., 2011; Hammersley, 2016). The integrated diffraction profiles

can be analysed with all existing algorithms and methods,

including profile fitting with conventional peak shapes and

fundamental parameters, quantification of phases, and lattice-

parameter determination and refinement (Ning & Flemming,

2005; Flemming, 2007; Jabeen et al., 2011). The results can be

used to search a powder-diffraction database to find possible

matches. Since there is a great deal of literature covering these

topics (Cullity, 1978; Jenkins & Snyder, 1996; Pecharsky &

Zavalij, 2003), this section will focus on the special characteristics

of two-dimensional X-ray diffraction as well as system geometry,

data-collection strategies and data analysis in dealing with rela-

tive peak intensities, 2� resolution, grain size and distribution,

and preferred orientation. Many factors and correction algo-

rithms described here can help in understanding the character-

istics of two-dimensional diffraction. In most applications,

however, the �-integrated profile can be used for phase identi-

fication without these corrections.

2.5.4.1.1. Relative intensity

The integrated intensity diffracted from polycrystalline mate-

rials with a random orientation distribution is given by

Ihkl ¼ kI
phkl
v2
ðLPAÞ�3F2

hklghklð�; �Þ exp �2Mt � 2Msð Þ; ð2:5:45Þ

where kI is an instrument constant that is a scaling factor between

the experimental observed intensities and the calculated inten-

sity, phkl is the multiplicity factor of the crystal plane (hkl), v is the

volume of the unit cell, (LPA) is the Lorentz–polarization and

absorption factors, � is the X-ray wavelength, Fhkl is the structure

factor for the crystal plane (hkl), ghklð�; �Þ is the normalized

pole-density distribution function and exp(�2Mt � 2Ms) is the

attenuation factor due to lattice thermal vibrations and weak

static displacements (Warren, 1990; He et al., 1994). Except for

the texture effect, all the factors in the above equation are either

discussed in the previous sections or have the same definitions

and values as in conventional diffraction.

Phase-identification studies by XRD are preferably carried out

on powders or polycrystalline samples with a random orientation

distribution of crystallites. Preferred orientation causes relative

intensities to deviate from theoretical calculations or those

reported in reference databases. In practice, a sample with a

perfectly random orientation distribution of crystallites is very

hard to fabricate and most polycrystalline samples have a

preferred orientation to a certain extent. Discrepancies in the

relative peak intensities between conventional diffraction and

2D-XRD are largely due to texture effects. For B-B geometry, the

diffraction vector is always perpendicular to the sample surface.

With a strong texture, it is possible that the pole density of certain

reflections in the sample normal direction is very low or even

approaches zero. In this case, the peak does not appear in the

diffraction pattern collected in B-B geometry. In 2D-XRD,

several diffraction rings may be measured with a single incident

beam; the corresponding diffraction vectors are not necessarily in

the sample normal direction. The diffraction profiles from 2D

frames are produced by � integration, therefore the texture

factor ghklð�; �Þ should be replaced by the average normalized

pole-density function within the � integration range ghklð��Þ
� �

.

The relation between (�, �) and (2�, �) is given in Chapter

5.4. The chance of having zero pole density over the entire

�-integration range is extremely small. Therefore, phase identi-

fication with 2D-XRD is much more reliable than with conven-

tional diffraction.

2.5.4.1.2. Detector distance and resolution

The 2� resolution with B-B geometry is controlled by the size

of the slits. Smaller apertures of the divergence slit are used for

higher 2� resolution and larger apertures for fast data collection.

With a two-dimensional X-ray diffraction system, the 2� resolu-
tion is achieved with different approaches. A flat 2D detector has

the flexibility to be used at different sample-to-detector distances.

The detector resolution is determined by the pixel size and point-

spread function. For the same detector resolution and detector

active area, a higher resolution can be achieved at larger distance,

and higher angular coverage at shorter distance. The sample-to-

detector distance should be optimized depending on the 2�
measurement range and required resolution. In situations where

the 2� range of one frame is not enough, several frames at
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sequential 2� ranges can be collected. The integrated profiles can

then be merged to achieve a large 2� range. Fig. 2.5.16 shows four
2D frames collected from a battery material with a microgap

detector. The slice integration region is defined by two conic lines

and two horizontal lines. The diffraction profile integrated from

the merged frames is displayed below.

2.5.4.1.3. Defocusing effect

A 2D diffraction pattern over a range of 2� is measured

simultaneously with a single incident angle, so the incident angle

has to be lower than the minimum 2� angle. Since the reflected

angle cannot always be the same as the incident angle, geometric

aberrations are observed. The defocusing effect occurs when the

incident angle is lower than the reflection angle. At low incident

angles, the incident beam spreads over the sample surface into an

area much larger than the size of the original X-ray beam. The

observed diffracted beam size is magnified by the defocusing

effect if the diffracted beam makes an angle larger than the

incident angle. The defocusing effect for reflection-mode

diffraction can be expressed as

B

b
¼ sin �2

sin �1
¼ sinð2� � !Þ

sin!
; ð2:5:46Þ

where �1 is the incident angle, b is the incident beam size and B is

diffracted beam size. The ratio of B to b is a measurement of the

geometric aberration and will be referred to as the defocusing

factor. In principle, defocusing occurs only when B/b is larger

than 1. The reflected beam is actually focused to the detector

when �2 < �1. The defocusing effect occurs when �2 > �1 and the

defocusing factor increases with increasing �2 or decreasing �1.
The maximum defocusing appears at �2 = 90˚. For the �–2�
configuration, the incident angle ! (= �1) is used in the equation.

For B-B geometry with a divergent slit and receiving slit of the

same size the defocusing factor is always 1. With a 2D detector

the defocusing factor varies with the 2� angle. If a large 2� range
is measured on a flat sample in reflection mode, it is always

desirable to collect several frames at different incident angles for

each 2� range so as to improve the 2� resolution. A cylindrical

detector may collect a diffraction pattern over a large 2� range
(Gelfi et al., 2005). However, the defocusing effect prevents it

from being used for a large 2� range for a flat sample. Fig. 2.5.17

compares the effect for a flat detector and a cylindrical detector.

Fig. 2.5.17(a) shows a cylindrical detector being used to collect a

diffraction pattern from a flat sample for a 2� range of 5 to 80˚.

The incident angle must be kept at 5˚ or lower. Fig. 2.5.17(b)

shows a flat detector being used to collect the diffraction pattern

over the same 2� range. In order to minimize the defocusing

effect, the data collection is done at four different incident angles

(5, 15, 25 and 35˚) with four corresponding detector swing angles

(10, 30, 50 and 70˚). Fig. 2.5.17(c) compares the defocusing factors

of the two configurations. The horizontal dot-dashed line with

defocusing factor B/b = 1 represents the situation with B-B

geometry. The defocusing factor continues to increase with 2�
angle up to B/b = 11 for cylindrical detector. That means that the

2� resolution would be 10 times worse than for the B-B geometry.

For the diffraction pattern collected with a flat detector in four

steps, the defocusing factor fluctuates above 1, with the worst

value being less than 3. Another approach to avoiding defocusing

is to collect the diffraction pattern in transmission mode. There is

no defocusing effect in transmission when the incident beam is

perpendicular to the sample surface. Therefore, the transmission

pattern has significantly better 2� resolution. Transmission-mode

diffraction also has other advantages. For instance, the air scat-

tering from the primary beam may be blocked by a flat sample,

therefore lowering the background from air scattering. However,

transmission-mode diffraction data can only be collected from

samples with limited thickness, and the maximum scattering

intensity is achieved at low 2� angles with a sample thickness of

t ¼ 1=
, where 
 is the linear absorption coefficient. The scat-

tering intensity drops dramatically when the thickness increases.

2.5.4.1.4. Sampling statistics

In powder X-ray diffraction, the number of crystallites

contributing to each reflection must be sufficiently large to

generate reproducible integrated peak intensities (see Chapter

2.10). A larger number of contributing crystallites gives better

precision or sampling statistics (also referred to as particle

Figure 2.5.16
Diffraction pattern merged from four 2D frames collected from a battery material.
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statistics). Sampling statistics are determined by both the struc-

ture of the sample and the instrumentation. For a powder sample

in which the crystallites are perfectly randomly oriented, the

number of contributing crystallites for a diffraction peak can be

given as

Ns ¼ phkl
Vfi
vi

�

4�
; ð2:5:47Þ

where phkl is the multiplicity of the diffracting planes, V is the

effective sampling volume, fi is the volume fraction of the

measuring crystallites (fi = 1 for single-phase materials), vi is

the volume of individual crystallites and � is the angular window

of the instrument (given as a solid angle). The multiplicity term,

phkl, effectively increases the number of crystallites contributing

to the integrated intensity from a particular set of (hkl) planes.

The volume of individual crystallites, vi, is an average of various

crystallite sizes. The combination of the effective sampling

volume and the angular window makes up the instrumental

window, which determines the total volume of polycrystalline

material making a contribution to a Bragg reflection. For 2D-

XRD, the instrumental window is not only determined by the

incident beam size and divergence, but also by the detective area

and the sample-to-detector distance (� angular coverage).

In B-B geometry, the effective irradiated volume is a constant,

VBB ¼ AoABB ¼ Ao=2
; ð2:5:48Þ
where Ao is the cross-section area of the incident beam measured

on the sample surface, ABB ¼ 1=ð2
Þ is the transmission coeffi-

cient for B-B geometry, and 
 is the linear absorption coefficient.

For 2D-XRD, the effective volume is given as

V ¼ AoA ¼ AoT=2
; ð2:5:49Þ
where A is the transmission coefficient and T is the transmission

coefficient with B-B normalization for either transmission or

reflection as given previously.

The angular window is given as a solid angle. The incident

beam has a divergence angle of �1 within the diffraction plane

and �2 in the perpendicular direction. The angular window

corresponding to the incident-beam divergence is given by

� ¼ �1�2= sin � or � ¼ �2= sin � if � ¼ �1 ¼ �2: ð2:5:50Þ
For 2D-XRD, the angular window is not only determined by

the incident-beam divergence, but also significantly increased by

� integration. When � integration is used to generate the

diffraction profile, it actually integrates the data collected over a

range of various diffraction vectors. Since the effect of � inte-

gration on sampling statistics is equivalent to the angular oscil-

lation on the  axis in a conventional diffractometer, the effect is

referred to as virtual oscillation and � is the virtual oscillation

angle. In conventional oscillation, mechanical movement may

result in some sample-position error. Since there is no actual

physical movement of the sample stage during data collection,

virtual oscillation can avoid this error. This is crucial for micro-

diffraction. The angular window with the contributions of both

the incident-beam divergence and the virtual oscillation is

� ¼ �� ¼ 2� arcsin½cos � sinð��=2Þ�; ð2:5:51Þ

Figure 2.5.17
Defocusing effects: (a) cylindrical detector; (b) flat detector at various incident angles and detector swing angles; (c) comparison of defocusing factors.
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where � is the divergence of the incident beam. While increasing

the divergence angle � may introduce instrumental broadening

which deteriorates the 2� resolution, virtual oscillation improves

sampling statistics without introducing instrumental broadening.

In the cases of materials with a large grain size or preferred

orientation, or of microdiffraction with a small X-ray beam size, it

can be difficult to determine the 2� position because of poor

counting statistics. In these cases, some kind of sample oscillation,

either by translation or rotation, can bring more crystallites into

the diffraction condition. Angular oscillation is an enhancement

to the angular window of the instrument. The effect is that the

angular window scans over the oscillation angle. Any of the three

rotation angles (!,  , ’) or their combinations can be used as

oscillation angles. Angular oscillation can effectively improve the

sampling statistics for both large grain size and preferred orien-

tation. As an extreme example, a powder-diffraction pattern can

be generated from single-crystal sample if a sufficient angular

window can be achieved by sample rotation in such as way as to

simulate a Gandolfi camera (Guggenheim, 2005). Sample oscil-

lation is not always necessary if virtual oscillation can achieve

sufficient sampling statistics.

2.5.4.2. Texture analysis

Most natural or artificial solid materials are polycrystalline,

consisting of many crystallites (also called grains) of various sizes,

shapes and orientations. When the orientations of the crystallites

in a material have a random distribution, it presents isotropic

properties. The anisotropic orientation distribution of crystallites

is referred to as preferred orientation or texture. Depending on

the degree of the preferred orientation, a sample is referred to as

having a weak, moderate or strong texture. Many electrical,

optical or mechanical properties of materials are affected or

determined by their texture. The determination and interpreta-

tion of textures are therefore of fundamental importance in

materials science and technology (Bunge, 1983).

When a conventional X-ray diffractometer with a point

detector is used for texture measurement, the crystallite orien-

tation distribution in one direction is measured at a time, and full

texture information is measured by rotating the sample to all the

desired orientations. When a two-dimensional X-ray diffraction

system is used for texture measurement, the orientation distri-

butions of several crystallographic planes over a range of angles

can be measured simultaneously so as to get better measurement

results in a shorter data-collection time (Smith & Ortega, 1993;

Blanton, 1994; Bunge & Klein, 1996; Helming et al., 2003; Wenk

&Grigull, 2003; He, 2009). The orientation relationships between

different phases or between different layers of thin films and

substrates can also be easily revealed. The texture effect may be

observed and evaluated directly from the 2D diffraction frames

without data processing.

2.5.4.2.1. Pole density and pole figures

XRD results from an ‘ideal’ powder in which the crystallites

are randomly oriented normally serve as a basis for determining

the relative intensity of each diffraction peak. The deviation of

the grain orientation distribution of a polycrystalline material

from that of an ideal powder is measured as texture. The pole

figure for a particular crystallographic plane is normally used to

represent the texture of a sample. Assuming that all grains have

the same volume, each ‘pole’ represents a grain that satisfies the

Bragg condition. The number of grains satisfying the Bragg

condition at a particular sample orientation can be larger or

smaller than the number of grains for an ideal sample, and

likewise for the integrated intensity of that peak. The measured

2D diffraction pattern contains two very important parameters at

each � angle: the partially integrated intensity I and the Bragg

angle 2�. Fig. 2.5.18 shows a 2D frame for a Cu thin film on an Si

wafer collected with a microgap 2D detector. It contains four Cu

lines and one Si spot. The diffraction intensity varies along �
because of the anisotropic pole-density distribution. For each

diffraction ring, the intensity is a function of � and the sample

orientation (!,  , ’), i.e. I = I(�, !, , ’).
Plotting the intensity of each (hkl) line with respect to the

sample coordinates in a stereographic projection gives a quali-

tative view of the orientation of the crystallites with respect to a

sample direction. These stereographic projection plots are called

pole figures. As is shown in Fig. 2.5.19(a), the sample orientation

is defined by the sample coordinates S1, S2 and S3. For metals with

rolling texture, the axes S1, S2 and S3 correspond to the transverse

direction (TD), rolling direction (RD) and normal direction

(ND), respectively. Let us consider a sphere with unit radius and

the origin at O. A unit vector representing an arbitrary pole

direction starts from the origin O and ends at the point P on the

sphere. The pole direction is defined by the radial angle � and

azimuthal angle �. The pole density at the point P projects to the

point P0 on the equatorial plane through a straight line from P to

the point S. The pole densities at all directions are mapped onto

the equatorial plane by stereographic projection as shown in Fig.

2.5.19(b). This two-dimensional mapping of the pole density onto

the equatorial plane is called a pole figure. The azimuthal angle �
projects to the pole figure as a rotation angle about the centre of

the pole figure from the sample direction S1. When plotting the

pole density into a pole figure of radius R, the location of the

point P0 in the pole figure should be given by � and

r ¼ R tan
�

4
� �

2

� �

¼ R tan
�

2
: ð2:5:52Þ

For easy computer plotting and easy angular readout from the

pole figure, the radial angle � may be plotted on an equally

spaced angular scale, similar to a two-dimensional polar coordi-

nate system. Other pole-figure mapping styles may be used, but

must be properly noted to avoid confusion (Birkholz, 2006).

Figure 2.5.18
Diffraction frame collected from a Cu film on an Si substrate showing
intensity variation along � due to texture.
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2.5.4.2.2. Fundamental equations

The � and � angles are functions of �, !,  , ’ and 2�. As shown

in Fig. 2.5.19(a), a pole has three components h1, h2 and h3,

parallel to the three sample coordinates S1, S2 and S3, respec-

tively. The pole-figure angles (�, �) can be calculated from the

unit-vector components by the following pole-mapping equa-

tions:

� ¼ sin�1 h3
�
�
�
� ¼ cos�1ðh21 þ h22Þ1=2; ð2:5:53Þ

� ¼ �cos�1 h1

ðh21 þ h22Þ1=2
� � 0� if h2 � 0

�< 0� if h2< 0

�

;

ð2:5:54Þ
where � takes a value between 0 and 90˚ (0� � � � 90�) and �
takes values in two ranges (0� � � � 180� when h2> 0 and

�180� � �< 0� when h2< 0). The condition for reflection-mode

diffraction is h3> 0. For transmission diffraction it is possible that

h3< 0. In this case, the pole with mirror symmetry about the S1S2
plane to the diffraction vector is used for the pole-figure

mapping. The absolute value of h3 is then used in the equation for

the � angle. When h2 ¼ 0 in the above equation, � takes one of

two values depending on the value of h1 (� ¼ 0� when h1 � 0 and

� ¼ 180� when h1< 0). For Eulerian geometry, the unit-vector

components fh1; h2; h3g are given by equation (2.5.11).

The 2� integrated intensity along the diffraction ring is then

converted to the pole-density distribution along a curve on the

pole figure. The � and � angles at each point of this curve are

calculated from !,  , ’, � and 2�. The sample orientation

(!,  , ’) and 2� for a particular diffraction ring are constants;

only � takes a range of values depending on the detector size and
distance.

For a textured sample, the 2�-integrated intensity of a

diffraction ring from a family of (hkl) planes is a function of � and
the sample orientation (!,  , ’), i.e. Ihkl ¼ Ihklð!; ; ’; �; �Þ.
From the pole-figure angle-mapping equations, we can obtain the

integrated intensity in terms of pole-figure angles as

Ihklð�; �Þ ¼ Ihklð!; ; ’; �; �Þ: ð2:5:55Þ
The pole density at the pole-figure angles (�, �) is proportional to
the integrated intensity at the same angles:

Phklð�; �Þ ¼ Khklð�; �ÞIhklð�; �Þ; ð2:5:56Þ
where Ihklð�; �Þ is the 2�-integrated intensity of the (hkl) peak

corresponding to the pole direction ð�; �Þ, Khklð�; �Þ is the

scaling factor covering the absorption, polarization, background

corrections and various instrument factors if these factors are

included in the integrated intensities, and Phklð�; �Þ is the pole-

density distribution function. Background correction can be done

during the 2� integration and will be discussed in Section

2.5.4.2.4. The pole figure is obtained by plotting the pole-density

function based on the stereographic projection.

The pole-density function can be normalized such that it

represents a fraction of the total diffracted intensity integrated

over the pole sphere. The normalized pole-density distribution

function is given by

ghklð�; �Þ ¼
2�Phklð�; �Þ

R 2�

0

R �=2

0 Phklð�; �Þ cos � d� d�
: ð2:5:57Þ

The pole-density distribution function is a constant for a sample

with a random orientation distribution. Assuming that the sample

and instrument conditions are the same except for the pole-

density distribution, we can obtain the normalized pole-density

function by

ghklð�; �Þ ¼
Ihklð�; �Þ

Irandomhkl ð�; �Þ : ð2:5:58Þ

The integrated intensity from the textured sample without any

correction can be plotted according to the stereographic

projection as an ‘uncorrected’ pole figure. The same can be done

for the sample with a random orientation distribution to form a

‘correction’ pole figure that contains only the factors to be

corrected. The normalized pole figure is then obtained by

dividing the ‘uncorrected’ pole figure by the ‘correction’ pole

figure. This experimental approach is feasible only if a similar

sample with a random orientation distribution is available.

Figure 2.5.19
(a) Definition of pole direction angles � and �; (b) stereographic
projection in a pole figure.
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If the texture has a rotational symmetry with respect to an axis

of the sample, the texture is referred to as a fibre texture and the

axis is referred to as the fibre axis. The sample orientation

containing the symmetry axis is referred to as the fibre axis. The

fibre texture is mostly observed in two types of materials: metal

wires or rods formed by drawing or extrusion, and thin films

formed by physical or chemical deposition. The fibre axis is the

wire axis for a wire and normal to the sample surface for thin

films. Fibre texture can also be artificially formed by rotating a

sample about its normal. If the fibre axis is aligned to the S3
direction, the pole-density distribution function becomes inde-

pendent of the azimuthal angle �. For samples with fibre texture,

or artificially formed fibre texture by rotating, the pole-density

function is conveniently expressed as a function of a single

variable, ghklð�Þ. Here, � is the angle between the sample normal

and pole direction.

� ¼ 90� � � or � ¼ cos�1 h3
�
�
�
�: ð2:5:59Þ

The pole-density function for fibre texture can be expressed as

a fibre plot. The fibre plot ghklð�Þ can be calculated from the

relative intensity of several peaks (He, 1992; He et al., 1994) and

artificial fibre texture can be achieved by sample spinning during

data collection.

2.5.4.2.3. Data-collection strategy

Since a one-dimensional pole-density mapping is created from

each 2D frame, it is important to lay out a data-collection strategy

so as to have the optimum pole-figure coverage and minimum

redundancy in data collection. The pole-figure coverage can be

simulated from the diffraction 2� angle, detector swing angle,

detector distance, goniometer angles and scanning steps. When a

large 2D detector is placed close to the sample, it is possible to

collect a pole figure with a single ’ scan. Fig. 2.5.20(a) shows an

example of a scheme generated by a single ’ scan of 5˚ steps

with a detector 10.5 cm in diameter and D = 7 cm. The data

collected with a single exposure at ’ = 0˚ would generate a one-

dimensional pole figure as shown in the curve marked by A and

B. The pole figure can be generated by a full-circle rotation of

360˚. The pole density at the centre represents the diffraction

vector perpendicular to the sample surface. It is important to

have the pole-density information in the centre region of the pole

figure, especially for fibre texture. The pole-figure angle at the

centre is � = 90˚, and the best strategy is to put point A at the

centre of pole figure. That is

hA3 ¼ sin � cos sin!� cos � sin �A cos cos!

� cos � cos �A sin ¼ 1: ð2:5:60Þ

In some cases, a single ’ scan is not enough to cover sufficient

pole-figure angles because of a large detector distance or limited

detector area, so it is necessary to collect a set of data with ’ scans
at several different sample tilt angles. Fig. 2.5.20(b) illustrates the

data-collection scheme with a detector that is 10.5 cm in diameter

and D = 10 cm for the (111) plane of a Cu thin film. In this case,

each pole figure requires two ’ scans at different sample orien-

tations. The data-collection strategy should also be optimized for

several crystallographic planes if all can be covered in a frame.

The step size of the data-collection scan depends highly on the

strength of the texture and the purpose of the texture measure-

ments. For a weak texture, or quality control for metal parts, ’ (or
!, or  ) scan steps of 5˚ may be sufficient. For strong textures,

such as thin films with epitaxial structure, scan steps of 1˚ or

smaller may be necessary.

The effectiveness of two-dimensional data collection for a

texture can be compared with that using a point detector with the

data-collection strategy of the Cu thin film as an example. Fig.

2.5.20(c) shows the pole-figure data-collection strategy with a

point detector. For the same pole-figure resolution, significantly

more exposures are required with a point detector. Considering

that several diffraction rings are measured simultaneously with a

2D detector, the pole-figure measurement is typically 10 to 100

times faster than with a point detector. Therefore, quantitative

high-resolution pole-figure measurements are only practical with

a 2D-XRD system (Bunge & Klein, 1996).

2.5.4.2.4. Texture-data processing

For a specific diffraction ring, 2� is a constant or at least

assumed to be constant for texture analysis, and the sample-

orientation angles (!,  , ’) for a frame are also constants.

Therefore, the pole-density information is given by the

diffraction-intensity distribution as a function of � only, or I =

I(�). Integration of the diffraction intensities in the 2� direction
converts 2D information into the function I(�).

Fig. 2.5.21(a) shows a 2D diffraction ring for texture analysis.

The low and high background and diffraction-ring 2�–� range are
defined by three boxes, noted as BL, BH and I(�), respectively. All

three boxes have the same � range from �1 to �2. The 2� ranges
for the diffraction ring, low background and high background

should be determined based on the width of the 2� peak and

available background between adjacent peaks. Assuming a

normal distribution, a 2� range of 2 times the FWHM covers 98%

of the intensity peak, and 3 times the FWHM covers more than

99.9%. The 2� range should also be broad enough to cover the

possible 2� shifts caused by residual stresses in the sample. Fig.

2.5.21(b) is the 2� profile integrated over the section �� in

Fig. 2.5.21(a). The background

ranges on the low and high 2�
sides are given by 2�L1–2�L2
and 2�H1–2�H2, respectively.

The 2�-integrated diffraction

intensities as a function of � are
plotted in Fig. 2.5.21(c). The

background can be calculated

and removed from the intensity

values of the low and high

backgrounds or ignored if the

contribution of the background

is very small.

2� integration without a

background correction can be
Figure 2.5.20
Data-collection strategy: (a) 2D detector with D = 7 cm; (b) 2D detector with D = 10 cm; (c) point detector.
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expressed as

Ið�Þ ¼ R 2�2
2�1

Jð2�; �Þ dð2�Þ; �1 � � � �2: ð2:5:61Þ

A similar equation can be used for 2� integration of the low and

high backgrounds BL(�) and BH(�). Assuming a linear back-

ground change in the vicinity of the 2� peak, the background

under the peak, B(�), is then given by

Bð�Þ ¼ BLð�Þ
ð2�2 � 2�1Þð2�H2 þ 2�H1 � 2�2 � 2�1Þ
ð2�L2 � 2�L1Þð2�H2 þ 2�H1 � 2�L2 � 2�L1Þ

þ BHð�Þ
ð2�2 � 2�1Þð2�2 þ 2�1 � 2�L2 � 2�L1Þ
ð2�H2 � 2�H1Þð2�H2 þ 2�H1 � 2�L2 � 2�L1Þ

:

ð2:5:62Þ

Then the background B(�) can be subtracted from the integrated

intensity distribution I(�).
The algorithms of � integration given in Section 2.5.4.2.3 can

be easily modified for 2� integration by exchanging � and 2� in
the equations. Algorithms with solid-angle normalization should

be used to get consistent integrated intensity over all areas of the

detector. The 2�-integrated intensity distribution can then be

mapped onto a pole figure based on the fundamental equations

(2.5.53) and (2.5.54). When a pole-figure pixel is overlapped by

more than one data point from different scans, as shown in the

region covered by two scans in Fig. 2.5.20(b), the average value

should be mapped to that pole-figure pixel. Fig. 2.5.22(a) shows

pole-density mappings on the pole figure. There are big gaps

between the measured pole-density data points due to the large

’-scan steps of 5˚.

All factors affecting relative intensities, such as Lorentz,

polarization, air scattering, and Be-window and sample absorp-

tion, will have an effect on the measured pole densities for the

pole figures. Some or all these corrections may be applied to the

diffraction frames before 2� integration if the texture study

demands high accuracy in the relative pole densities. Among

these factors, the most important factor is sample absorption,

since data sets for pole figures are typically collected at several

different incident angles. A ridge between the pole-density

regions covered by two different incident angles may be observed

if sample absorption is not properly corrected.

2.5.4.2.5. Pole-figure interpolation and use of symmetry

The pole figure is stored and displayed as a bitmap image. The

pole-density data from the data set may not fill up all the pixels of

the pole-figure image. In order to generate a smooth pole figure,

the unmapped pixels are filled with values generated from the

interpolation of the surrounding pixels. A linear interpolation

within a defined box is sufficient to fill the unmapped pixels. The

size of the box should be properly chosen. A box that is too small

may not be able to fill all unmapped pixels and a box that is too

big may have a smearing effect on the pole figure, especially if a

sharp pole figure is processed. All the gaps between the measured

pole-density points are filled after this interpolation. For a sample

with sharp texture, smaller ’-scan steps should be used.

All pole figures possess symmetry as a consequence of the

Laue symmetry of the crystallites in the sample. This symmetry

can be used to fill in values for pixels in the pole figure for which

data were not measured, or to smooth the pole figure. For

example, orthorhombic materials exhibit mmm symmetry, thus

one needs to collect only an octant or quadrant of the pole sphere

to generate the entire pole figure. The pole figures of materials

with higher symmetry may be treated by using lower symmetry in

the processing. For instance, one can use 2/m or mmm symmetry

for hexagonal materials and mmm for cubic materials. In

symmetry processing, all the symmetry-equivalent pole-figure

pixels are filled by the average value of the measured pixels. For

the unmeasured pole-figure pixels, this symmetry processing fills

in a value from the average of all the equivalent pixels. For the

measured pixels, this average processing serves as a smoothing

function. Fig. 2.5.22(b) shows the results after both interpolation

and use of symmetry.

2.5.4.2.6. Orientation relationship

A 2D-XRD system can measure texture from a sample

containing a single phase, multiple phases or single crystals. The

orientation relationship between different phases, or thin films

and substrates, can be revealed because data are collected from

all phases of the sample simultaneously. One example is the

measurement of pole figures for a magnetron sputter-deposited

Cu film on an Si wafer (He et al., 2005). Fig. 2.5.23 shows the

overlapped pole figures of the Cu (111) film and Si (400)

substrate in a 2D pole figure (a) and 3D surface plot (b). The

three sharp spots from the (400) spots of the Si wafer show the

wafer cut orientation of (111). The Cu (111) pole density maxi-

Figure 2.5.21
Pole-figure data processing: (a) a frame with the 2� integration ranges for
the (220) ring; (b) 2� profile showing the background and peak; (c)
integrated intensity distribution as a function of �.

Figure 2.5.22
Pole-figure processing: (a) I(�) mapped to the pole figure; (b) Pole figure
after interpolation and symmetry processing.
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mized in the centre of the pole figure shows a strong (111) fibre

texture. The orientation relationship between the film fibre axis

and the substrate is clearly described by the combined pole

figures. For samples containing multiple thin-film layers, the

orientation relationships between the different layers of the films

and substrate can be revealed by superimposing their pole

figures.

2.5.4.3. Stress measurement

When a solid material is elastically deformed by a force, each

crystallite in it changes shape or size. Assuming that the stresses

in each crystallite represent the stresses in the solid, the stresses

can be measured by measuring the lattice d-spacing changes in

the crystallites. These d-spacing changes can be measured by the

changes in diffraction-peak positions based on Bragg’s law. In this

case, the d-spacing serves as a gauge of the deformation. Stress

measurement by X-ray diffraction is typically done using a point

detector or line detector (Walter, 1971; James & Cohen, 1980;

Noyan & Cohen, 1987; Lu, 1996); this will be referred to as the

conventional method. The stress or stress tensor is calculated

from many strain measurements from diffraction-peak 2� shifts

of a specific lattice-plane family. With a point or line detector,

only a small cross section of the diffraction cone is measured at

one sample orientation ( , ’). Compared to using a conventional

detector, 2D detectors have many advantages in stress

measurement (Borgonovi, 1984; Korhonen et al., 1989; Yoshioka

&Ohya, 1992; Fujii & Kozaki, 1993; He & Smith, 1997; Kämpfe et

al., 1999; Hanan et al., 2004). Since a 2D diffraction pattern covers

the whole or a large portion of the diffraction rings, it can be used

to measure stress with higher accuracy and can be collected in a

shorter time than a conventional diffraction pattern, especially

when dealing with highly textured materials, large grain sizes,

small sample areas, weak diffraction, stress mapping and stress-

tensor measurement. The 2D method for stress measurement is

based on the fundamental relationship between the stress tensor

and the diffraction-cone distortion (He & Smith, 1997; He, 2000;

European Standard, 2008).

There are two kinds of stresses, which depend on the source of

the loading forces that produce them. One kind is applied stress,

caused by external forces acting on the solid object. Applied

stress changes when the loading forces change and it disappears

once the forces are removed. The stresses measured by X-ray

diffraction method are mostly residual stresses. Residual stress is

caused by internal forces between different parts of a solid body.

Residual stress exists without external forces or remains after the

external forces have been removed. The net force and moment

on a solid body in equilibrium must be zero, so the residual

stresses in the body must be balanced within the body. This means

that a compressive stress in one part of the body must come with

a tensile stress in another part of the body. For example, the

residual stress in a thin film is balanced by the stresses in the

substrate. When residual stress in a solid body is mentioned it

typically refers to a specific location.

Residual stresses are generally categorized as macroscopic or

microscopic depending on the range over which the stresses are

balanced. The macroscopic residual stress is the stress measured

over a large number of grains. This kind of stress can be measured

by X-ray diffraction through the shift of the Bragg peaks. The

microscopic stress is the stress measured over one or a few grains,

or as small a range as micro- or nanometres. This kind of stress

alone will not cause a detectable shift of diffraction peaks, but is

reflected in the peak profiles. In this chapter, we will focus on the

X-ray diffraction method for stress measurement at the macro-

scopic level.

2.5.4.3.1. Stress and strain relation

Stress is a measure of the deforming force applied to a solid per

unit area. The stress on an elemental volume in the sample

coordinates S1, S2, S3 contains nine components, given by

	ij ¼
	11 	12 	13
	21 	22 	23
	31 	32 	33

2

4

3

5: ð2:5:63Þ

A component is normal stress when the two indices are iden-

tical, or shear stress when the two indices differ. The group of the

nine stress components is called the stress tensor. The stress

tensor is a tensor of the second order. Under equilibrium

conditions, the shear components must maintain the following

relations:

	12 ¼ 	21; 	23 ¼ 	32 and 	31 ¼ 	13: ð2:5:64Þ
Therefore, only six independent components define the stress

state in a solid. The following stress states are typically measured:

Uniaxial: all stress components are zero except one normal

stress component.

Biaxial: all nonzero components are within the S1S2 plane.

Biaxial with shear: 	33 ¼ 0, all other components are not

necessarily zero.

Equibiaxial: a special case of biaxial stress where 	11 = 	22 = 	.

Figure 2.5.23
Combined pole figure of a Cu (111) film on an Si (400) substrate: (a)
regular 2D projection; (b) 3D surface plot.
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Triaxial: all components are not necessarily zero.

Equitriaxial: a special case of triaxial stress where 	11 = 	22 =
	33 = 	.

Strain is a measure of the resulting deformation of a solid body

caused by stress. Strain is calculated from the change in the size

and shape of the deformed solid due to stress. Analogous to

normal stresses and shear stresses are normal strains and shear

strains. The normal strain is calculated from the change in length

of the solid body along the corresponding normal stress direction.

Like the stress tensor, the strain tensor contains nine compo-

nents:

"ij ¼
"11 "12 "13
"21 "22 "23
"31 "32 "33

2

4

3

5: ð2:5:65Þ

The directions of all strain components are defined in the same

way as for the stress tensor. Similarly, there are six independent

components in the strain tensor. Strictly speaking, X-ray

diffraction does not measure stresses directly, but strains. The

stresses are calculated from the measured strains based on the

elasticity of the materials. The stress–strain relations are given by

the generalized form of Hooke’s law:

	ij ¼ Cijkl"kl; ð2:5:66Þ
where Cijkl are elastic stiffness coefficients. The stress–strain

relations can also be expressed as

"ij ¼ Sijkl	kl; ð2:5:67Þ
where Sijkl are the elastic compliances. For most polycrystalline

materials without texture or with weak texture, it is practical and

reasonable to consider the elastic behaviour to be isotropic and

the structure to be homogeneous on a macroscopic scale. In these

cases, the stress–strain relationship takes a much simpler form.

Therefore, the Young’s modulus E and Poisson’s ratio � are

sufficient to describe the stress and strain relations for homo-

geneous isotropic materials:

"11 ¼
1

E
½	11 � �ð	22 þ 	33Þ�;

"22 ¼
1

E
½	22 � �ð	33 þ 	11Þ�;

"33 ¼
1

E
½	33 � �ð	11 þ 	22Þ�;

"12 ¼
1þ �
E

	12; "23 ¼
1þ �
E

	23; "31 ¼
1þ �
E

	31: ð2:5:68Þ

It is customary in the field of stress measurement by X-ray

diffraction to use another set of macroscopic elastic constants,

S1 and
1
2S2, which are given by

1
2S2 ¼ ð1þ �Þ=E and S1 ¼ ��=E: ð2:5:69Þ

Although polycrystalline materials on a macroscopic level can

be considered isotropic, residual stress measurement by X-ray

diffraction is done by measuring the strain in a specific crystal

orientation of the crystallites that satisfies the Bragg condition.

The stresses measured from diffracting crystallographic planes

may have different values because of their elastic anisotropy. In

such cases, the macroscopic elasticity constants should be

replaced by a set of crystallographic plane-specific elasticity

constants, Sfhklg1 and 1
2S

hklf g
2 , called X-ray elastic constants (XECs).

XECs for many materials can be found in the literature,

measured or calculated from microscopic elasticity constants (Lu,

1996). In the case of materials with cubic crystal symmetry, the

equations for calculating the XECs from the macroscopic elas-

ticity constants 1
2S2 and S1 are

1
2S
fhklg
2 ¼ 1

2S2½1þ 3ð0:2� �ðhklÞÞ��
S
fhklg
1 ¼ S1 � 1

2S2½0:2� �ðhklÞ��; ð2:5:70Þ

where

�ðhklÞ ¼ h2k2 þ k2l2 þ l2h2

ðh2 þ k2 þ l2Þ2
and � ¼ 5ðARX � 1Þ

3þ 2ARX

:

In the equations for stress measurement hereafter, either the

macroscopic elasticity constants 1
2S2 and S1 or the XECs S

hklf g
1 and

1
2S

hklf g
2 are used in the expression, but either set of elastic constants

can be used depending on the requirements of the application.

The factor of anisotropy (ARX) is a measure of the elastic

anisotropy of a material (He, 2009).

2.5.4.3.2. Fundamental equations

Fig. 2.5.24 illustrates two diffraction cones for backward

diffraction. The regular diffraction cone (dashed lines) is from

the powder sample with no stress, so the 2� angles are constant at
all � angles. The diffraction ring shown as a solid line is the cross

section of a diffraction cone that is distorted as a result of stresses.

For a stressed sample, 2� becomes a function of � and the sample

orientation (!,  , ’), i.e. 2� ¼ 2�ð�; !;  ; ’Þ. This function is

uniquely determined by the stress tensor. The strain measured by

the 2� shift at a point on the diffraction ring is "fhklgð�;!; ;’Þ, based on

the true strain definition

"fhklgð�;!; ;’Þ ¼ ln
d

do
¼ ln

sin �o
sin �

¼ ln
�

2do sin �
; ð2:5:71Þ

where do and �o are the stress-free values and d and � are

measured values from a point on the diffraction ring corre-

sponding to ð�; !;  ; ’Þ. The direction of "fhklgð�;!; ;’Þ in the sample

coordinates S1, S2, S3 can be given by the unit-vector components

h1, h2 and h3. As a second-order tensor, the relationship between

the measured strain and the strain-tensor components is then

given by

"fhklgð�;!; ;’Þ ¼ "ij � hi � hj: ð2:5:72Þ

The scalar product of the strain tensor with the unit vector in the

above equation is the sum of all components in the tensor

multiplied by the components in the unit vector corresponding to

the first and the second indices. The expansion of this equation

for i and j values of 1, 2 and 3 results in

Figure 2.5.24
Diffraction-cone distortion due to stresses.
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"fhklgð�;!; ;’Þ ¼ h21"11 þ 2h1h2"12 þ h22"22 þ 2h1h3"13 þ 2h2h3"23 þ h23"33:

ð2:5:73Þ
Or, taking the true strain definition,

h21"11 þ 2h1h2"12 þ h22"22 þ 2h1h3"13 þ 2h2h3"23 þ h23"33

¼ ln
sin �0
sin �

� �

; ð2:5:74Þ

where �o corresponds to the stress-free d-spacing and � are

measured values from a point on the diffraction ring. Both � and
{h1, h2, h3} are functions of ð�; !;  ; ’Þ. By taking � values from 0

to 360˚, equation (2.5.74) establishes the relationship between the

diffraction-cone distortion and the strain tensor. Therefore,

equation (2.5.74) is the fundamental equation for strain

measurement with two-dimensional X-ray diffraction.

Introducing the elasticity of materials, one obtains

� �
E
ð	11 þ 	22 þ 	33Þ

þ 1þ �
E
ð	11h21 þ 	22h22 þ 	33h23 þ 2	12h1h2 þ 2	13h1h3 þ 2	23h2h3Þ

¼ ln
sin �0
sin �

� �

ð2:5:75Þ

or

S1ð	11 þ 	22 þ 	33Þ
þ 1

2S2ð	11h21 þ 	22h22 þ 	33h23 þ 2	12h1h2 þ 2	13h1h3 þ 2	23h2h3Þ

¼ ln
sin �0
sin �

� �

: ð2:5:76Þ

It is convenient to express the fundamental equation in a clear

linear form:

p11	11 þ p12	12 þ p22	22 þ p13	13 þ p23	23 þ p33	33 ¼ ln
sin �0
sin �

� �

;

ð2:5:77Þ
where pij are stress coefficients given by

pij ¼
ð1=EÞ½ð1þ �Þh2i � �� ¼ 1

2S2h
2
i þ S1 if i ¼ j,

2ð1=EÞð1þ �Þhihj ¼ 212S2hihj if i 6¼ j.

�

ð2:5:78Þ

In the equations for the stress measurement above and hereafter,

the macroscopic elastic constants 1
2S2 and S1 are used for

simplicity, but they can always be replaced by the XECs for the

specific lattice plane {hkl}, Sfhklg1 and 1
2S

hklf g
2 , if the anisotropic

nature of the crystallites should be considered. For instance,

equation (2.5.76) can be expressed with the XECs as

Sfhklg1 ð	11 þ 	22 þ 	33Þ
þ 1

2S
fhklg
2 ð	11h21 þ 	22h22 þ 	33h23 þ 2	12h1h2 þ 2	13h1h3 þ 2	23h2h3Þ

¼ ln
sin �0
sin �

� �

: ð2:5:79Þ

The fundamental equation (2.5.74) may be used to derive

many other equations based on the stress–strain relationship,

stress state and special conditions. The fundamental equation and

the derived equations are referred to as 2D equations hereafter

to distinguish them from the conventional equations. These

equations can be used in two ways. One is to calculate the stress

or stress-tensor components from the measured strain (2�-shift)
values in various directions. The fundamental equation for stress

measurement with 2D-XRD is a linear function of the stress-

tensor components. The stress tensor can be obtained by solving

the linear equations if six independent strains are measured or by

linear least-squares regression if more than six independent

measured strains are available. In order to get a reliable solution

from the linear equations or least-squares analysis, the inde-

pendent strain should be measured at significantly different

orientations. Another function of the fundamental equation is to

calculate the diffraction-ring distortion for a given stress tensor at

a particular sample orientation ð!; ; ’Þ (He & Smith, 1998). The

fundamental equation for stress measurement by the conven-

tional X-ray diffraction method can also be derived from the 2D

fundamental equation (He, 2009).

2.5.4.3.3. Equations for various stress states

The general triaxial stress state is not typically measured by

X-ray diffraction because of low penetration. For most applica-

tions, the stresses in a very thin layer of material on the surface

are measured by X-ray diffraction. It is reasonable to assume that

the average normal stress in the surface-normal direction is zero

within such a thin layer. Therefore, 	33 ¼ 0, and the stress tensor

has five nonzero components. In some of the literature this stress

state is denoted as triaxial. In order to distinguish this from the

general triaxial stress state, here we name this stress state as

the ‘biaxial stress state with shear’. In this case, we can obtain the

linear equation for the biaxial stress state with shear:

p11	11 þ p12	12 þ p22	22 þ p13	13 þ p23	23 þ pph	ph ¼ ln
sin �0
sin �

� �

;

ð2:5:80Þ
where the coefficient pph ¼ 1

2S2 þ 3S1 and 	ph is the pseudo-

hydrostatic stress component introduced by the error in the

stress-free d-spacing. In this case, the stresses can be measured

without the accurate stress-free d-spacing, since this error is

included in 	ph. The value of 	ph is considered as one of the

unknowns to be determined by the linear system. With the

measured stress-tensor components, the general normal stress

(	’) and shear stress (�’) at any arbitrary angle ’ can be given by

	’ ¼ 	11 cos2 ’þ 	12 sin 2’þ 	22 sin2 ’; ð2:5:81Þ
�’ ¼ 	13 cos ’þ 	23 sin ’: ð2:5:82Þ

Equation (2.5.81) can also be used for other stress states by

removing the terms for stress components that are zero. For

instance, in the biaxial stress state 	33 ¼ 	13 ¼ 	23 ¼ 0, so we

have

p11	11 þ p12	12 þ p22	22 þ pph	ph ¼ ln
sin �0
sin �

� �

: ð2:5:83Þ

In the 2D stress equations for any stress state with 	33 = 0, we

can calculate stress with an approximation of do (or 2�o). Any

error in do (or 2�o) will contribute only to a pseudo-hydrostatic

term 	ph. The measured stresses are independent of the input do
(or 2�o) values (He, 2003). If we use d00 to represent the initial

input, then the true do (or 2�o) can be calculated from 	ph with

d0 ¼ d00 exp
1� 2�

E
	ph

� �

; ð2:5:84Þ

�0 ¼ arcsin sin �00 exp
1� 2�

E
	ph

� �� �

: ð2:5:85Þ

Care must be taken that the 	ph value also includes the

measurement error. If the purpose of the experiment is to
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determine the stress-free d-spacing do,

the instrument should be first cali-

brated with a stress-free standard of a

similar material.

2.5.4.3.4. Data-collection strategy

The practice of stress analysis with

2D-XRD involves the selection of the

diffraction-system configuration and

the data-collection strategy, frame

correction and integration, and stress

calculation from the processed data

points. Most concepts and strategies

developed for a conventional diffract-

ometer are still valid for 2D-XRD. We

will focus on the new concepts and

practices due to the nature of the 2D

detectors.

The diffraction vector is in the normal direction to the

measured crystalline planes. It is not always possible to have the

diffraction vector in the desired measurement direction. In

reflection mode, it is easy to have the diffraction vector normal to

the sample surface, or tilted away from the normal, but impos-

sible to have the vector on the surface plane. The stress on the

surface plane, or biaxial stress, is calculated by elasticity theory

from the measured strain in other directions. The final stress-

measurement results can be considered as an extrapolation from

the measured values. In the conventional sin2  method, several

 -tilt angles are required, typically at 15˚ steps from�45˚ to +45˚.
The same is true with a 2D-XRD system. The diffraction vectors

corresponding to the data scan can be projected onto a 2D plot in

the same way as the pole-density distribution in a pole figure. The

2D plot is called a data-collection strategy scheme.

By evaluating the scheme, one can generate a data-collection

strategy suitable for the measurement of the intended stress

components. Fig. 2.5.25 illustrates two schemes for data collec-

tion. In the bisecting condition (! ¼ � or �1 ¼ � and  ¼ 0�), the
trace of the diffraction vector falls in the vicinity of the scheme

centre. Either an ! tilt or a  tilt can move the vectors away from

the centre. The circles on the scheme are labelled with the tilt

angle of 15˚, 30˚ and 45˚. Scheme (a) is for an ! tilt of 0˚, �15˚,
�30˚ and�45˚ with the ’ angle at 0˚ and 90˚. It is obvious that this
set of data would be suitable for calculating the biaxial-stress

tensor. The data set with ’ ¼ 0�, as shown within the box

enclosed by the dashed lines, would be sufficient on its own to

calculate 	11. Since the diffraction-ring distortion at ’ ¼ 0� or
’ ¼ 90� is not sensitive to the stress component 	12, strategy (a) is
suitable for the equibiaxial stress state, but is not able to deter-

mine 	12 accurately. In scheme (b), the  scan covers 0˚ to 45˚

with 15˚ steps at eight ’ angles with 45˚ intervals. This scheme

produces comprehensive coverage on the scheme chart in a

symmetric distribution. The data set collected with this strategy

can be used to calculate the complete biaxial-stress tensor

components and shear stress (	11; 	12; 	22; 	13; 	23). The scheme

indicated by the boxes enclosed by the dashed lines is a time-

saving alternative to scheme (b). The rings on two ’ angles are

aligned to S1 and S2 and the rings on the third ’ angle make 135˚

angles to the other two arrays of rings. This is analogous to the

configuration of a stress-gauge rosette. The three ’ angles can

also be separated equally by 120˚ steps. Suitable schemes for a

particular experiment should be determined by considering the

stress components of interest, the goniometer, the sample size,

the detector size and resolution, the desired measurement

accuracy and the data-collection time.

2.5.4.3.5. Data integration and peak evaluation

The purpose of data integration and peak evaluation is to

generate a set of data points along distorted diffraction rings.

Data integration for stress analysis is � integration over several

defined segments so as to generate diffraction profiles repre-

senting the corresponding segments. The peak position can be

determined by fitting the diffraction profile to a given analytic

function. Fig. 2.5.26 illustrates data integration over a diffraction

frame. The total integration region is defined by 2�1, 2�2, �1 and
�2. The integration region is divided into segments given by ��.
One data point on the distorted diffraction ring is generated from

each segment. The � value in the centre (denoted by the dot-

dashed line) of each segment is taken as the � value of the data

point. � integration of the segment produces a diffraction profile

and the 2� value is determined from the profile. The number of

segments and the segment size (��) are selected based on the

quality of the data frame. The larger the segment size �� is, the

better the integrated diffraction profile as more counts are being

integrated. � integration also produces a smearing effect on the

diffraction-ring distortion because the counts collected within the

segment size�� are considered as a single � value at the segment

Figure 2.5.25
Data-collection strategy schemes: (a) ! + ’ scan; (b)  + ’ scan.

Figure 2.5.26
Data integration for stress measurement.
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centre. The 2� shift in the segment is averaged. The segment size

�� should be sufficient to produce a smooth diffraction profile,

but not so large as to introduce too much smearing. For data

frames containing high pixel counts, the integration segment can

be small, e.g. �� � 2�, and still have a smooth profile for each

segment. For data frames having low pixel counts, for example

the frames collected from a micron-sized area, from a sample

with large grains or with a short data-collection time, it is critical

to choose a sufficiently large segment size. The segment size can

be determined by observing the smoothness of the integrated

profile.

Peak evaluation in each segment can be done using the same

algorithm used in the conventional method. The corrections to

the integrated profiles are performed before or during the peak

evaluation. Absorption correction eliminates the influence of the

irradiated area and the diffraction geometry on the measured

intensity distribution. The absorption for a given material and

radiation level depends on the incident angle to the sample and

the reflected angle from the sample. For 2D-XRD, the reflected

angle is a function of � for each frame. The polarization effect is

also a function of �. Therefore, the correction for polarization

and absorption should be applied to the frame before integration.

(Details of these corrections were discussed in Section 2.5.4.3.4.)

The polarization and absorption correction is not always neces-

sary if the error caused by absorption can be tolerated for the

application, or if the data-collection strategy involves only  and

’ scans.

In most cases, K� radiation is used for stress measurement, in

which case the weighted average wavelength of K�1 and K�2
radiation is used in the calculations. For samples with a broad

peak width, diffraction of K�1 and K�2 radiation is merged

together as a single peak profile, and the profile can be evaluated

as if there is a single K� line without introducing much error to

the measured d-spacing. For samples with a relatively narrow

peak width, the diffraction profile shows strong asymmetry or

may even reveal two peaks corresponding to the K�1 and K�2
lines, especially at high 2� angles. In this case the profile fitting

should include contributions from both the K�1 and K�2 lines. It
is common practice to use the peak position from the K�1 line
and the K�1 wavelength to calculate the d-spacing after K�2
stripping.

Background correction is necessary if there is a strong back-

ground or the peak-evaluation algorithms are sensitive to the

background, such as in K�2 stripping, peak fitting, and peak-

intensity and integrated-intensity evaluations. Background

correction is performed by subtracting a linear intensity distri-

bution based on the background intensities at the lower 2� side
and the higher 2� side of the diffraction peak. The background

region should be sufficiently far from the 2� peak so that the

correction will not truncate the diffraction profile. The 2� ranges
of the low background and high background should be deter-

mined based on the width of the 2� peak and available back-

ground in the profile. Based on a normal distribution, a 2� range
of 2 times the FWHM covers 98% of the peak intensity, and 3

times the FWHM covers more than 99.9%, so the background

intensity should be determined at more than 1 to 1.5 times the

FWHM away from the peak position. The background correction

can be neglected for a profile with a low background or if the

error caused by the background is tolerable for the application.

The peak position can be evaluated by various methods, such as

gravity, sliding gravity, and profile fitting by parabolic, pseudo-

Voigt or Pearson-VII functions (Lu, 1996; Sprauel & Michaud,

2002).

2.5.4.3.6. Stress calculation

The final data set after integration and peak evaluation should

contain many data points describing the diffraction-ring shape for

all collected frames. Each measured data point contains three

goniometer angles (!,  , ’) and the diffraction-ring position

(�, 2�). The peak intensity or integrated intensity of the

diffraction profile is another value to be determined and may be

used in the stress calculation. In most cases the number of data

points is more than the number of unknown stress components,

so a linear least-squares method can be used to calculate the

stresses. In a general least-squares regression, the residual for the

ith data point is defined as

ri ¼ yi � ŷi; ð2:5:86Þ

where yi is the observed response value, ŷi is the fitted response

value and ri is the residual, which is defined as the difference

between the observed value and the fitted value. The summed

square of residuals is given by

S ¼P
n

i¼1
r2i ¼

Pn

i¼1
ðyi � ŷiÞ2; ð2:5:87Þ

where n is the number of data points and S is the sum-of-squares

error to be minimized in the least-squares regression. For stress

calculation, the observed response value is the measured strain at

each data point,

yi ¼ ln
sin �0
sin �i

� �

; ð2:5:88Þ

and the fitted response value is given by the fundamental equa-

tion as

ŷi ¼ p11	11 þ p12	12 þ p22	22 þ p13	13 þ p23	23 þ p33	33 þ pph	ph;

ð2:5:89Þ

where all possible stress components and stress coefficients are

listed as a generalized linear equation. Since the response-value

function is a linear equation of unknown stress components, the

least-squares problem can be solved by a linear least-squares

regression. In order to reduce the impact of texture, large grains

or weak diffraction on the results of the stress determination, the

standard error of profile fitting and the integrated intensity of

each profile may be introduced as a weight factor for the least-

squares regression (He, 2009).

2.5.4.3.7. Comparison between the 2D method and the con-
ventional method

Stress measurement on a polycrystalline material by X-ray

diffraction is based on the strain measurements in a single or in

several sample orientations. Each measured strain is calculated

from the average d-spacing of specific lattice planes {hkl} over

many crystallites (grains). A larger number of contributing

crystallites gives better accuracy and sampling statistics (also

referred to as particle statistics). The sampling statistics are

determined by both the crystal structure and the instrumentation.

The instrument window is mainly determined by the divergence

of the incident X-ray beam. Lattice-plane families with high

multiplicity will also effectively improve the sampling statistics.

The number of contributing crystallites measured by a conven-

tional diffractometer is limited by the sizes and divergences of the

incident and diffracted beams to the point detector. In a two-
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dimensional diffraction system, more crystallites can contribute

to the diffraction because of the larger � range.

An example of a stress calculation is provided by the

measurement of the residual stress on the end surface of a carbon

steel roller. One of the seven frames taken with an ! scan is

shown in Fig. 2.5.27(a). The (211) ring covering the � range 67.5

to 112.5˚ was used for stress analysis. First, the frame data were

integrated along � with an interval of �� = 5˚. A total of nine

diffraction profiles were obtained from � integration. The peak

position 2� for each � angle was then obtained by fitting

the profile with a Pearson-VII function. A total of 63 data

points can be obtained from the seven frames. The data points at

� = 90˚ from seven frames, a typical data set for an ! diffract-

ometer, were used to calculate the stress with the conventional

sin2  method. In order to compare the gain from having

increased data points with the 2D method, the stress was calcu-

lated from 3, 5, 7 and 9 data points on each frame. The results

from the conventional sin2  method and the 2D method are

compared in Fig. 2.5.27(b). The measured residual stress is

compressive and the stress values from different methods agree

very well. With the data taken from the same measurement

(seven frames), the 2D method gives a lower standard error and

the error decreases with increasing number of data points from

the diffraction ring.

2.5.4.4. Quantitative analysis

2.5.4.4.1. Crystallinity

The crystallinity of a material influences many of its char-

acteristics, including mechanical strength, opacity and thermal

properties. Crystallinity measurement provides valuable infor-

mation for both materials research and quality control in mate-

rials processing. The diffraction pattern from a material

containing both amorphous and crystalline solids has a broad

feature from the amorphous phase and sharp peaks from the

crystalline phase. The weight percentage of the crystalline phases

in a material containing both crystalline and amorphous phases

can be determined by X-ray diffraction (Chung & Scott, 1973;

Alexander, 1985; Murthy & Barton, 2000; Kasai & Kakudo,

2005). Assuming that the X-ray scattering intensity from each

phase in such a material is proportional to its weight percentage,

and that the scattering intensities from all phases can be

measured within a given 2� range, the per cent crystallinity is

given by

xpc ¼ 100%
Icrystal

Icrystal þ Iamorphous

; ð2:5:90Þ

where xpc is the per cent crystallinity, Icrystal is the integrated

intensity of all crystalline peaks and Iamorphous is the integrated

intensity of the amorphous scattering. The accuracy of the

measured per cent crystallinity depends on the integrated

diffraction profile. Since most crystalline samples have a

preferred orientation, it is very difficult to obtain a consistent

measurement of crystallinity with a conventional diffractometer.

Fig. 2.5.28 shows a 2D diffraction frame collected from an

oriented polycrystalline sample. The diffraction is in transmission

mode with the X-ray beam perpendicular to the plate sample

surface. Fig. 2.5.28(a) shows a diffraction profile integrated from

a horizontal region analogous to a profile collected with a

conventional diffractometer. Only one peak from the crystalline

phase can be observed in the profile. It is also possible that a

different peak or no peak is measured if the sample is loaded in

other orientations. Fig. 2.5.28(b) is the diffraction profile inte-

grated from the region covering all peaks from the crystalline

phase over almost all azimuthal angles. A total of four peaks from

the crystalline phase are observed. This shows that a 2D-XRD

system can measure per cent crystallinity more accurately and

with more consistent results (Pople et al., 1997; Bruker, 2000)

than a conventional system.

2.5.4.4.2. Crystallite size

The size of the crystallites in a polycrystalline material has a

significant effect on many of its properties, such as its thermal,

mechanical, electrical, magnetic and chemical properties. X-ray

diffraction has been used for crystallite-size measurement for

many years. Most methods are based on diffraction-line broad-

ening and line-profile analysis (Wilson, 1971; Klug & Alexander,

1974; Ungár, 2000). Another approach to crystallite-size

measurement is based on the spotty diffraction rings collected

with two-dimensional detectors when a small X-ray beam is used

(Cullity, 1978; He, 2009). Line-profile analysis is based on the

Figure 2.5.27
Stress calculation with the 2D method and the sin2  method: (a) nine
data points (abbreviated as pts) on the diffraction ring; (b) measured
stress and standard deviation by different methods.
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diffraction profile in the 2� direction, while crystallite-size

analysis with a spotty 2D diffraction pattern is based on the

diffraction profile in the � direction. The latter may be referred to

as �-profile analysis.

Fig. 2.5.29(a) shows a diffraction profile

collected from gold nanoparticles and regular

gold metal. The 2� profile from the gold

nanoparticles is significantly broader than the

profile from regular gold metal. The crystal-

lite size can be calculated by measuring the

broadening and using the Scherrer equation:

B ¼ C�

t cos �
; ð2:5:91Þ

where � is the X-ray wavelength (in Å), B is

the full width at half maximum (FWHM) of

the peak (in radians) corrected for instru-

mental broadening and strain broadening, � is
the Bragg angle, C is a factor, typically from

0.9 to 1.0, depending on the crystallite shape

(Klug & Alexander, 1974), and t is the crys-

tallite size (also in Å). This equation shows an

inverse relationship between crystallite size

and peak-profile width. The wider the peak is,

the smaller the crystallites. The 2� diffraction
profiles can be obtained either by using a

conventional diffractometer with a point or

line detector, or by � integration from a

diffraction pattern collected with 2D detector.

When a 2D detector is used, a long sample-to-

detector distance should be used to maximize

the resolution. A small beam size and low

convergence should also be used to reduce

instrument broadening.

Fig. 2.5.29(b) shows a frame collected from

an SRM660a (LaB6) sample with a 2D-XRD

system. The spotty diffraction rings are observed with average

crystallite size of 3.5 mm. The number of spots in each diffraction

ring is determined by the crystallite size and diffraction volume.

Introducing a scaling factor covering all the numeric constants,

Figure 2.5.28
2D diffraction pattern from an oriented polycrystalline polymer sample. (a) Diffraction profile
integrated from a horizontal region analogous to a profile collected with point detector. (b)
Diffraction profile integrated from all parts of the 2D frame.

Figure 2.5.29
Crystallite-size analysis: (a) 2� profile of a gold nanoparticle (grey) and regular gold metal (black); (b) � profile of LaB6; (c) measurement range.
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the incident-beam divergence and the calibration factor for the

instrument, we obtain an equation for the crystallite size as

measured in reflection mode:

d ¼ k
phklb

2 arcsin½cos � sinð��=2Þ�

Ns

� �1=3

; ð2:5:92Þ

where d is the diameter of the crystallite particles, phkl is the

multiplicity of the diffracting planes, b is the size of the incident

beam (i.e. its diameter), �� is the � range of the diffraction ring,


 is the linear absorption coefficient and Ns is the number of

spots within ��. For transmission mode, we have

d ¼ k
phklb

2t arcsin½cos � sinð��=2Þ�
Ns

� �1=3

; ð2:5:93Þ

where t is the sample thickness. In transmission mode with the

incident beam perpendicular to the sample surface, the linear

absorption coefficient affects the relative scattering intensity, but

not the actual sampling volume. In other words, all the sample

volume irradiated by the incident beam contributes to the

diffraction. Therefore, it is reasonable to ignore the absorption

effect expð
tÞ for crystallite-size analysis as long as the sample is

thin enough for transmission-mode diffraction. The effective

sampling volume reaches a maximum for transmission-mode

diffraction when t ¼ 1=
.
For both reflection and transmission,

k ¼ 3�

8�

� �1=3

; ð2:5:94Þ

where � is the divergence of the incident beam. Without knowing

the precise instrumental broadening, k can be treated as a cali-

bration factor determined from the 2D diffraction pattern of a

known standard. Since only a limited number of spots along the

diffraction ring can be resolved, it can be seen from equation

(2.5.94) that a smaller X-ray beam size and low-multiplicity

peak should be used if a smaller crystallite size is to be deter-

mined.

Fig. 2.5.29(c) shows the measurement ranges of 2�-profile and

�-profile analysis. The 2�-profile analysis is suitable for crystallite
sizes below 100 nm (1000 Å), while �-profile analysis is suitable

for crystallite sizes from as large as tens of mm down to 100 nm

with a small X-ray beam size. By increasing the effective

diffraction volume by translating the sample during data collec-

tion or multiple sample integration (or integrating data from

multiple samples), the measurement range can be increased up to

millimetres. Multiple sample integration can deal with large

crystallite sizes without recalibration. The new calibration factor

is given as

kn ¼ n1=3k; ð2:5:95Þ
where n is the number of targets that are integrated. The number

of crystallites can be counted by the number of intersections of

the � profile with a threshold line. Every two intersections of

the � profile with this horizontal line represents a crystallite. In

order to cancel out the effects of preferred orientation and

other material and instrumental factors on the overall intensity

fluctuation along the � profile, one can use a trend line fitted

to the � profile by a second-order polynomial. It is always

necessary to calibrate the system with a known standard,

preferably with a comparable sample geometry and crystallite

size. For reflection mode, it is critical to have a standard with a

comparable linear absorption coefficient so as to have similar

penetration.
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2.6. Non-ambient-temperature powder diffraction

C. A. Reiss

2.6.1. Introduction

X-ray powder diffraction (XRPD) is a powerful tool for the in

situ investigation of the evolution of a specimen during a non-

ambient experiment and for studying structural changes such as

lattice expansions and contractions, phase transformations, phase

composition, material stability, and alterations in crystallite size.

X-rays (and neutrons) are more penetrating than other analytical

probes and thus are ideally suited to carrying out in situ studies.

Many (if not most) polycrystalline materials undergo transfor-

mations under non-ambient conditions. If the aim of an experi-

ment is to discover structure–property correlations, it is crucial

that the correct structure be used; thus in situ diffraction

experiments are almost mandatory. This chapter highlights the

best ways to perform non-ambient experiments, describing the

different equipment for slightly and heavily absorbing materials

and the corresponding optical pathways.

The focus is on commercially available equipment for

laboratory diffractometers and not on special equipment built at

synchrotrons and neutron facilities.

2.6.2. In situ powder diffraction

The Latin phrase ‘in situ’ literally means ‘in position’, but it is

used in many contexts. In the field of X-ray powder diffraction

there is no strict definition of this phrase. If the phrase is taken

literally, all non-ambient experiments are in situ; the material

stays ‘in position’ during the non-ambient experiment. The

environment changes while transforming the sample by outside

influences (Norby & Schwarz, 2008). Temperature changes give

rise to many processes that can be monitored with or without

different gas environments. The main processes that are moni-

tored are the formation of new compounds, phase transforma-

tions, and structural changes such as lattice expansions and

contractions. Increasingly, surface-layer properties such as stress

and texture are studied. The characterization of variations in the

crystallite size of nanomaterials is a more recent application.

In situ X-ray diffraction is still a growing research field owing

to the introduction of line detectors and area detectors (see

Chapter 2.5). These make it possible to measure a large part of

the diffraction pattern at once, making the scanning time much

shorter compared with a point detector. This speed significantly

improves the data quality and reduces the risk of collecting

uninterpretable data because of changes in the material under

study during the measurement. Another advantage of these

detectors is that static detector measurements can be performed,

making time-resolved and/or temperature-resolved studies

possible.

2.6.3. Processes of interest

Many applications of XRPD contribute to industrial and envir-

onmental process development. Some typical application areas

are heat treatment and annealing, which are frequently used in

the production of alloys, ceramics and polymers; the annealing

process affects the strength and/or hardness of materials through

microstructural changes. Calcination and sintering are used in the

fields of catalysts, building materials and zeolites. Dehydration

processes in pharmaceuticals are studied to determine the influ-

ence of local environment on the microstructure of drugs and

how time affects the availability or preservation of the active

pharmaceutical ingredient. These very important topics can be

investigated in the case of hydration or dehydration with a

humidity chamber. Such chambers control the relative humidity

at the same time as the temperature, and are commercially

available. Another important topic for the pharmaceutical

industry (see Chapter 7.5) is the polymorphic transformations

that occur under near- and non-ambient conditions. In nearly all

fields from alloys to drugs, from building materials to catalysts,

and from nanomaterials to single-crystal materials, structure and

phase changes are studied during the operation of processes.

Increasingly, non-ambient studies also include other parameters

besides temperature and gas environment, for example pressure

and humidity. Processes such as the charging and discharging of

batteries (see Chapter 7.3) can also be seen as a non-ambient or

perhaps better as an ‘in operando’ process.

2.6.4. General system setup of non-ambient chambers

2.6.4.1. Sample stage

The main requirement for a good non-ambient chamber is that

the specimen is cooled/heated homogeneously at a controllable

rate. The temperature of the goniometer and other parts of the

diffractometer should not be affected while operating the

temperature stage. Different sample-stage designs are possible:

direct heating/cooling via a strip or plate, or surround heating/

cooling with an oven or gas convection for a capillary. The

advantage of an environmental heater/cooler is the good

temperature homogeneity, as there is heat transfer from all sides

by radiation and gas convection around the sample or capillary.

In contrast, when using a direct heater such as a heating/cooling

strip or plate only one-side heat transfer to the sample is possible

through the contact surface. An advantage of direct heaters/

coolers is the ability to achieve very high and low temperatures

and rapid temperature changes. Other differences are the more

accurate sample-temperature measurement in an oven compared

with a strip heater, where temperature gradients can be present

in the strip and the sample attached to the strip heater. For high-

temperature measurements with capillaries, the best choice is

fused silica (‘quartz’) glass with a melting point of �1973 K; for

low-temperature measurements borosilicate glass capillaries are

used. A typical hardware setup for a non-ambient X-ray

diffraction experiment is shown in Fig. 2.6.1.

2.6.4.2. Temperature-control unit, process controller

To control the temperature, a temperature controller with an

integrated process controller is needed. For controlled heating/

cooling it is necessary to continuously measure the actual

temperature and compare it with the set temperature. Often, a

standard industrial process controller is used to convert the signal

from the temperature sensor into a temperature value, to display

International Tables for Crystallography (2018). Vol. H, Chapter 2.6, pp. 150–155.
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the value, to send it to the control PC and to control the power

for heating/cooling. In addition to controlling the sample condi-

tions, the temperature-control unit (TCU) usually monitors other

instrument components such as the cooling of the sample-stage

housing and safety devices.

2.6.4.3. Vacuum equipment, gas supply

High-temperature X-ray diffraction measurements are often

performed in vacuum or in an inert-gas atmosphere to avoid

oxidation of the specimen or the sample support. Systems with a

rotary pump typically achieve a vacuum of 10�2 mbar (where

1 mbar = 100 Pa); when adding a turbo molecular pump to the

rotary pump, a vacuum of about 10�4 mbar can be reached. A

low vacuum or a completely dry gas atmosphere, e.g. pure

nitrogen (or helium, which has the advantage of a lower back-

ground in the diffraction patterns), is also needed for low-

temperature experiments to avoid icing problems. Best practice is

not to vent the flow of inert gas into the diffractometer enclosure

or the laboratory atmosphere, but into the ventilation system

(fume hood). Some local safety authorities may require such

venting.

2.6.4.4. Water cooling

The housing of the sample stage must be kept close to room

temperature to avoid heat transfer to the diffractometer and to

ensure user safety. In most cases, water is used for this purpose,

and the cooling water can be shared with the diffractometer.

2.6.4.5. Diffractometer and height-compensation mechanism

The non-ambient chamber has to be interfaced to the gonio-

meter. Interfaces are available without and with a height-

compensation mechanism; the latter can be manual or motorized.

When heating/cooling a specimen in an environmental heater,

sample displacement is virtually unavoidable, mainly owing to the

thermal expansion/contraction of the sample holder. It is possible

to correct the temperature-dependent change of the sample

position with a height-compensation mechanism (motorized z

stage) or to model the displacement in the refinement software.

When using a z stage that is controlled via software, the shifts in

peak positions are only caused by the thermal

lattice expansion/contraction of the sample

under study. If no such mechanism is avail-

able, a parallel X-ray beam (which is not

sensitive to sample displacement) can be used,

but the resolution may be worse compared

with measurements in para-focusing Bragg–

Brentano geometry, and granularity may be

significant. For strip heaters the displacement

of the sample due to the strip is not so

pronounced. If a peak of the material of the

strip is visible in the diffractogram this can be

used as a reference for height compensation if

the thermal expansion of the strip material is

also taken into account.

2.6.5. Specimen properties

In designing a non-ambient experiment the

specimen properties must be taken into

account; the holder material should not react

with the sample. For flat sample geometry it is

preferable that the specimen completely

absorbs the X-ray beam. If the specimen is highly transparent,

one can either use a thin specimen on a zero-background sample

holder or use a capillary. For capillary measurements the X-ray

beam must penetrate the capillary completely; if this is not the

case, higher energy X-rays (such as Mo or Ag) can be used

(Section 2.6.7.2). Every sample is unique, and a suitable solution

must be devised.

2.6.6. High-temperature sample stages

A typical laboratory non-ambient setup consists of a non-

ambient sample stage, often called a temperature chamber. The

sample stage is mounted on a goniometer, preferably in a �–�
configuration (Fig. 2.6.2). In this case the sample stays horizontal

and there is no need to fear melting of the sample with the

possibility of it dripping off/out of the sample holder.

A temperature-control unit, vacuum equipment, gas supply

and water cooling have to be added to the system before it can be

operational.

Figure 2.6.1
Typical hardware setup for a non-ambient X-ray diffraction experiment as described in
Section 2.6.4; non-ambient chamber, temperature/process-control unit, vacuum/gas equip-
ment, cooling water and goniometer with height-alignment stage connected to a PC.

Figure 2.6.2
An Anton Paar HTK 1200N high-temperature oven chamber on a
PANalytical Empyrean system equipped with a PIXcel3D detector.
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2.6.6.1. Direct heating: strip heaters

The highest temperatures can be reached with so-called strip

heaters (Fig. 2.6.3). Commercial stages that can heat to up to

2573 K are available. Sample heating is performed with a high-

current resistance heater. The specimen is placed directly on the

strip or in a crucible on the strip. Typical strip materials are

platinum (which can be heated in air to up to 1873 K) and

tungsten (maximum temperature 2673 K), which requires a

vacuum or an inert-gas atmosphere. Less common strip materials

which have to be operated in vacuum or in an inert-gas atmo-

sphere are graphite (maximum 1773 K), molybdenum (maximum

2173 K) and tantalum (maximum 2873 K). In addition to very

high temperatures, these heaters offer very fast heating and

cooling. The HTK 2000N from Anton Paar, for example, can

reach up to 2573 K in 3 min. The temperature is measured with

a thermocouple, which is usually welded to the heating strip.

The main disadvantages of strip heaters are possible chemical

reactions between the heating strip and sample, difficulties in

measuring the sample temperature accurately and difficult

sample preparation. Often, it is not the starting material that

reacts but the products that form during heating. Another strip

material can be chosen if reactions are known to occur. Inaccu-

rate temperature measurements can be minimized by placing a

second temperature sensor on top of the sample.

2.6.6.2. Environmental heating: the oven

The second common type of sample stage for high tempera-

tures are oven heaters, also called environmental heaters (Fig.

2.6.4). An electrically heated wire is formed into a cage, which is

surrounded with thermal insulation. The heater and insulation

form a furnace which almost completely surrounds the sample,

creating a very uniform temperature distribution on the inside

and minimizing the heat transfer to the housing of the sample

stage. Heat is transferred via radiation and convection to the

sample. The sample is placed on a sample holder in the centre of

the furnace, without direct contact with the heater. The sample

temperature is measured with a thermocouple located close to

the sample, providing accurate measurement of the sample

temperature. In addition, it is possible to oscillate the sample to

improve the data quality (by reducing granularity), and the user

can measure (polycrystalline) solid samples as well as powder

samples. In most cases, a long sample holder must be used to

place the sample in the centre of the furnace. The thermal

expansion of the sample holder while heating must be compen-

sated for by z adjustment to avoid sample displacement (see

Section 2.6.4.5). Windows for letting the X-rays enter and leave

the chamber should preferably have no influence on the

diffraction process. Different materials are available depending

on the requirements of the non-ambient measurements. Kapton

is the most commonly used window material, followed by

graphite, aluminum and beryllium. Environmental heating is also

one of two methods used to heat capillaries for X-ray diffraction

with transmission geometry. The other option is heating the

capillary with a gas flow.

Example: Cement. Cement consists of different calcium sili-

cates (see Chapter 7.12). The exact phases that are present and

their abundances determine important physical properties of a

cement such as its strength. One of the phases in cement, belite

(Ca2SiO4), exhibits rapid phase transitions. Fast transitions

require good time resolution to detect short-lived intermediate

phases and to follow the kinetics of fast phase transformations.

An Anton Paar HTK 1200N oven was used for this experiment

together with a PIXcel3D detector in static mode using a radius-

reduction interface to allow snapshots to be taken over a 2� range
of 6˚ within a time frame of less than 1 min. Bragg–Brentano

geometry was used to achieve a good resolution in 2� and, to

compensate for thermal expansion of the sample holder, an

automatic height compensation was applied. On heating CaCO3

with amorphous SiO2 at 10 K min�1, a solid-state reaction was

seen at 853 K; �0L-Ca2SiO4 is formed together with CO2 (Fig.

2.6.5a). Dicalcium silicate exists in five polymorphic forms

(Odler, 2000). During cooling, one of the other polymorphs of

dicalcium silicate, �-Ca2SiO4, is formed, which has a different

crystal structure and optical properties (Fig. 2.6.5b).

2.6.6.3. Environmental heating: lamp furnace

Another approach to designing an environmental chamber is

the quadrupole lamp furnace developed by W. M. Kriven (Sarin

Figure 2.6.3
The interior of a typical strip-heater sample stage (Anton Paar HTK
2000N) with heating strip (A), mechanics to compensate strip expansion
(B), thermocouple wires (C), heat shield (D) and water-cooled base plate
(E).

Figure 2.6.4
A typical furnace heater (Anton Paar HTK 1200N) consisting of sample
holder (A), heater (B), thermal insulation (C), water-cooled housing
(D), thermocouple (E) and X-ray window (F).
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et al., 2006). Such a furnace can heat a specimen to >2000 K in air.

A recent application of this furnace is the characterization of

high-temperature phase transitions in Zr2P2O9 (Angelkort et al.,

2013).

2.6.6.4. Domed hot stage

Sample stages with an X-ray transparent dome, such as the

DHS 1100 domed hot stage manufactured by Anton Paar (Fig.

2.6.6), give another dimension to polycrystalline diffraction. The

dome is made of highly transparent graphite. The transmission of

the primary and diffracted beams depends on the wavelength

used, and for Cu K� radiation 65% is transmitted. The dome can

be used on most of the commercially available modern multi-

purpose X-ray diffractometers with linear or two-dimensional

detectors. Mounted on an XYZ table or a cradle, these sample

stages can be used to study texture, stress/strain and other phase-

induced changes in (for example) thin-film layers under non-

ambient conditions.

Example: thin films. A great deal of research has been devoted

to the development of gallium nitride (GaN)-based high-

electron-mobility transistor (HEMT) structures (Kelekci et al.,

2012; Butté et al., 2007). The structural quality of the layers and

their interfaces is critical for the performance of the device (Teke

et al., 2009). Detailed knowledge of the effects of further process

steps, such as thermal annealing, on these parameters is crucial.

X-ray reflectivity can be used for monitoring, among other things,

the layer thickness and (interface) roughness (Daillant &

Gibaud, 2009). To monitor the annealing process, a wurtzite-type

AlInN/AlN/GaN/ heterostructure was mounted on a DHS 1100

domed hot stage; 26 scans were made, each of which lasted 1 h

and 59 min at a temperature of 823 K (Fig. 2.6.7). From these

reflectivity measurements the activation energy could be calcu-

lated and compared with the results from X-ray diffraction data

from a nominally identical structure (Grieger et al., 2013). The

same value was found for both experiments within 5%, giving

valuable information about heterostructure layer and interface

stability.

2.6.7. Low-temperature sample stages

2.6.7.1. Cryogenic cooling stages/cryostat

For cryogenic experiments, liquid nitrogen (boiling point

77.4 K at 1 atm, where 1 atm = 101 325 Pa) or liquid helium

(boiling point 4.3 K at 1 atm) is required (Weast, 1980). The most

common types of chambers for medium-to-low temperatures are

chambers with continuous-flow cooling. Here, a continuous flow

of liquid nitrogen is provided from a Dewar storage vessel and

the cooling process is controlled by a liquid-nitrogen controller.

For lower temperatures helium is used. Helium is an expensive

gas, and therefore a more economic method is to use a closed-

Figure 2.6.5
(a) Upon heating, CaCO3 (the peak at about 29.3˚ in 2�) reacts with SiO2

(amorphous); at 853 K the new phase �0L-Ca2SiO4 is formed (the peak
between 33 and 32˚ in 2�). (b) During cooling �0L-Ca2SiO4 (the two peaks
between 33 and 32˚ in 2�), a different dicalcium silicate polymorph is
formed at 773 K; this is �-Ca2SiO4.

Figure 2.6.6
Sample-heating stage (Anton Paar DHS 1100) with lightweight, air-
cooled housing (A), dome-shaped X-ray window (B) and heating plate
with sample fixation (C).

Figure 2.6.7
Monitoring of layer thickness and roughness by X-ray reflectivity
measurements during annealing at 823 K.
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cycle cryostat. This has the disadvantage that it consumes rela-

tively large amounts of energy, but it does not need a continuous

flow of helium and is also easy to use. The PheniX cryostat from

Oxford Cryosystems is an example of such a chamber, which

makes it possible to cool flat-plate powder samples to 20 K in just

35 min and to as low as about 12 K after a further 25 min.

Recently, a group using beamline L11 at the Diamond Light

Source synchrotron made some modifications to the PheniX

cryostat to enable it to perform low-temperature Debye–

Scherrer powder diffraction (Potter et al., 2013). The original flat-

plate sample holder in the cryostat was changed to a capillary

sample holder.

2.6.7.2. Cryogenic cooling stages/cryostream

The cryostream from Oxford Cryosystems (Cosier & Glazer,

1986) cools the sample in a different way (Fig. 2.6.8). Originally

developed for single-crystal X-ray diffraction experiments, it is

currently also used to cool/heat capillaries in Debye–Scherrer

experiments (Fig. 2.6.9). To prevent atmospheric moisture from

freezing on the capillary, the cryogenic nitrogen-gas stream is

shrouded in a second dry gas stream. When the two flows are

balanced, the outer stream protects the inner nitrogen stream and

temperatures as low as 80 K can be reached without ice forma-

tion on the capillary. The main advantage of

measuring a powder sample in a capillary

(transmission geometry) in contrast to flat-

plate reflection geometry is minimization of

preferred orientation of the sample. Attention

must be paid, as in all non-ambient measure-

ments, to temperature gradients in the sample.

A short capillary is therefore advisable to

minimize the occurrence of a gradient along

the capillary.

For absorbing samples, hard radiation must

be used to completely penetrate the capillary.

Another possibility is to use capillaries with

very small diameters, but this is not always

very easy and filling them can be time

consuming.

Example: buckminsterfullerene. An example that demonstrates

the capability of the pair distribution function (PDF) method to

independently probe the short-range and long-range atomic

ordering in materials is C60, also known as (C60-Ih)[5,6]fullerene,

fullerene or buckyball (Egami & Billinge, 2003). A buckyball

molecule consists of 60 C atoms arranged on the vertices of a

soccer-ball-like frame. At room temperature the C60 molecules

are arranged in a face-centred cubic (f.c.c.) lattice and they assume

completely random orientations as a result of thermal energy.

For long-range atomic order to be present, the atoms of the C60

molecules must remain in the same crystallographic position,

which is not the case at room temperature. The time-averaged

structure of the material can be represented as an f.c.c. structure,

with space group Fm�3m, of uniform hollow balls with a diameter

of about 7.1 Å. On cooling through 260 K a first-order structural

phase transition occurs; the random rotation of each C60 mole-

cule becomes slower and is now best described as a librational

motion (Brown et al., 2005). The phase transition is accompanied

by a sudden contraction of the cubic lattice parameter and the

long-range order can be described with a primitive cubic lattice

(space group Pa�3).
Fig. 2.6.10 shows the atomic PDFat room and low temperature;

only the short distances within the balls are clearly observed at

room temperature (Reiss et al., 2012). The correlation between

atoms of neighbouring molecules cannot be seen, but ball–ball

correlations are visible at larger distances. The low-temperature

measurement shows similar peaks below 7.1 Å as the ambient

measurement, but above 7.1 Å peaks are visible that result from

distances from C atoms in one C60 molecule to C atoms in

another C60 molecule.

Figure 2.6.8
Schematic drawing of the Oxford Cryosystems cryostream setup.

Figure 2.6.9
Oxford Cryostream (A) mounted on a PANalytical diffractometer for
cooling a capillary (B).

Figure 2.6.10
Atomic pair distribution function of C60 at room temperature (red) and
at 100 K (blue).
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2.6.8. Temperature accuracy

The accuracy of the temperature measurement of a non-ambient

device has to be determined before starting a non-ambient

experiment. At present no certified temperature standards for

X-ray powder diffraction are available, only commonly used

reference materials. A list of these materials can be found

at https://www.xrayforum.co.uk/ and https://bl831.als.lbl.gov/

~jamesh/pickup/Snell_SG_change_table.pdf.

A common method for validation of a non-ambient chamber is

by determining the thermal expansion coefficient of a reference

material as a function of temperature. Another is to determine

the transition temperature of well known phase transformations.

A third method is the so-called ‘differential thermal expansion’

method (Drews, 2001). This method utilizes the relative thermal

expansion of two diffraction peaks. These peaks can be from the

same or different reference material(s) but must be found in a

narrow angular range and have different thermal expansion

behaviour. Using only the relative separations of the peaks that

are closely spaced eliminates the need for full pattern refinement

to take into account geometrical aberrations and makes this

method fast.

2.6.9. Future

A whole new field of non-ambient experiments has opened up

with the study of new applications such as non-ambient PDF (see

Section 2.6.7.2) and non-ambient SAXS measurements. And

what happens in the nano world when large-scale models no

longer hold at ambient and non-ambient temperatures? The

future will tell; non-ambient diffraction/scattering experiments

are more relevant now than ever before.
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Kelekci, O., Tasli, P., Cetin, S. S., Kasap, M., Ozcelik, S. & Ozbay, E.
(2012). Investigation of AlInN HEMT structures with different AlGaN
buffer layers grown on sapphire substrates by MOCVD. Curr. Appl.
Phys. 12, 1600–1605.

Norby, P. & Schwarz, U. (2008). Powder Diffraction: Theory and Practice,
edited by R. E. Dinnerbier & S. J. L. Billinge, pp. 439–463. Cambridge:
Royal Society of Chemistry.

Odler, I. (2000). Special Inorganic Cements. London: CRC Press.
Potter, J., Parker, J. E., Lennie, A. R., Thompson, S. P. & Tang, C. C.
(2013). Low-temperature Debye–Scherrer powder diffraction on
Beamline I11 at Diamond. J. Appl. Cryst. 46, 826–828.

Reiss, C. A., Kharchenko, A. & Gateshki, M. (2012). On the use of
laboratory X-ray diffraction equipment for pair distribution function
(PDF) studies. Z. Kristallogr. 227, 256–261.

Sarin, P., Yoon, W., Jurkschat, K., Zschack, P. & Kriven, W. M. (2006).
Quadrupole lamp furnace for high temperature (up to 2050 K)
synchrotron powder X-ray diffraction studies in air in reflection
geometry. Rev. Sci. Instrum. 77, 092906.
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2.7. High-pressure devices

A. Katrusiak

2.7.1. Introduction

Although life in the biosphere of Earth exists within narrow

limits of temperature and pressure, these thermodynamic

conditions are unusual on Earth and in the Universe. Most of the

matter in the Universe is contained in black holes, stars and

planets, where it is exposed to extreme temperature and pressure.

On the other hand, interstellar space constitutes most of the

Universe’s volume, where both pressure and temperature are

close to their absolute-zero values. On Earth’s surface at sea

level, atmospheric pressure is about 1000 hPa [1 atm = kG cm�2

= 9.807 � 104 Pa ’ 0.1 MPa; currently, the pascal (abbreviated

Pa) is the generally accepted pressure unit recommended by the

International System of Units]. Under water on Earth, the

pressure increases by 0.1 MPa for every 10 m depth, and rises to

120 MPa at the bottom of the Mariana Trench, 11 km below the

sea’s surface. A relatively low pressure change, to about 0.3 MPa

at a depth of 20 m, affects the dissolution of nitrogen in human

blood and can lead to decompression sickness (caisson disease);

at 300 m in the oceans (3 MPa) and 288 K, methane forms stable

hydrates, which constitute the most abundant deposits of carbon

on Earth. All geological deposits are exposed to some pressure;

at a depth of 1000 m this is about 300 MPa. Consequently, the

structure and properties of very many minerals, formed and

deposited in the crust, can transform considerably after their

exposure to the surface. The syntheses of numerous minerals

require high-pressure conditions. Thus, high-pressure experi-

ments can provide indispensable information about the geolo-

gical and stellar mechanisms, transformations and properties

governing the matter forms, properties and distribution inside

stars and planets.

Therefore, the pressure dependence of crystal structures is of

primary interest to geologists, planetologists and astrophysicists

(Hazen, 1999; Merlini et al., 2012). The most cited examples of the

effects of extreme conditions are thermonuclear synthesis, the

formation of diamond (the dielectric carbon allotrope), the

formation of stishovite (the dense form of SiO2) and the propa-

gation of seismic waves through the Earth’s crust. The under-

standing of these and other phenomena requires that extreme

conditions be reproduced and crystal structures investigated in

laboratories. Most importantly, the conditions that are ubiquitous

across the Universe are viewed as extreme only from our

perspective of a narrow thermodynamic space, of a few tens of

kelvin and a few megapascals around the triple point of water.

From this narrow thermodynamic space, most of our knowledge

of materials science has been developed. Extreme conditions

allow theories to be verified and developed to a more general

level. Moreover, extreme conditions can be utilized to produce

new materials with desired properties (Hanfland et al., 2011;

Senyshyn et al., 2009), including diamond or its other super-hard

substitutes, or new forms of pharmaceutical drugs (Boldyreva,

2010; Boldyreva et al., 2002, 2006; Fabbiani, 2010; Fabbiani &

Pulham, 2006; Fabbiani et al., 2004, 2005, 2009). The key element

for such research is a sample-environment device for generating

high pressure in the laboratory.

The pressure at the centre of Earth is about 364 GPa, one

order of magnitude higher again inside the giant planets Jupiter

and Saturn, and over 1 000 000 GPa (i.e. 1000 TPa) inside small

stars like the Sun. Structural determinations under varied

thermodynamic conditions are essential for the general under-

standing of physical and chemical phenomena, and to gain

knowledge about the properties of materials and to describe the

world around us. Indeed, the biosphere where we live is confined

to a range from 0.33 atm (0.033 MPa) at the top of Chomolungma

(Mt Everest), 8848 m above sea level, to about 1200 atm

(120 MPa). The most commonly discussed and studied thermo-

dynamic parameters are temperature (T), pressure (P) and

composition (X). In principle, they affect the structure of matter

differently. For example, the primary change induced by

temperature is in the energy of atomic, molecular and lattice

vibrations, whereas increasing pressure always reduces the

volume. These changes are interdependent, and the compression

of a structure can also reduce its thermal vibrations, change the

types of cohesion forces and reverse the balance between

competing compounds of different composition. This concerns all

compounds, not only minerals deep under the Earth’s surface. An

exciting example of a molecular compound undergoing such

transformations is water, transforming between at least ten

polymorphic structures at high pressure, and also forming

hydrates, depending on the thermodynamic conditions. Hence,

pressure is now utilized to generate new polymorphs and solvates

that cannot be obtained under normal conditions (Patyk et al.,

2012; Tomkowiak et al., 2013; Fabbiani, 2010; Boldyreva, 2010).

For these reasons, high-pressure techniques have been devel-

oped dynamically, and the breakthrough invention of the

diamond-anvil cell and its development in the second half of the

20th century greatly intensified high-pressure research. Today,

the effects of high pressure on various materials and their reac-

tions are studied both in small laboratories in universities and at

large facilities, which provide powerful beams of X-rays from

synchrotrons and beams of neutrons from reactors and spallation

targets. The large facilities are either international initiatives, like

the European Synchrotron Radiation Facility (ESRF) and

Institute Laue–Langevin (ILL) in Grenoble, France, or national

ones, like the Diamond Light Source and ISIS at the Rutherford

Appleton Laboratory in Oxfordshire, UK, the Deutsches Elek-

tronen Synchrotron (DESY) in Hamburg, Germany, the Photon

Factory in Tsukuba, SPring-8 (Super Photon ring – 8 GeV) in

Hyōgo Prefecture and the Japan Proton Accelerator Research

Complex (J-PARC) in Tokal near Tokyo, Japan, the National

Synchrotron Light Source (NSLS) at Brookhaven National

Laboratory, USA, the Advanced Photon Source (APS) at

Argonne National Laboratory and Los Alamos National

Laboratory (LANL), New Mexico, USA, the Lawrence Liver-

more National Laboratory, California, USA, the Joint Institute

for Nuclear Research (JINR) in Dubna, Russian Federation, the

Spallation Neutron Source (SNS) at Oak Ridge National

Laboratory, USA, and others. They provide access to the beams

and high-pressure equipment to the general scientific community.

2.7.2. Historical perspective

The earliest concepts of pressure are often associated with

Evangelista Torricelli’s famous statement ‘Noi viviamo sommersi

nel fondo d’un pelago d’aria’ (‘We live submerged at the bottom

International Tables for Crystallography (2018). Vol. H, Chapter 2.7, pp. 156–173.
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of an ocean of air’) in 1643, Otto von Guericke’s experiment

pitting the force of six horses against atmospheric pressure acting

to squeeze together two hemispheres evacuated using the

vacuum pump he had constructed in Magdeburg in 1654, and

Blaise Pascal’s measurements of pressure differences at different

altitudes and his demonstrations of barrels being blown up by the

force of water poured in through a tall pipe. The subsequently

developed high-pressure devices were mainly of the piston-and-

cylinder type.

At the beginning of the 19th century, pressures of about

400 MPa could be obtained, and at the beginning of the 20th

century, often referred to as the end of the pre-Bridgman era,

pressures up to about 2 GPa could be achieved. Then Percy W.

Bridgman’s remarkable inventions extended the pressure range

greatly, to over 10 GPa (Bridgman, 1964). He devised new

techniques for sealing pressure chambers, developed the

opposed-anvils apparatus and introduced methods for the

controlled measurement of various phenomena. Moreover, he

used his new methods to describe a vast number of observations

and properties of matter at high-pressure ranges hitherto unex-

plored. Bridgman’s ingenious designs of high-pressure devices,

such as the opposed-anvils apparatus, paved the path for future

researchers. His scientific achievements won him the Nobel Prize

in Physics in 1946.

The Bridgman era in high-pressure research ended in the late

1950s, when the diamond-anvil cell, often abbreviated to DAC,

was invented (Weir et al., 1959; Jamieson et al., 1959; Piermarini,

2001). Soon after, the DAC became the main tool of high-pres-

sure researchers; it gradually increased the range of attainable

pressure by more than an order of magnitude, and under

laboratory conditions it surpassed the pressure level at the centre

of the Earth. Most importantly, the DAC allowed many new

measuring techniques, particularly X-ray diffraction and optical

spectroscopy, to be utilized. Before that, spectroscopic studies

were limited to about 0.5 GPa. High-pressure X-ray diffraction,

pioneered by Cohen (1933) in Berkeley for powders and by

Vereshchagin et al. (1958) in Moscow for a single crystal of halite

at 0.4 GPa in a beryllium high-pressure vessel, had been expen-

sive, inefficient and inaccurate.

The DAC has become commonly available because of its low

cost and easy operation. Today, the DAC continues to be the

main and most versatile piece of laboratory pressure equipment

and a record-breaking high-pressure apparatus. However, other

sample environments provide complementary means of struc-

tural studies. For example, the large-volume press can be

advantageous for neutron diffraction studies and in experiments

where very stable high-pressure/high-temperature conditions are

required. Naturally, the success of many high-pressure methods

would not be possible without the development of other sciences

and technologies, including computers, powerful sources of

X-rays and neutrons and their detectors, and lasers.

2.7.3. Main types of high-pressure environments

High-pressure methods can be classified as dynamic or static. In

the traditional dynamic methods, the pressure is generated for

microseconds, usually at an explosion epicentre or at targets

where ultra-fast bullets or gas guns are fired at the sample. The

explosions are carried out either in special chambers or in bores

underground (Batsanov, 2004; Ahrens, 1980, 1987; Keller et al.,

2012).

Even shorter, of a few nanoseconds’ duration, the shock

compression generated in targets using laser drivers coupled to

the powerful X-ray pulses of a free-electron laser, or an otherwise

generated X-ray beam, can further extend the attainable pressure

limits. While this laser shock generates both high pressure and

high temperature in the sample (the so-called Hugoniot

compression path), in the ramp compression, also termed the off-

Hugoniot path, the signal of the designed profile from an optical

laser affords terapascal compression and approximates iso-

thermal conditions (Wicks et al., 2018; Smith et al., 2014; Wang et

al., 2016).

The advantage of the gas and laser shock-wave and ramp-

compression methods is that the attainable pressure is not limited

by the tensile strength of the pressure chamber. Disadvantages

include the inhomogeneous pressure, difficulties in controlling

the temperature, the requirement for very fast analytical methods

and the very high cost. The kinetic products generated during the

explosion and in the shock waves can be different from the

products recovered after the explosion, and different again from

those formed under stable conditions. In most cases the laser-

generated shock annihilates the sample.

Static methods are at present more suitable for crystal-

lographic studies. The first variable-temperature sample-

environment devices for structural studies of liquids and solids

were designed soon after the inception of X-ray diffraction

analysis. Structural investigations at high and low temperature at

ambient pressure were mainly performed either by blowing a

stream of heated or cooled gas onto a small sample (Abrahams et

al., 1950) or by placing the sample inside an oven or a cryostat. At

present, a variety of attachments for temperature control are

commercially available as standard equipment for X-ray and

neutron diffractometers. Open-flow coolers using gaseous

nitrogen and helium are capable of maintaining temperatures of

about 90 K and a few kelvin, respectively, for days and weeks.

They are easy to operate and pose no difficulties for centring the

sample crystal, because the crystal is mounted, as in routine

experiments, on a goniometer head with adjustable x–y–z trans-

lations and is visible at all positions through a microscope

attached to the diffractometer. Cryostats and furnaces obscure

the visibility of the sample and are usually heavy, and hence

require strong goniometers; however, they often have the

advantage of higher stability, a larger homogeneous area in the

sample and a larger range of temperature (see Chapter 2.6).

Devices for static high-pressure generation are more difficult

to construct because of the obvious requirement for strong walls

capable of withstanding the high pressure applied to the sample.

There are several types of high-pressure device and they can be

classified in several ways. The piston-and-cylinder (PaC) press

is the oldest type of pressure generator. However, the pressure

range is limited in most advanced constructions (of multilayer

negatively strained cylinders, like one shown in Fig. 2.7.1)

to 3.0 GPa (Baranowski & Bujnowski, 1970; Besson, 1997;

Dziubek & Katrusiak, 2014). PaC presses are ideal for volumetric

measurements on a sample enclosed in the cylinder and for

generating pressure in a hydrostatic medium transmitted through

a capillary to other external high-pressure chambers containing

the sample and optimized for a chosen measurement method,

usually optical spectroscopy and diffraction. The external devices

include chambers for loading the PaC with gas, which is either the

hydrostatic medium or the sample itself (Tkacz, 1995; Rivers et

al., 2008; Couzinet et al., 2003; Mills et al., 1980; Yagi et al., 1996;

Kenichi et al., 2001). In some pressure generators, a cascade of

two or three PaC presses is applied for highly compressible

pressure-transmitting media (gases) before the final setup

stage.
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The PaC press can be considered as the prototype of other

large-volume presses (LVPs). The PaC press consists of a cylinder

closed at both ends with pistons, sealed with gaskets. The

attainable pressure depends mainly on the tensile strength of the

cylinder and of the gasket. The cylinder can be strengthened by

the process of frettage, i.e. inducing tensile strain in the outer part

and compressive strain inside (Onodera & Amita, 1991). This can

be achieved by autofrettage, when a one-block cylinder is

purposely overstrained to the point of plastic deformation and

the deformation residues result in the required strain. Likewise,

the cylinder can be built of shrink-fitted inner and outer tubes

(the outer diameter of the inner tube is slightly larger than the

inner diameter of the outer tube, which must be heated to

assemble the cylinder) or of cone-shaped tubes (with a cone half-

angle of ca 1˚) pushed into one another to generate the frettaging

strains. Alternatively, a coil of several layers of strained wire or

tape can be wound around the cylinder, or the cylinder can be

compressed externally to counteract its tensile strain simulta-

neously with the load being applied to the pistons (Baranowski &

Bujnowski, 1970). The load against the cylinder walls can be

reduced by containing the sample in a capsule of soft incom-

pressible material, usually lead (Bridgman, 1964). Cylinder

chambers with externally generated pressures up to 0.4 GPa

(Blaschko & Ernst, 1974) and PaC cells capable of generating

2 GPa (Bloch et al., 1976; McWhan et al., 1974) have been used

for neutron diffraction, and a beryllium cylinder has been used

for X-ray diffraction on protein crystals to 100 MPa (Kundrot &

Richards, 1986). The range of pressure up to a few hundred

megapascals is often described as medium pressure. There are

sample-environment chambers with externally generated

medium pressure that are designed for in-house powder

diffractometers operating in the Bragg–Brentano geometry

(Koster van Groos et al., 2003; Whitfield et al., 2008).

If the cylinder length is reduced and the gasket reinforced by

compression of the conical pistons, the girdle press is obtained

(Fig. 2.7.2a). Its optimized modification is the belt apparatus (Fig.

2.7.2b). The girdle and belt presses generate pressures of about

10 GPa and can be internally heated to about 1500 K, and hence

they have been used widely to synthesise materials. However, the

opacity of the girdle/belt and anvils allows no access for X-ray or

neutron beams between the anvils. This disadvantage is alleviated

in the opposed-anvils press, operating on the massive-support

principle, where the beams can pass through the gasket material.

After the first record of a simple version of the opposed-anvils

experiment in the mid 19th century performed in order to

measure the effect of medium pressure on the electric conduct-

ibility of wires by Wartmann (1859), the opposed anvils were

extensively developed and applied to much higher pressure by

Bridgman (1935, 1941, 1952). He also equipped them with a

pyrophyllite gasket separating the anvil faces (Bridgman, 1935),

and in this form they are commonly known as Bridgman anvils

(Fig. 2.7.2c). In the 1960s, the flat faces of the Bridgman anvils

were modified to so-called toroidal anvils (Fig. 2.7.2d), where the

sample space is considerably increased by hemispherical

depressions at the anvil centre and surrounded by a groove

supporting the gasket and preventing its extrusion (Khvostantsev,

1984; Khvostantsev et al., 1977, 2004; Ivanov et al., 1995). Anvils

with a spherical sample cavity only, so-called Chechevitsa anvils,

preceded the construction of toroidal anvils. Toroidal anvils were

optimized for neutron diffraction by adding a small pneumatic

press called the Paris–Edinburgh cell (Besson et al., 1992).

Toroidal anvils enabled neutron diffraction studies up to 50 GPa

and 3000 K (Kunz, 2001; Zhao et al., 1999, 2000; Redfern, 2002).

Experiments on magnetic systems in a similar pressure range and

at low temperature were performed in a very different design of

opposed anvils, the sapphire Kurchatov–LBB cell, shown in Fig.

2.7.3 (Goncharenko & Mirebeau, 1998; Goncharenko, 2004).

More complex LVPs have been based on multi-anvil presses

(Liebermann, 2011). These are usually very large devices capable

of containing tens of cubic centimetres of sample. The sample is

encapsulated and pressurized between anvils sealed with some

kind of gasket. The attainable pressure depends on a number of

factors, including the applied load and the strength of the anvils,

which are made of steel, tungsten carbide, sapphire or sintered

diamond; the maximum pressure depends inversely on the

sample volume. Multi-anvil presses (Huppertz, 2004; Lieber-

mann, 2011) – tetrahedral, trigonal–bipyramidal, cubic (Akimoto

et al., 1987) and octahedral (Onodera, 1987) – are optimized for

larger sample volumes and for the high temperatures required for

the synthesis of hard materials, especially diamond (Hazen,

1999). The multi-anvil presses are used for diffraction studies.

Figure 2.7.1
A cross section through a piston-and-cylinder device with a shrink-fitted
double cylinder. In this design, the bottom piston (stopper F) is in the
fixed position and only the top piston (A) is pushed into the cylinder by a
hydraulic press. The main components of the device are: piston (A),
inner cylinder (B), outer supporting shell (C), brass and rubber sealing
rings (D), sample (E) and stopper (F).

Figure 2.7.2
Cross sections of (a) the girdle anvil, (b) the belt anvil, (c) the Bridgman
anvil and (d) the toroid anvil. The gaskets are dark grey, the tungsten
carbide elements are pale grey and the sample chamber is yellow.
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The sample can be either contained in a capsule or mixed with a

pressure-transmitting pseudo-hydrostatic medium, which is inert

and a weak absorber of X-rays. The sample is accessed by the

X-ray beam between the anvils through a weakly absorbing

sealing material, such as amorphous boron, magnesium oxide,

corundum or pyrophyllite. Like the opposed-anvil presses, multi-

anvil LVPs can be used effectively for X-ray diffraction at

synchrotrons and neutron sources. However, these large instal-

lations also require (apart from intense primary beams) powerful

translations for their precise centring relative to the primary

beam and diffractometer axes. The main advantage of an LVP is

stable and homogenous internal heating up to about 2000 K

(Besson, 1997). Such stable conditions are particularly valuable

for high-pressure synthesis and crystallization, for example of

diamonds (Hazen, 1999).

2.7.4. The diamond-anvil cell (DAC)

The invention of the DAC revolutionized high-pressure studies,

diversified their scope, greatly simplified the experimental

procedures, increased the range of pressure and temperature, and

initiated constant growth in the number of high-pressure struc-

tural studies, starting in the 1960s and continuing up to today. The

DAC is built from a pair of opposing diamond anvils and a vice to

generate their thrust. The sample is compressed between the

culets of the anvils. Since its inception, the DAC has been

modified and redesigned frequently, in order to adapt it to new

experimental techniques or to take advantage of the parallel

progress in scientific equipment. The original DAC built at the

National Bureau of Standards (Maryland, USA) was used for

infrared spectroscopy. Another DAC designed for powder

diffraction experiments was made of beryllium, a relatively

strong metal which weakly absorbs short-wavelength X-rays

(Weir et al., 1959; Bassett, 2009). The DAC, with steel frames and

beryllium discs supporting the anvils, is still in use today.

The original and most efficient concept applied in the opera-

tion of the DAC was that the incident beam enters the pressure

chamber through one diamond anvil and the reflections leave

through the other anvil; this mode of operation is often referred

to as transmission geometry. Together with the diamond anvils,

Be discs constitute windows for the X-rays. However, beryllium

has several disadvantages. It is the softest and weakest of the

materials used in DAC construction, it softens at about 470 K,

beryllium oxide is poisonous, and machining beryllium is difficult

and expensive. Therefore, except for the pioneering DAC design

by Weir et al. (1959), Be parts were initially limited to disc

supports for the anvils. Moreover, polycrystalline Be discs

produce broad reflection rings and a strong background, and the

small central hole in the disc obscured optical observation of the

sample. In many modern DACs the beryllium discs have been

completely eliminated, and the diamond anvils are directly

supported by steel or tungsten carbide platelets (Konno et al.,

1989; Ahsbahs, 2004; Boehler & De Hantsetters, 2004; Katrusiak,

2008). For this purpose new diamond anvils, exemplified in Fig.

2.7.4, were designed. Anvils of different sizes, culet dimensions,

height-to-diameter ratios and other dimensions can be adjusted

for the experimental requirements, such as the planned pressure

range and the opening angles of the access windows.

Another DAC was independently designed for X-ray powder

diffraction by Jamieson et al. (1959). In their DAC, the incident

beam was perpendicular to the axis through the opposed anvils,

and the primary beam passed along the sample contained and

squeezed directly (no gasket was used) between the culets. The

reflections were recorded on photographic film located on the

other side of the DAC, perpendicular to the incident beam. This

geometry was described as either panoramic, perpendicular or

transverse. The transverse geometry is also used with beryllium

or other weakly absorbing gaskets (Mao et al., 1998). Other

DACs, for example where both the incident beam and the

reflections pass through one diamond anvil, were also designed

(Denner et al., 1978; Malinowski, 1987); however, the transmis-

sion geometry is most common owing to its advantages. In the

transmission geometry the uniaxial support of the anvils leaves a

window for optical observation of the sample, as well as for

spectroscopic and diffractometric experiments along the cylind-

rical pressure chamber. Therefore, at present most DAC designs

operate in transmission geometry.

The DAC construction can generally be described as a small

vice generating thrust between opposed anvils. In the first DACs

designed in the late 1950s, no gasket nor hydrostatic fluids were

used and the sample was exposed to strong anisotropic stresses.

Van Valkenburg (1962) enclosed the sample in a hole in a metal

gasket, filled the hole with hydrostatic fluid and sealed it between

the culets of the anvils. This most significant development of the

miniature high-pressure chamber opened new possibilities for all

sorts of studies under hydrostatic conditions, in particular powder

and single-crystal diffraction studies. Since then, the gaskets have

become an intrinsic part of the DAC. The hydrostatic conditions

in the DAC have been used to grow in situ single crystals from the

melts of neat compounds (Fourme, 1968; Piermarini et al., 1969)

and from solutions (Van Valkenburg et al., 1971a,b). Now it is a

common method for in situ crystallization under isothermal and

isochoric conditions (Dziubek & Katrusiak, 2004; Bujak et al.,

Figure 2.7.4
Cross sections of three types of diamond anvil used in high-pressure
cells: the brilliant design (supported either on the table or on the crown
rim), the Drukker design (supported on the table and crown) and the
Boehler–Almax design (supported on the crown).

Figure 2.7.3
A schematic view of the opposed-sapphire anvil of the Kurchatov–LBB
cell designed for neutron diffraction on magnetic materials (Gonchar-
enko, 2004).
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2004; Fabbiani et al., 2004; Fabbiani & Pulham, 2006; Budzia-

nowski & Katrusiak, 2006a,b; Dziubek et al., 2007; Paliwoda et al.,

2012; Sikora & Katrusiak, 2013).

The original designs of the DAC (Weir et al., 1959; Jamieson et

al., 1959) were later adapted to various purposes. Significant

modifications take advantage of new designs of diamond anvils

and their supports. Initially, the brilliant-cut diamonds of tradi-

tional design, but with the culet ground off to form a flat thrust

surface parallel to the table, were used (Fig. 2.7.4). Culets of

0.8 mm in size can be used to about 10 GPa, 0.4 mm culets to

about 50 GPa, 0.1 mm culets to about 100 GPa and 0.02 mm

(20 mm in diameter) or even smaller (Akahama et al., 2014;

Akahama & Kawamura, 2010; Dalladay-Simpson et al., 2016)

culets can be used for the megabar 200–400 GPa range. The

megabar range requires bevels on the culets to protect their

edges from very high strain and damage. The bevels are about

6–7˚ off the culet plane and the ratio of bevel-to-culet diameters

is between 10 and 20. Also, the gasket material, the hole diameter

and its height, being a fraction of the hole diameter, are of

primary importance. Double bevels can be used to release the

strain further, but it appears that a value of about 400 GPa

is the maximum pressure attainable in the conventional DAC

(c-DAC).

The pressure limits of the c-DAC are surpassed in a double-

stage DAC (ds-DAC), in a toroidal DAC (t-DAC) or by shock

compression. In the ds-DAC a pair of small anvils, constituting a

microscopic DAC (m-DAC, also described as second-stage

anvils), is contained inside the c-DAC. The micro-anvils are

prepared from diamond or amorphous diamond using the

focused ion-beam technique (Sakai et al., 2015, 2018). For

another type of ds-DAC, employing microscopic diamond

hemispheres (Dubrovinsky et al., 2012; Dubrovinskaia et al.,

2016), pressures exceeding 1 TPa have been reported. In the

t-DAC, each diamond culet is modified in such a way that an ion-

beam-eroded groove surrounds the central micro culet (Dewaele

et al., 2018; Jenei et al., 2018; Mao et al., 2018).

At present, the DAC most commonly applied in laboratories is

a miniature Merrill–Bassett DAC, where the anvils are installed

on two triangular frames driven by three screws along three

sliding pins (Merrill & Bassett, 1974). Analogous designs with

two or four thrust-generating screws are also in use. The original

Merrill–Bassett DAC was equipped with a pair of brilliant-cut

0.2 carat diamonds with polished culets (Fig. 2.7.4) and the anvils

were supported on Be discs. The Merrill–Bassett DAC is opti-

mized for use with automatic diffractometers. It contains no

rocking blocks but allows translation of one of the anvils. The

light weight and small size allow the Merrill–Bassett cell to be

routinely used on single-crystal diffractometers. This simple DAC

design is suitable for experiments up to about 10 GPa. Dedicated

DACs for higher pressure have rocking supports for the

diamonds, in the form of either hemispheres or half-cylinders

(Fig. 2.7.5).

A very fine adjustment of the anvils and fine and remote

pressure control can be obtained in a membrane DAC, where the

thrust is generated by a metal membrane operated with gaseous

helium or nitrogen (Letoullec et al., 1988; Chervin et al., 1995).

Owing to the ideally coaxial thrust generation by the membrane

and the stable supports of the anvils, usually in the form of a

piston and cylinder, the membrane DAC is suitable for gener-

ating pressures of hundreds of gigapascals. The membrane DAC

can be operated remotely through a flexible metal capillary,

which is advantageous for spectroscopy and both powder and

single-crystal diffraction experiments at synchrotrons.

2.7.5. Variable-temperature high-pressure devices

One of the most common interests in extreme conditions

combines high pressure and high temperature. Several techni-

ques for simultaneously controlling both pressure and tempera-

ture have been developed (Fei & Wang, 2000). The DAC can be

heated externally (with respect to the sample chamber between

the anvils’ culets) when the entire DAC is placed in an oven or in

a hot stream of air from an electrical heater (Fourme, 1968; Allan

& Clark, 1999; Podsiadło & Katrusiak, 2008; Bujak et al., 2008).

External resistance-wire heaters placed immediately around the

diamond anvils and the gasket are often used (Bassett & Taka-

hashi, 1965; Takahashi et al., 1982; Adams & Christy, 1992;

Eremets, 1996; Moore et al., 1970; Hazen & Finger, 1982; Besson,

1997; Dubrovinskaia & Dubrovinsky, 2003; Fei & Wang, 2000).

External heating can routinely operate up to about 673 K. Its

main advantages are stability, reliable measurement of

temperature and high homogeneity of temperature in the

chamber. The disadvantages include the relatively low tempera-

ture range and the large mass of the DAC mechanical parts that

are heated. Their thermal expansion can cause loss of pressure.

This does not apply to the membrane DAC, where a constant

thrust from the membrane is transmitted to the anvils. A

sophisticated externally heated DAC in an atmosphere of inert

gases is capable of operating between 83 and 1473 K (Bassett et

al., 1993).

A very small turnbuckle DAC, about 6 mm in diameter, was

originally constructed of plastic and hardened beryllium–copper

alloy (BERYLCO 25) in order to perform magnetic measure-

ments at low temperature in the small bore of a superconductive

quantum interference device (SQUID) (Graf et al., 2011; Giriat et

al., 2010). These are at present the smallest designs that can be

Figure 2.7.5
A cross section through the central part of a diamond-anvil cell,
schematically showing the main elements applied in various designs.
Usually, either beryllium backing plates or steel/tungsten carbide
backing plates with conical windows are used. One of the plates can
be translated and the other rocked in all directions (the hemispherical
rocking mechanism). In other designs, one of the anvils can be rocked
around and translated along one axis, and the other anvil rocked and
translated in the perpendicular direction (two perpendicular hemi-
cylindrical mechanisms). The usual thickness of the beryllium plate is
3 mm or more, and most constructions allow a window opening of about
40˚ to the DAC axis. The thickness of the diamond window (the table-to-
culet distance) is usually about 1.5 mm.
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used for X-ray diffraction studies, with the whole DAC cooled by

commercial low-temperature gas-stream attachments. Alireza &

Lonzarich (2009) built another miniature DAC for high-pressure

magnetic measurements in a SQUID.

Temperatures of several thousand kelvin can be achieved by

internal heating, where the sample absorbs the focused light

beam of a laser (Bassett, 2001; Ming & Bassett, 1974; Shen et al.,

1996) or is heated by a thin wire passing through the chamber or

its immediate surroundings, either in the gasket walls (Boehler et

al., 1986; Mao et al., 1987; Zha & Bassett, 2003; Dubrovinsky

et al., 1998) or in the culets of intelligent diamond anvils (Bureau

et al., 2006). Composite resistance gaskets, with a platinum

chamber wall acting as a 35 W resistance heater, can increase the

temperature to over 2273 K (Miletich et al., 2000, 2009). Laser

beam(s) focused through the DAC anvil(s) onto the sample

(Boehler et al., 2001) can heat it to over 3273 K. This requires that

the laser beam, or several beams, or a fraction of their energy, be

absorbed in the sample. In order to increase the absorption, the

sample can be mixed with another compound, for example gold

powder. The main disadvantage of laser heating is inhomoge-

neous distribution of the temperature within the sample.

Much smaller temperature gradients, of a few kelvin at 2773 K,

can be obtained in large-volume presses (LVPs). The multi-anvil

LVP has traditionally been applied for the synthesis of diamond,

which requires stable conditions of both high pressure and high

temperature (Hazen, 1999; Liebermann, 2011). In the LVP, a

resistance heater installed inside the chamber can provide stable

control of the temperature for days, while the pressure is

controlled by a hydraulic press. Owing to the large sample

volume, the diffraction pattern can be quickly recorded. Most

often, energy-dispersive diffraction is applied for the beams

entering and leaving the pressure chamber through the gasket

material between the anvils. LVPs are generally very large and

heavy, which contrasts with the compact construction of the

Paris–Edinburgh and Kurchatov–LLB pressure cells (Besson et

al., 1992; Goncharenko, 2004, 2006). Both these opposed-anvil

cells can be placed in cryostats, and they can be used for either

energy- or angle-dispersive diffraction of neutrons or X-rays. The

Kurchatov–LLB cell has been optimized for neutron diffraction

studies of magnetic structures at high pressure and low

temperature (Goncharenko & Mirebeau, 1998; Goncharenko et

al., 1995).

2.7.6. Soft and biomaterials under pressure

Interest in the effects of pressure on biological materials is

connected to the processing of food and the search for methods

of modifying the structure of living tissue and its functions. Soft

biological compounds, including proteins, membranes, surfac-

tants, lipids, polymer mesophases and other macromolecular

assemblies present in living tissue, are susceptible to pressure,

which can affect the molecular conformation and arrangement

with relatively low energies of transformation (Royer, 2002).

Medium pressure suffices for protein coagulation, as observed for

egg white at 0.5 GPa by Bridgman (1914). However, single

crystals of egg-white lysozyme survived a pressure of several

gigapascals (Katrusiak & Dauter, 1996; Fourme et al., 2004),

which was connected to the concentration of the mother liquor

used as the hydrostatic fluid. Cells with externally generated

pressures up to about 200 MPa for diffraction measurements on

single crystals in a beryllium capsule (Kundrot & Richards, 1986)

and on powders contained between beryllium windows (So et al.,

1992) have been built. Powder diffraction studies have also been

performed on samples frozen under high pressure and recovered

to ambient pressure (Gruner, 2004). High-pressure studies can be

conveniently performed in the DAC, but because of the usually

weak scattering of macromolecular samples, synchrotron radia-

tion is preferred for such experiments (Fourme et al., 2004;

Katrusiak & Dauter, 1996).

2.7.7. Completeness of data

The steel parts of the DAC can restrict access of the incident

beam to the sample and can obscure the exit of reflections. For a

typical DAC working in transmission mode, the incident beam

can be inclined to the DAC axis by up to about 25–40˚, for the full

opening of the window of 50–80˚, respectively. In most DACs the

collimator and detector sides are symmetric, so the opposing

conical windows have the same opening angle. This limited access

to the sample can affect the completeness of diffraction data for

low-symmetry crystals, which can then pose considerable diffi-

culties in solving and refining crystal structures from single-

crystal measurements.

The restricted access of the primary and diffracted beams to

the sample can conveniently be described by the concept of the

reciprocal lattice (Fig. 2.7.6). The initial orientation of the crystal

in the DAC defines the accessible region of the reciprocal lattice

in such a way that the Ewald sphere can be inclined to the initial

direction of the incident beam by up to the maximum window

opening angle, denoted �M. The sample can be accessed from

both sides of the DAC (by rotating the DAC by 180˚) and thus the

accessible region of reciprocal space has the form of a round flat

cushion, with surfaces touching at the cushion centre [described

Figure 2.7.6
A diamond-anvil cell, showing the 40˚ half-angle opening of the conical
windows and the reciprocal space accessed for a single-crystal sample
and Mo K� or Ag K� radiation. In this schematic drawing, the window
cones intersect at the disc-shaped sample (yellow–blue shaded rectangle)
and around it the Ewald spheres of reciprocal radii corresponding to Mo
K� and Ag K� wavelengths are drawn. The shape of the two yellow
profiles meeting at the reciprocal 000 node is the cross section through
the torus-like accessible volume of reciprocal space for Mo K� radiation;
this torus is circularly symmetric about the DAC axis. The grey shape is
likewise the accessible space for Ag K� radiation. Both are at the same
resolution of 1/dhkl = 1/0.8 Å�1 (corresponding to � angles of 26.4˚ for Mo
K� radiation and 19.7˚ for Ag K�). For a powdered sample, all
reciprocal-space nodes contained within the resolution sphere (dotted
circle) can be recorded. The DAC windows and the sample are shown at
the initial ‘zero’ position, when the DAC axis coincides with the primary
beam; the red arrows indicate the rotation of the DAC, sample and
Ewald sphere to the limiting 40˚ angle.
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as a donut cake by Merrill & Bassett (1974)], as shown in Fig.

2.7.6. In the directions perpendicular to the DAC axis, the

maximum coordinate d�yz = 2��1 sin �M of reciprocal vectors is for

many crystals larger than the resolution of the data (for a typical

DAC, �M = 40˚, which for organic crystals or other weakly scat-

tering substances is less than required, as the data measured with

Mo K� radiation for molecular crystals often extend up to a

maximum � of only about 25˚). However, access to the reciprocal

lattice is significantly limited along the DAC axis (perpendicular

to the flat cushion). In this direction, only those reflections can be

accessed for which

d�x ¼ 2��1 sin2ð�M=2Þ;

where d�x is the maximum coordinate of accessible reciprocal

vectors along the xL axis running from the sample to the radiation

source in the laboratory reference system, � is the wavelength,

and �M is the opening angle of the window measured from the

DAC axis (or the maximum inclination of the DAC axis to the

incident beam). For example, a DAC with a full window opening

angle of 2�M = 60˚ limits the laboratory reciprocal x coordinate to

0.1885 Å�1 when �(Mo K�) = 0.71073 Å is used; if the crystal x*

axis is aligned along the laboratory xL axis, and if the crystal a* =

0.10 Å�1, then the maximum Bragg reflection index |h| is 1. If the

wavelength is decreased to �(Ag K�) = 0.56 Å, the maximum dx
increases to 0.2392 Å�1 and reflections with index h = 2 can be

recorded.

Although the accessible region of the reciprocal lattice

depends strongly on the DAC design, the final completeness of

the data also depends on several other factors: (i) the symmetry

of the sample crystal; (ii) the sample orientation; and (iii) the

wavelength of the X-ray radiation. Therefore, the DAC is ideally

suited to high-pressure studies of simple and high-symmetry

crystals. The Laue-class symmetry of cubic crystals is eitherm�3 or
m�3m, and in most cases the whole of the required resolution falls

within the accessible flat-cushion reciprocal region. Thus, the

completeness in high-pressure experiments on cubic samples

mounted in the chamber at a random orientation is not limited.

For hexagonal and tetragonal samples, the crystal orientation is

very significant. The maximum completeness can be obtained

when the hexagonal or tetragonal axis is perpendicular to the

DAC axis. Then the sample reciprocal axis c* is located along the

flat-cushion plane. When two axes of a monoclinic or ortho-

rhombic crystal are at 90˚ to the DAC axis, a considerable portion

of the symmetry-independent part of the reciprocal lattice is not

accessible. This reduces the completeness of the data, even

though the redundancy of the data is increased. Optimum

orientation of the sample can double the completeness compared

with experiments measured for the same sample with its axes

aligned along the DAC axis and plane.

The completeness of the data can be increased by collecting

several data sets for samples oriented differently in the DAC and

merging these data (Patyk et al., 2012). This purpose can also be

achieved by placing several crystal grains at different orientations

in the high-pressure chamber, and then separating their reflec-

tions, indexing them and merging.

When the powder diffraction method is used, this problem of

completeness is irrelevant. As shown in Fig. 2.7.7, for an ideal

powder with randomly oriented grains all reciprocal-lattice nodes

can be represented as spheres and they all satisfy the Bragg

diffraction condition. The main problem occurring for samples

with low symmetry and long lattice constants is overlapping

reflections. The intensity of the powder reflection rings is low,

because only a small fraction of the sample volume, less than one

part per million, contributes to the intensity at a specific point on

the reflection ring. Furthermore, the sample volume in the DAC

is very small. For these reasons, powder X-ray diffraction in the

laboratory usually provides only qualitative information. After

the introduction of synchrotron radiation and area detectors,

powder diffraction became one of most efficient methods of high-

pressure structural studies.

2.7.8. Single-crystal data collection

It is essential that a crystal sample is centred precisely on the

diffractometer. Optical centring of a crystal is hampered by the

limited view of the sample through the DAC windows in one

direction only and by the strong refractive index of diamonds.

Consequently, diffractometric methods of crystal centring are

more precise for DAC centring. Hamilton’s method comparing

the diffractometer setting angles of reflections at equivalent

positions (Hamilton, 1974) was modified for the purpose of the

DAC by King & Finger (1979) and then generalized for any

reflections, not necessarily at equivalent positions (Dera &

Katrusiak, 1999). These methods are very precise, but they

require the approximate orientation matrix (UB matrix) of the

sample crystal (Busing & Levy, 1967) to be known and the

reflections to be indexed. This information was determined at the

beginning of an experiment when traditional diffractometers with

a point detector were used. However, nowadays diffractometers

with area detectors are used, and generally the crystal orientation

Figure 2.7.7
A schematic illustration of the reciprocal space associated with a sample
enclosed in a diamond-anvil cell (DAC). For clarity, the sizes of the
sample and diamond anvils have been increased. The Ewald sphere is
drawn for the sample only and cubic symmetry with an a parameter of
10 Å has been assumed. Of the reciprocal lattice of the sample, only the
layer of hk0 nodes is shown as small circles within the resolution limit of
1/dhkl = 1/0.8 Å�1. The Ewald spheres of the diamond anvils have been
omitted, and only the layer of nodes hk0 of the detector anvil is shown as
yellow rectangles. Owing to its short unit-cell parameter of 3.57 Å and
Fd�3m symmetry, there are few diamond reflections in the pattern. Note
the displaced origins of the reciprocal lattices of the sample and of the
detector anvil (the anvil on the detector side) as a result of the off-centre
positions of the anvil. For a powdered sample, each node is distributed
on a sphere. In this drawing, the spheres are represented by circles only
for nodes 100, 110, 200, 210, 220 and 300. The other node spheres
contained within the chosen resolution limit have been omitted for
clarity; for a triclinic sample, the hk0 layer would include 266 powder
reflections.
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is not determined before collecting the diffraction data. To meet

these requirements, a new efficient and semi-automatic method

was devised, whereby the diffractometer measures a sequence of

shadows of the gasket on the CCD detector and calculates the

required corrections to the DAC position along the goniometer-

head translations (Budzianowski & Katrusiak, 2004). Precise

centring can only be achieved for very stable goniometer heads

that do not yield under the weight of the DAC (Katrusiak, 1999).

The mode of data collection for a sample enclosed in a DAC

can affect the data quality considerably. Data for a bare crystal on

a four-circle diffractometer with a scintillation point detector

were measured in the so-called bisecting mode, where the ! angle

[diffractometer-axes positioning angles !, �, ’ and � of the

Eulerian cradle will be used here (Busing & Levy, 1967), unless

otherwise noted] was fixed to 0˚ and not used in the process of

crystal positioning. In other words, the shaft ’ and circle � lie in

the plane bisecting the angle formed by the incident beam and

the reflection actually measured. The bisecting mode was optimal

for avoiding collisions between the diffractometer shafts and

detector, and also minimized absorption effects for most verti-

cally mounted samples. However, these features are irrelevant for

samples enclosed in a DAC. It was shown by Finger & King

(1978) that the DAC absorption of the incident and reflected

beams is a minimum when the Eulerian goniometer ’ axis is not

used and is always set to 0˚. Hence, this is called the ’ = 0˚ mode.

The ’ = 0˚ mode also minimizes the effect of the sample being

shadowed by the gasket edges (Katrusiak, 2008). Moreover, in

the ’ = 0˚ mode the DAC axis always lies in the diffraction

plane of the diffractometer, which gives maximum access to the

reciprocal-lattice nodes (Fig. 2.7.6).

The advent of area detectors facilitated high-pressure experi-

ments considerably and extended the range of attainable condi-

tions to simultaneous very high pressure and temperatures of

several thousand kelvin. Single-crystal experiments are easier

because the diffraction data can be recorded before the orien-

tation matrix UB of the crystal is determined (Busing & Levy,

1967; Finger & King, 1978). The recorded data can thus be

analysed after the experiment and all relevant structural models

can be tested. The use of area detectors shortens the data-

collection times for both single-crystal and powder diffraction

measurements, and this is particularly efficient with the extremely

intense X-ray beams provided by synchrotrons. In single-crystal

experiments, several or even tens of reflections are partly scanned

through or fully recorded in one image. Although these reflec-

tions are not each recorded at their optimum diffractometer

settings, corresponding to the ’ = 0˚ mode setting described

above, the redundancy of the data is increased and the intensities

can be corrected for the absorption coefficients derived from

differences between equivalent reflections. It is also advanta-

geous that simultaneous diffraction events in the sample crystal

and in one or both of the diamonds, which occur sporadically and

weaken the recorded reflections, can be eliminated by comparing

the intensities of the same reflection measured at several  angle

positions as well as the equivalent reflections. Equivalent

reflections measured at different positions are particularly useful

for eliminating systematic errors in the data collection.

It is important that the so called ‘run list’, defining the

diffractometer setting angles and scan directions for the detector

exposures, takes into account the ’ = 0˚ mode of the DAC

orientations, for which access to the DAC is still on average at its

widest and the DAC absorption and gasket-shadowing effects are

on average the smallest. Most importantly, such an optimum

setting can be executed with a four-circle diffractometer, and

cannot be done on simplified diffractometers with the ’ shaft

fixed at a � angle of about 50˚. Even fewer reflections can

be accessed when the DAC is rotated about one axis only,

which is still the case for some laboratory and synchrotron

diffractometers.

2.7.9. Powder diffraction with the DAC

The DAC is often described as the workhorse of high-pressure

research, owing to its versatile applications, low cost, easy

operation and unrivalled attainable static pressure. However, the

small size of the DAC chamber, containing sample volumes

between 0.025 mm3 for pressure to about 5 GPa, 0.005 mm3 to

about 10 GPa and less than 3� 10�6 mm3 for the megabar range,

can be disadvantageous for powder diffraction studies. The

disadvantages include the inhomogeneous distribution of

temperature within the sample (particularly as it remains in

contact with a diamond, which is the best known thermal

conductor) and nonhydrostatic strain (often due to the technique

of generating pressure by uniaxial compression of the chamber).

In some samples close to the melting curve some grains increase

in size at the expense of others, partly or fully dissolving, so the

number of grains may be insufficient for obtaining good-quality

powder diffraction patterns. This difficulty can be partly

circumvented by rocking the DAC during the experiment about

the ! axis. On the other hand, for a sample consisting of tens of

grains it is possible to perform multi-grain analysis by merging

the diffraction patterns to give the equivalent of single-crystal

data. High-pressure powder diffraction patterns can also be

affected by a low signal-to-noise ratio, too few crystal grains, and

their preferential orientation in the DAC uniaxially compressed

chamber. The preferential orientation is particularly significant

when the grains are elongated and their compressibility is

anisotropic; these effects can be further aggravated by the non-

hydrostatic environment. Powder reflections are much weaker in

intensity than the equivalent single-crystal reflections from the

same sample volume. Small sample volumes are compensated for

by the powerful beams available at synchrotrons. At present,

high-pressure powder diffraction experiments are mainly carried

out at synchrotrons by energy-dispersive (Buras et al., 1997a,b;

Baublitz et al., 1981; Brister et al., 1986; Xia et al., 1990; Oehzelt et

al., 2002) and angle-dispersive methods (Jephcoat et al., 1992;

Nelmes & McMahon, 1994; Fiquet & Andrault, 1999; Crichton &

Mezouar, 2005; Mezouar et al., 2005; Hammersley et al., 1996).

Angle-dispersive methods are currently preferred to the energy-

dispersive method owing to their higher resolution and simpler

data processing. However, the energy-dispersive method requires

less access for the X-ray beams probing the sample, and hence it

is often preferred for studies in the megabar range (hundreds of

gigapascals). For high-pressure powder diffraction studies in the

laboratory, energy-dispersive methods are still preferred (Tkacz,

1998; Palasyuk & Tkacz, 2007; Palasyuk et al., 2004). The main

advantages of experiments at synchrotrons are:

(i) They have a very intense beam compared with traditional

sealed X-ray tubes and modern micro-focus sources;

(ii) They offer the possibility of very narrow collimation of the

beam, to a diameter of one or a few micrometres;

(iii) Very quick collection of high-quality diffraction data is

possible, which is most useful for high-pressure and very

high temperature data collections;

(iv) It is possible to measure diffraction data from very small

samples, to reduce the dimensions of the DAC chamber and
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hence to increase the attainable pressure, which is inversely

proportional to the chamber diameter;

(v) The microbeam can illuminate a small selected portion of

the sample chosen for the investigation, which can be used

to perform single-crystal diffraction on a selected grain or

for X-ray tomography of the sample and its inclusions;

(vi) The beam diameter is smaller than the diameter of the

chamber, which minimizes or even eliminates the effects of

beam shadowing;

(vii) The X-ray wavelength is tuneable down to about 0.3 Å.

This considerably increases the data completeness and

reduces absorption effects in the sample and DAC.

Owing to these features, synchrotron beams are ideally suited

for high-pressure diffraction experiments and some researchers

have completely stopped using in-house laboratory equipment

with sealed X-ray tubes. Historically, the first use of synchrotron

radiation for high-pressure studies was reported by Buras, Olsen

& Gerward (1977) and Buras, Olsen, Gerward et al. (1977).

Conventional diffractometers with sealed X-ray tubes can be

effectively used for preliminary powder diffraction experiments.

For example, a new high-pressure phase of (+)-sucrose was found

in this way (Patyk et al., 2012), although the data were insufficient

for any structural refinements.

Diffraction data are collected in single and multiple exposures,

and the pressure is controlled remotely by inflating a membrane

through a gas system. Currently assembled high-pressure powder

diffraction synchrotron beamlines incorporate on-line pressure

calibration using ruby fluorescence and, often, Raman spectro-

scopy.

2.7.10. Sample preparation

Several basic techniques can be used to prepare a sample for a

high-pressure experiment, for example:

(i) A solid sample can be mounted under ambient conditions in

the high-pressure chamber together with the hydrostatic

fluid, then sealed and pressurized;

(ii) A solid sample can be mounted under ambient conditions in

the high-pressure chamber, condensed gas loaded at

elevated pressure (Tkacz, 1995; Rivers et al., 2008; Couzinet

et al., 2003; Mills et al., 1980; Yagi et al., 1996; Kenichi et al.,

2001) or under cryogenic conditions, and the sample sealed

and further pressurized by gasket compression;

(iii) A liquid sample can fill the whole chamber volume under

ambient conditions, or condensed gases or their mixtures can

be loaded at elevated pressure, and after sealing the DAC

the sample is frozen under isothermal conditions;

(iv) A crystal of the pure compound or of a solvate can preci-

pitate from the mixture (solution) when compressed

isothermally – the crystal can be in the form of a single

crystal or a powder, fully or partly filling the DAC chamber;

(v) Samples completely filling the DAC chamber can be

compressed isothermally or undergo isochoric treatment,

but strains can be generated in a single crystal or in the

grains of a compressed powder conglomerate by anisotropic

thermal contraction/expansion; this strain can be avoided by

having an excess of the hydrostatic component of the

mixture;

(vi) A solid powdered sample can be mixed with a powder of

another compound, which is much softer than the sample

and is used as a pseudo-hydrostatic medium (halite and

MgO are often used for this purpose) – this technique is

mainly used for cubic or isotropic samples in large-volume

presses, where (pseudo)isotropic strain and pseudo-spherical

compression minimize the effect of preferential orientation

in the sample.

Preferential orientation can significantly hamper the quality of

powder diffraction data, and corrections for this effect should be

applied in the Rietveld refinement. All Rietveld refinement

programs include preferential orientation models, which fit the

data with satisfactory results (McMahon, 2004, 2005; Filinchuk,

2010).

2.7.11. Hydrostatic conditions

Hydrostatic conditions in the sample chamber are essential for

good-quality high-pressure diffraction data. They are equally

important for single-crystal and powder diffraction experiments.

To secure hydrostaticity, the sample is submerged in a hydrostatic

medium. The pressure and temperature ranges of the planned

experiment depend on the hydrostatic properties of the applied

medium. Eventually all substances solidify because of crystal-

lization or vitrification (Piermarini et al., 1973; Eggert et al., 1992;

Grocholski & Jeanloz, 2005), which can lead to damage of single

crystals, anisotropic strain in powder grains and inhomogeneity of

pressure across the sample. It is also important to protect a solid

sample from dissolution in the hydrostatic fluid. The dissolved

sample can lose its required features (such as shape, polymorphic

form or chemical composition) and recrystallize at higher pres-

sure in an undesired form. For example, a fine powder may

recrystallize into a few large and preferentially oriented grains.

Another potential problem can arise from reactions between

the sample and the hydrostatic medium. For example, a pure

compound can form solvates incorporating molecules of the

hydrostatic fluid (Olejniczak & Katrusiak, 2010, 2011; Andrze-

jewski et al., 2011; Tomkowiak et al., 2013; Boldyreva et al., 2002;

Fabbiani & Pulham, 2006). This has also been observed for

helium and argon penetrating into the structures of the fullerenes

C60 and C70 (Samara et al., 1993) and into arsenolite As4O6

(Guńka et al., 2015). High-pressure crystallization of water in the

presence of helium leads to an inclusion compound interpreted as

ice XII. Therefore, the hydrostatic medium should be carefully

chosen for a specific experiment, depending on the sample

solubility, the pressure range and the type of investigation,

whether a mounted-sample study, or in situ crystallization or

reaction (Sobczak et al., 2018; Półrolniczak et al., 2018).

Many minerals and inorganic samples hardly dissolve at all and

a commonly applied pressure-transmitting medium is a mixture

of methanol, ethanol and water (16:3:1 by volume), hydrostatic to

over 10 GPa at 296 K (see Table 2.7.1); separately, pure methanol

crystallizes at 3.5 GPa, ethanol at 1.8 GPa and water at 1.0 GPa.

If a sample dissolves well in methanol, ethanol and water, other

fluids can be selected (Piermarini et al., 1973; Angel et al., 2007).

Liquids like glycerine (hydrostatic to 3 GPa) and special inert

fluids, such as silicone oil (Shen et al., 2004; Ragan et al., 1996),

Daphne oil (Yokogawa et al., 2007; Murata et al., 2008; Klotz et

al., 2009), or condensed gases, like helium, argon and hydrogen

(Tkacz, 1995; Dewaele & Loubeyre, 2007), can be used. Alter-

natively, a saturated solution of the sample compound, for

example in a methanol–enthanol–water mixture, can prevent

sample dissolution, but on increasing the pressure the compound

can precipitate in the form of a powder or single crystals. One can

choose to load an excess of the sample into the chamber before

filling it up with the hydrostatic fluid, which would dissolve only

some of the sample.
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In situ crystallization at high pressure requires good, though

not necessarily very good, solvents. Also, co-crystallizations can

be performed in the DAC, and in this case the product that is

obtained can depend on the solvents used and their concentra-

tion. Pressure effectively modifies intermolecular interactions,

and new solvates can be obtained depending on the concentra-

tion of the substrates. It can be tricky to avoid co-crystallization

of some compounds; in these cases a range of hydrostatic fluids

has to be tried. A mixture of petroleum ethers, silicone or

Daphne oils can be a good choice. Daphne oil, consisting mainly

of alkylsilane (Murata et al., 2008), has the rare feature of

negligible thermal expansion, which is particularly useful for low-

temperature high-pressure experiments: the DAC can be loaded

under normal conditions and then pressurized and cooled to the

required temperature, e.g. in a cryostat, without significant loss of

pressure due to contraction of the medium.

The hydrostatic conditions can be checked by inspecting the

width of reflections from the sample (full width at half-maximum,

FWHM, is usually plotted), the width of the ruby fluorescence R1

line and the R1–R2 line separation (You et al., 2009). The pressure

homogeneity can be checked by measurements for several ruby

chips mounted across the DAC chamber. Nonhydrostatic condi-

tions can cause inconsistent results and difficulties in their

interpretation, which can prompt the researcher to consider

changing the hydrostatic medium.

For hard samples, some departure from hydrostatic conditions

is often acceptable. It is assumed that for a hard sample the

nonhydrostatic compression component is small in a much softer

medium, for example, hard corundum studied in soft NaCl. On

the other hand, it may be easier to prepare a sample under

normal conditions by uniformly mixing the powder of the

specimen with a pseudo-hydrostatic medium, rather than using

hydrostatic liquids or gases. The diffraction from the pseudo-

hydrostatic medium powder can be used to monitor the pressure

and measure non-hydrostaticity effects. Pseudo-hydrostatic solid

media are often used for multi-anvil presses, where a solid sample

facilitates loading and the uniaxial stress is not as drastic as in the

opposed-anvil presses. Also, in high-temperature experiments the

process of annealing reduces non-hydrostatic strain.

A relatively low nonhydrostatic effect was reported for argon

frozen at 1.9 GPa: its pressure gradient up to 1% only is

supported at 9 GPa (Bell & Mao, 1981) and up to 1.5% at 80 GPa

(Liu et al., 1990). This illustrates how the pseudo-hydrostaticity

limit can be extended depending on the hardness of the

specimen, the type of high-pressure device and the acceptance of

deviatoric stress in the sample.

At very high pressure, exceeding 60 GPa, no compounds

persisting as liquids are known (cf. Table 2.7.1). Diffraction data

must then be corrected for a deviatoric stress component, causing

the broadening of reflection rings and affecting their 2�Bragg
positions, when the uniaxial stress is not collinear with the inci-

dent beam (Singh, 1993; Singh & Balasingh, 1994; Singh et al.,

1998; Mao et al., 1998). The effect of uniaxial stress can be

reduced or eliminated by sample annealing, which is often

applied to improve the hydrostaticity of the sample.

2.7.12. High-pressure chamber and gasket in the DAC

A high-pressure device should be adjusted to the experiments

planned, and in particular to the chemical activity of the sample.

Gaseous hydrogen penetrates and dissolves in most metals, and

therefore special alloys, such as beryllium bronze, have to be used

for hydrogen setups. For some experiments non-metallic gaskets

can be used, for example amorphous boron, corundum or

diamond powders mixed with a resin. Owing to the insulating

properties of such a gasket, the pressure dependence of the

electric, dielectric and magnetic properties of the sample can be

measured. Chemically aggressive samples can interact with the

gasket material of the DAC chamber, and even with the diamond

anvils, and this effect usually intensifies at high temperature and

pressure. Consequently, both the sample and the high-pressure

device can be affected. The erosion caused by an aggressive

liquid can be considerably slowed down by its crystallization,

which freezes the diffusion of molecules into the gasket. For

example, in situ crystallization of halogen derivatives of acetic

acid could only be performed in a DAC chamber with tungsten

gaskets (Gajda & Katrusiak, 2009). In these experiments, the

gasket was gradually eroded by the acid, but after its crystal-

Table 2.7.1
The (pseudo)hydrostatic limits of selected media at 296 K (Holzapfel, 1997; Miletich et al., 2000)

Medium
Freezing
point (GPa)

(Pseudo)hydrostatic
limit (GPa) Reference

4:1 Methanol:ethanol – 9.8 Angel et al. (2007)
16:3:1 Methanol:ethanol:water – 10.5 Angel et al. (2007)
Anhydrous propan-2-ol – 4.2 Angel et al. (2007)
Neon 4.7 19 Klotz et al. (2009)
Argon 1.2 9/35 Bell & Mao (1981)/You et al. (2009)
Helium 11.8 70/150 Bell & Mao (1981)/Dewaele & Loubeyre (2007)
Hydrogen 5.7 177 Mao & Bell (1979)
Nitrogen 2.4 13 LeSar et al. (1979)
Glycerol – 1.4 Angel et al. (2007)
Glycerin – 3.0 Hazen & Finger (1982)
Glycerin 4.0 Tateiwa & Haga (2010)
Fluorinert FC84/87 – 7.0 Klotz et al. (2009)
Petroleum ether – 6.0 Mao & Bell (1979)
Isopropyl alcohol 4.3 Piermarini et al. (1973)
1:1 Pentane:isopentane – 7.4 Piermarini et al. (1973)
Silicone oil, viscosity 0.65 cSt – 0.9 Angel et al. (2007)
Silicone oil – 14 Klotz et al. (2009)
Daphne oil 7373 2.3 Murata et al. (2008)
Daphne oil 7474 3.7 at 296 K/6.7 at 273 K Klotz et al. (2009)/Tateiwa & Haga (2010)
Vaseline – 2.0 Tateiwa & Haga (2010)
NaCl – 0.05/25 Tateiwa & Haga (2010)/You et al. (2009)
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lization the measurements could be performed over several days.

In order fully to prevent erosion of the gasket, it can be coated

with a layer of inert material, for example gold or platinum.

Alternatively, a composite chamber can be prepared: after pre-

indenting the gasket and drilling a hole at the centre of the

indentation, a piece of gold wire can be fitted to the hole, and

after pressing into a hole in the DAC again, a smaller hole can be

drilled through this inset. A DAC chamber formed in this way has

a gold lining and can be resistant to aggressive compounds.

2.7.13. High-pressure neutron diffraction

Neutron scattering is an indispensable and complementary

technique in materials research (see Chapter 2.3), particularly for

compounds containing heavy elements that strongly absorb

X-rays, or light-atom weak X-ray scatterers (e.g. see Gonchar-

enko & Loubeyre, 2005). However, the flux of neutron sources,

both reactors and spallation targets, is several orders of magni-

tude lower than that of X-rays, even from traditional sealed X-ray

tubes. Moreover, the scattering cross sections of neutrons are on

average two orders of magnitude smaller than for X-rays (Bacon,

1975). These two considerations conflict with the requirement of

small sample volume preferred for high-pressure devices.

Consequently, a prohibitively long measurement time would be

required to obtain meaningful neutron diffraction data from the

DAC in its original form and size-optimized for X-ray studies.

Therefore, initially, the designs of high-pressure devices for

neutron scattering studies were based on typical large-volume

presses: gas bombs with external multi-stage pressure generators,

and piston-and-cylinder, multi-anvil and belt presses (Worlton &

Decker, 1968; Bloch et al., 1976; McWhan et al., 1974; Srinivasa et

al., 1977; Besson, 1997; Klotz, 2012). The sample volume in the

Bridgman-type opposed-anvil press, with flat anvils separated by

a gasket of pipestone, was increased severalfold by making a

recess at the centre of the pressure chamber of the so-called

Chechevitsa anvils (Stishov & Popova, 1961a,b). The sample

volume was further increased in toroid anvils by grooves

supporting the gasket around the central recess (Khvostantsev et

al., 1977). This made them ideal for powder diffraction neutron

measurements on samples of about 100 mm3 to above 10 GPa in

a Paris–Edinburgh hydraulic press (Besson et al., 1992; Besson,

1997). The application of sintered diamond anvils increased this

pressure range. High-pressure cells in a form optimized for

neutron diffraction can contain between several cubic millimetres

and a few cubic centimetres of sample volume. Such a large

sample volume naturally limits the pressure range of cells used

for neutron diffraction, compared with the DAC used for X-rays.

However, the pressure range has increased considerably for

neutron diffraction experiments during recent decades, to over

20 GPa in a moissanite anvil cell (Xu et al., 2004; Dinga et al.,

2005), and to 40 GPa in a high-pressure cell capable of operating

in helium cryostats at 0.1 K and in magnetic fields up to 7.5 T

(Goncharenko, 2006; Goncharenko et al., 1995). High-pressure

high-temperature cells for neutron diffraction are usually

equipped with internal heaters capable of exceeding 1500 K

(Zhao et al., 1999, 2000; Le Godec et al., 2001, 2002).

It is particularly advantageous for the construction of large

presses for neutron studies that most of the materials used have

very low absorption of neutrons. There are also metals (vana-

dium, aluminium) with very low scattering lengths, and it is

possible to obtain alloys (Ti66Zr34) with the scattering length

scaled to zero. This allows access of the neutron beam to the

sample and exit of reflections. In a Paris–Edinburgh cell oper-

ating in the time-of-flight mode, the incident beam enters the

pressure chamber through the tungsten carbide anvil, along its

axis, and the reflections leave the chamber through the gasket

along the slit between the anvils with approximately �6˚ opening

(Besson et al., 1992; Takahashi et al., 1996). In this operation

mode, highly neutron-absorbing anvils made of sintered cubic

boron nitride (cBN) can also be used (Klotz, 2012). Alternatively,

the monochromatic angle-dispersive mode of operation, with the

incident and diffracted beams passing through the slit between

the anvils, is possible but it is less efficient with regard to the use

of the full spectrum of neutrons. The application of a focused

neutron beam and the time-of-flight technique allow the use of

small sample volumes of a fraction of a cubic millimetre in

compact opposed-anvil high-pressure cells (Okuchi et al., 2012).

Two DACs were recently optimized for neutron diffraction on

single crystals. Owing to the application of a white neutron beam,

the structure of a crystal 0.005 mm3 in volume was determined.

All reflections could be recorded because of the smaller Merrill &

Bassett (1974) design made of neutron-transparent beryllium–

copper alloy (Binns et al., 2016). Another design with a wide

access to the sample for the primary and diffracted beams has

been successfully used at a hot-neutron source (Grzechnik et al.,

2018).

2.7.14. Pressure determination

Pressure determination inside a high-pressure sample chamber is

most straightforward in piston-and-cylinder devices, where the

force applied to the piston and its surface area are known.

Pressure is the force per unit area, with corrections for the fric-

tion between the cylinder wall and the piston (particularly

significant above 1 GPa) and for the buoyancy of the piston,

marginally important for all high pressures. Several types of

mechanical pressure gauge are available. In the Bourdon gauge, a

spiral metal tube that is pressurized inside unwinds and moves a

pointer around a precise scale. Electrical resistance gauges are

most often based on a manganin alloy sensor. The resistance of

manganin changes at the rate of 2.4 � 10�5 GPa�1, although

precise calibration depends on the alloy composition and it

changes with the age of the sensor. The resistance of manganin

depends only very weakly on temperature.

The most common pressure calibration method used for the

DAC is the fluorescence pressure scale of the ruby R1 (�R1 at

0.1 MPa is the reference; �0 = 694.2 nm) and R2 (at 0.1 MPa, �R2 =
692.8 nm) lines (Forman et al., 1972; Barnett et al., 1973; Syassen,

2008; Gao & Li, 2012). Synthetic ruby with a Cr3+ concentration

of 3000–5500 p.p.m., illuminated with green laser light, is

commonly used. Inclusions of spinels make natural ruby unsui-

table as a pressure gauge. A piece of ruby is usually crushed into

small pieces and one or several small chips are placed in the DAC

chamber close to the sample (Hazen & Finger, 1982). Alter-

natively, small ruby spheres can be used for this purpose (Chervin

et al., 2001).

The linear pressure dependence of the ruby R1 fluorescence

line was established according to the equation of state (EOS) of

NaCl to 19.5 GPa:

P ðGPaÞ ¼ 2:74�� ðnmÞ;
where �� = �R1 � �0 (Piermarini et al., 1975). The extension of

the pressure range to 180 GPa, according to the equations of

state of copper, gold and other metals, showed that P(��) is

quasi-linear:
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P ¼ 1904½ð�=�0ÞB � 1�=B;

where B = 7.665 for quasi-hydrostatic and 5.0 for non-hydrostatic

conditions (Mao et al., 1986, 1978; Bell et al., 1986).

The ruby fluorescence depends strongly on temperature

(Barnett et al., 1973; Vos & Schouten, 1991; Yamaoka et al., 2012)

and a temperature change of about 6 K causes R1 line shifts

equivalent to 0.1 GPa. The fluorescence-line dependence on

temperature is much weaker for Sm2+:SrB4O7 (Lacam &

Chateau, 1989; Lacam, 1990; Datchi et al., 1997) and the other

rare-earth-doped sensors listed in Table 2.7.2. These sensors can

be more sensitive to pressure than ruby, and together with ruby

can be used simultaneously for both temperature and pressure

calibration.

The calibration of most pressure gauges is based on compar-

isons of theoretical and shock-wave data (Holzapfel, 1997), so the

derived equations of state are used with an accuracy of about 5%

up to 1 TPa. The EOS recommended by Holzapfel (1997) is

P ¼ ½3K0ð1� xÞ=x5� exp½c0ð1� xÞ�; ð2:7:1Þ
where x = a/a0 = (V/V0)

1/3, c0 = 3(K0
0 � 3)/2, a is the unit-cell

dimension, V is the unit-cell volume, a0R and V0R are the refer-

ence parameters under ambient conditions (Table 2.7.3), �0R is

the thermal expansion coefficient, K0R is the bulk modulus,

and K0
0 = dK0/dP. dK0/dT = �3�0RK0��R, where ��R = @(ln�)/

@(lnV)TR. Pressure can be computed by assuming constant K0
0

and linear temperature relations for T close to or higher than TR

= 300 K:

a0ðTÞ ¼ a0R½1þ �0RðT � TRÞ�;
V0ðTÞ ¼ V0R½1þ 3�0RðT � TRÞ�;
K0ðTÞ ¼ K0R½1� �0R��RðT � TRÞ�:

The details of the parameterization are explained by Holzapfel

(1991, 1994) and listed for the simple face-centred (f.c.c.) and

body-centred (b.c.c.) cubic metals in Table 2.7.3 (Holzapfel,

1997). Powders of these metals can be mixed with the sample and

its pressure can be calibrated according to the unit-cell dimension

of the standard. The well known compressibilities of NaCl, CaF2

and MgO, in the form of either powders or single crystals, are also

often used as internal pressure standards (Dorfman et al., 2010,

2012; Dorogokupets & Dewaele, 2007).

An independent pressure assessment can be obtained from

standard materials undergoing pressure-induced phase transi-

tions (Table 2.7.4). This method is limited to just a few pressure

points (Holzapfel, 1997), but they can provide a useful verifica-

tion of other pressure gauges.

Other methods of pressure calibration are still being devel-

oped. For example, it has been shown that very high pressure can

be determined from the Raman shift of strained diamond-anvil

culets (Akahama & Kawamura, 2004). The strong piezochromic

effect of visible colour changes in soft coordination polymers

allows pressure calibration without spectrometers. These changes

can proceed gradually (Andrzejewski & Katrusiak, 2017a) and

abruptly at phase transitions (Andrzejewski & Katrusiak, 2017b).

Another method of pressure calibration is based on the lumi-

nescence lifetime of lanthanide nanocrystals (Runowski et al.,

2017).

2.7.15. High-pressure diffraction data corrections

Apart from the Lorentz and polarization (Lp) corrections

routinely applied to reflection intensities measured for bare

crystals (i.e. crystals not enclosed in environment devices), as well

as other corrections like extinction and absorption in the sample,

the effects of the high-pressure cell should additionally be

accounted for. These effects mainly include absorption in the

pressure-vessel walls, shadowing of the sample by the pressure-

cell opaque elements and elimination of the reflections of the

diamond anvils for measurements in a DAC. The set of correc-

tions is usually described for the specific pressure vessel. For a

Table 2.7.2
Luminescence pressure sensors, their electronic transition types (s = singlet, d = doublet) and rates of spectral shifts (after Holzapfel, 1997)

Sensor Transition �0 (Å)
d�/dP
(Å GPa�1)

d�/dT
(� 10�2 Å K�1)

(d�/dP)/�
(Å GPa�1)

(d�/dT)/(d�/dP)
(� 10�2 GPa K�1)

Cr3+:Al2O3
2E#4A2/d 6942 3.65 (9) 6.2 (3) 4.9 17.0

Sm2+:SrB4O7
5D0#7F0/s 6854 2.55 �0.1 17.0 �0.4

Sm2+:BaFCl 5D0#7F0/s 6876 11.0 �1.6 4.8 �1.5
Sm2+:SrFCl 5D0#7F0/s 6903 11.2 (3) �2.36 (3) 5.8 �2.1
Eu3+:LaOCl 5D0#7F0/s 5787 2.5 �0.5 1.0 �2.0
Eu3+:YAG 5D0#7F1/d 5906 1.97 �0.5 0.7 �2.5

Table 2.7.3
Parameters recommended for pressure determination by EOS measure-
ments

Various face-centred cubic (f.c.c.) and body-centred cubic (b.c.c.) metals are used
as calibrants, with the EOS given by equation (2.7.1) and the reference
temperature TR = 300 K (after Holzapfel, 1997).

Metal
a0R
(pm)

K0R

(GPa) K0
0R

�0R
(� 106 K) ��R

Al 404.98 (1) 72.5 (4) 4.8 (2) 23.0 (4) 5.5 (11)
Cu 361.55 (1) 133.2 (2) 5.4 (2) 16.6 (3) 6.1 (6)
Ag 408.62 (1) 101.0 (2) 6.2 (2) 19.2 (4) 7.1 (6)
Au 407.84 (1) 166.7 (2) 6.3 (2) 14.2 (2) 7.2 (6)
Pd 388.99 (1) 189 (3) 5.3 (2) 11.6 (4) 6.0 (11)
Pt 392.32 (1) 277 (5) 5.2 (2) 8.9 (4) 5.9 (l1)
Mo 314.73 (1) 261 (5) 4.5 (5) 5.0 (4) 5.2 (14)
W 316.47 (1) 308 (2) 4.0 (2) 4.5 (4) 4.7 (11)

Table 2.7.4
Pressure fixed points at ambient temperature (after Holzapfel, 1997;
Hall, 1980)

P (GPa) Element transition

0.7569 (2)† Hg freezing at 273 K
1.2 (1)† Hg freezing at 298 K
2.55 (6)† Bi I–II at 298 K
3.67 (3)† Tl h.c.p.–f.c.c.
2.40 (10)† Cs I–II
4.25 (1)† Cs II–III
4.30 (1)† Cs III–IV
5.5 (1)‡ Ba I–II
7.7 (2)‡ Bi III–IV
9.4 (3)† Sn I–II
12.3 (5)† Ba II–III
13.4 (6)† Pb I–II

† Onset of forward transition. ‡ Centre of hysteresis.
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typical DAC with the anvils (about 1.7 mm high) supported

directly on the edges of conical steel or tungsten carbide

windows, and for Mo K radiation, the absorption is quite uniform

and varies between about 0.50 and 0.60, for the beams passing

close to the DAC axis and those close to the conical window edge,

respectively. This absorption is even smaller at the shorter

wavelengths used for high-pressure X-ray diffraction studies at

synchrotrons. For this reason the absorption correction for the

DAC is often neglected.

The sample-shadowing correction accounts for the loss of

intensity due to the sample being partly shadowed by the gasket

edges. This effect can be avoided by choosing a sufficiently small

crystal or by applying a sufficiently narrow beam, which would

illuminate only the central part of the sample. Such microbeams

are now routinely used at synchrotrons. For these reasons,

synchrotron data are often used straightforwardly after applying

just the Lp corrections and incident-beam variation and elim-

inating the diamond reflections. In fact there are very few

diamond reflections because of the small unit cell and many

systematic absences, and the DAC can be treated as a low-

background cuvette for powder diffraction.

The corrections for absorption and gasket shadowing are very

important for high-pressure data collection in the laboratory,

where a sealed X-ray tube is used. Its beam is relatively weak and

for this reason the quality of the data (signal-to-background

ratio) is low, but can be improved by increasing the sample

volume. Ideally, a sample that completely fills the DAC chamber

secures the highest intensity of reflections. However, for large

samples the shadowing of the incident and diffracted beams by

the gasket is very significant and should be corrected for

(Katrusiak, 2004a,b).

The calculation of the so-called analytical corrections, obtained

by dividing the high-pressure chamber into small pixels and

calculating the beam’s trajectory to and off each pixel, through all

the DAC components (beryllium discs, if present, diamond anvils,

hydrostatic fluid and sample) can precisely eliminate errors.

Having the correct reflection intensities simplifies the structure

solution of new phases and increases the accuracy of the refined

structure. It has been shown that some incompleteness of accu-

rate data does not cause systematic errors in the structural

parameters (Dziubek & Katrusiak, 2002). In most calculations of

reflection intensity corrections, the cylindrical symmetry of the

DAC about its axis is assumed (Katrusiak, 2001, 2004a,b; Hazen

& Finger, 1982; Angel, 2004; Kuhs et al., 1996; Miletich et al.,

2000).

Diffraction measurements with area detectors have the

advantage of collecting data with a considerable redundancy

factor, which is often routinely used to calculate the so-called

empirical absorption corrections, which are sometimes applied to

a sample in a DAC. The intensities of powder diffraction reflec-

tions measured at synchrotrons with microbeams are often not

corrected, particularly when the DAC axis is not significantly

moved from the primary beam during data collection. The

redundancy of the data also considerably reduces the effect of

simultaneous diffraction events by the sample and one or two of

the diamond anvils.

The most significant systematic errors in the diffraction of a

sample in a DAC may be due to preferential orientation of the

grains, which can occur for an anisotropic sample and non-

hydrostatic conditions in the chamber. This effect can be

accounted for in the process of Rietveld refinement (McMahon,

2004; Filinchuk, 2010), or may require repetition of the

measurement after reloading a new sample into the DAC.

2.7.16. Final remarks

During the last 100 years, and particularly during the last few

decades, high-pressure diffractometric techniques have been

developed covering a broad range of research in different fields

of science. It is simply impossible to present all aspects of high-

pressure methodology in one chapter. Many books, book chap-

ters and scientific papers have been written on high-pressure

research and therefore I have chosen to present a ‘flavour’ of

high-pressure crystallography, rather than concentrating on all its

aspects. Readers interested in specific subjects can find the

required information in a number of instructive books (Hazen &

Finger, 1982; Eremets, 1996; Holzapfel, 1997; Katrusiak &

McMillan, 2004; Boldyreva & Dera, 2010; McMahon, 2012) and

in numerous articles in research journals. This chapter is only an

introduction and gives some useful reference information for

high-pressure crystallographers.

It should be stressed that the sample-preparation techniques

for high-pressure studies are relatively demanding. Therefore,

diffraction studies are often ‘adjusted’ to the form of the sample

obtained in the high-pressure device. In particular, powder

diffraction, single-crystal and spectroscopic measurements can be

conducted on some synchrotron beamlines (see e.g. Dera et al.,

2013). Many experimental techniques complementary to high-

pressure crystallographic studies have not been mentioned here.

It can be concluded that, over the years, high-pressure research

has become quite popular in materials science and at present all

over the world there are hundreds or even thousands of scientists

capable of performing high-pressure experiments. Their scientific

output is significant, and can be used as a guide for those inter-

ested in specific types of high-pressure research.
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2.8. Powder diffraction in external electric and magnetic fields

H. Ehrenberg, M. Hinterstein, A. Senyshyn and H. Fuess

2.8.1. Introduction

The functionality of materials depends strongly on the crystalline

structure and structural changes during operation. The term

‘structure’ usually refers to the ideal structure, which specifies the

positions of the atoms in a lattice, and thus the distances and

angles between them. This idealized model is, however, far too

simple to describe the full functionality of a material in a device.

Many types of defects, such as point defects, dislocations or grain

boundaries, are essential to the functionality and have to be taken

into account. As the length scales of defects range from atomic

bond lengths via nanometres to micrometres, different methods

have to be used for comprehensive structural characterization.

High-resolution transmission electron microscopy (HRTEM) is

the ideal tool for studying a material at the atomic scale, as it

gives direct evidence of the arrangement of atoms. In addition,

information on the chemical composition can be provided

through X-ray or electron spectroscopies. However, in many

cases electron microscopy requires a tremendous effort in sample

preparation. Furthermore, the application of electric fields in a

TEM column is a serious challenge with significant limitations.

While electron microscopy will provide information on small

sample volumes, diffraction methods probe larger quantities of

samples, but give average information. In general, diffraction

methods are based on electromagnetic or particle waves. X-ray

photons with energies in the keV range have wavelengths similar

to interatomic distances and, therefore, X-rays from laboratory

sources or synchrotrons are the most widely used. Thermal

neutrons with meV energies have complementary properties

suited for other applications. While electrons are usually used for

microscopy techniques, the field of electron crystallography has

developed in recent years. However, given the very small size of

an electron beam, its short wavelength (circa 0.03 Å) and high

absorption, most particles studied by electron crystallography

can be considered as single crystals. The combination of electron

crystallography and powder diffraction is a powerful tool for tiny

crystalline samples, especially inclusions (Weirich et al., 2006).

In the field of in situ materials research, multiparametric

measurements as functions of three or more external parameters,

e.g. temperature–magnetic field–pressure or temperature–

magnetic field–electric field, have been reported. However, the

majority of so-called in situ studies are carried out as a function of

temperature and sometimes of external pressure. Studies of

structural changes under electric fields are relatively rare. Studies

of changes due to magnetic fields almost entirely lie in the

domain of neutron scattering, where single-crystal experiments

usually give more details on the evolution of the magnetic

structure. The challenges, necessary instrumentation and some

examples of in situ diffraction measurements are described in

Chapter 16 of the book Modern Diffraction Methods (Mitte-

meijer & Welzel, 2012).

2.8.2. Experimental conditions

Several challenges have to be overcome for experiments under

external fields, so the exerimental conditions have to be adapted

accordingly. As all these experiments are based on time-

dependent conditions, the first requirement is a detecting system

that allows fast data acquisition. Considerable progress in recent

years has made time resolution of the order of nanoseconds

possible (Schmitt et al., 2007), thus enabling stroboscopic

diffraction experiments. Higher time resolutions are possible with

careful synchronization of the experiment with the time structure

of a synchrotron X-ray beam. The electron bunches in a

synchrotron are usually separated by several tens to hundreds of

nanoseconds and have a width in the range of picoseconds. Once

the gating window of an experiment is smaller than the time

between successive bunches, the time resolution immediately

reaches the width of a bunch. Structural responses to external

stimuli are related to displacements of atoms and changes in unit-

cell distortion (i.e. lattice parameters). The displacements are

fairly small and thus very high sensitivity is a prerequisite. In

order to study small unit-cell distortions, very good angular

resolution is mandatory. The potential angular resolution that is

possible in synchrotron experiments is very often not reached for

powder samples, as the half-widths of the reflections are mainly

determined by the microstructure.

In monochromatic neutron diffraction, the greater divergence

of a neutron beam compared to a synchrotron beam and its

spectral width (��/�) usually only allow a resolution in the range

�d/d ’ 10�2 to be achieved with medium-resolution (high-

intensity) diffractometers; this can be tuned down to�d/d’ 10�3

by tightening the beam collimation at high-resolution mono-

chromatic instruments. Significantly better resolution of �d/d ’
4� 10�4 can be achieved by combining the neutron time-of-flight

technique with long neutron flight paths (circa 100 m) in back-

scattering geometry. Even higher �d/d values (potentially down

to 10�6) can be obtained using the spin-echo-based neutron-

scattering technique called Larmor diffraction (Repper et al.,

2009). The advantages of neutrons over X-rays are that they

penetrate more deeply through materials, their scattering form

factors are nearly independent of momentum transfer, and they

are sensitive to the isotopic composition of a material, enabling

accurate location of light elements in the presence of heavy ones,

as well as the ability to distinguish between neighbouring

elements in the periodic table. Whereas both synchrotron

radiation and neutron scattering may be used to elucidate crystal

structures under an electric field, neutrons can also be used to

study magnetic order and its modification under a magnetic field.

Therefore, the examples listed here for studies under electric

fields use both kinds of radiation, whereas the examples of

studies involving magnetic fields mainly use neutron scattering.

The properties of the materials discussed in this chapter are

intimately related to their crystal structures; hence, any change in

crystal structure is immediately reflected in the properties. The

examples we have chosen are dominated by ferroelectric cera-

mics and lithium-ion battery materials on the one hand and

multiferroic materials on the other.

Most reports in the literature on in situ or in operando studies

deal either with the kinetics of chemical reactions (intercalation,

crystallization, catalysis) or structural changes of materials under

varying external conditions (temperature, pressure etc.). This

International Tables for Crystallography (2018). Vol. H, Chapter 2.8, pp. 174–188.
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chapter is devoted to structural modifications under external

fields, both electric and magnetic. The application of external

fields requires dedicated sample environments; these often result

in an increase in absorption and contribute to the scattering.

Furthermore, some components of the devices used for these

studies can cause inhomogeneity in the sample or texture.

Challenges can be presented by, for example, the deposition of

metallic contacts on ferroelectric ceramics, the pronounced

materials interaction and mass transport accompanied by

changes in electrode volumes in Li-ion batteries, and the housing

of magnets.

2.8.2.1. Detectors

For an in situ or in operando study, the choice of detector

depends on the specific demands of the study with respect to

angular resolution and speed of data collection. High angular

resolution is needed to investigate small changes in reflection

profiles, resulting from tiny modifications in the microstructure.

Fast data collection is generally desirable, but is particularly

important when monitoring metastable states in fast and irre-

versible processes. For a general overview of commonly used

X-ray detector systems see Chapter 2.1. The following is a

detailed overview of detector systems with high angular or time

resolution for X-ray as well as neutron powder diffraction.

For synchrotron X-ray diffraction, analyser crystals between

the sample and detector allow angular resolutions to be achieved

at the physical limit. Detection is performed point by point, or

with a set of point detectors in a multi-analyser crystal detector

(MAD) (Toraya et al., 1996; Hodeau et al., 1998; Lee et al., 2008;

Peral et al., 2011). The angular resolution of these detectors is

only limited by the Darwin width of the analyser crystals, the

energy bandwidth of the monochromator and the divergence of

the incoming beam.

Gas counters or neutron scintillators are usually used for the

detection of thermal neutrons. Because of the shortage of 3He for

research applications, alternative technologies are undergoing

rapid development, including 10B-based detectors such as

Cascade (Köhli et al., 2016), Jalousie (Stefanescu et al., 2017) and

Multigrid (Anastasopoulos et al., 2017). However, owing to their

relatively low efficiency for thermal neutrons compared with 3He

gas counters, neutron detectors that involve 10B(n,�)7Li conver-
sion are mainly used for neutron non-diffraction applications.

Even though an analyser setup would in theory be possible for

neutron diffraction experiments, the drastically increased time

that would be required for data acquisition means that it is not

feasible. Alternative concepts have evolved for the use of

monochromatic neutrons in powder diffraction with high angular

resolution. Multidetectors consist of 80 (SPODI, Hoelzel et al.,

2007) or 128 (ECHIDNA, Liss et al., 2006; D2B, Suard & Hewat,

2001) detection units [1/3, 1/2 or 1 inch (where 1 inch = 2.54 cm)

diameter 3He tubes, either position-sensitive or not] separated by

a small angle and with Soller collimators installed in front. This

requires a stepwise re-positioning of the detector bank in order to

collect data for complete patterns. The angular resolution of

these instruments is limited by the beam divergence, the energy

bandwidth of the monochromator and grain-size effects (Liss et

al., 2006). A reduction in the divergence of a neutron beam is

associated with a considerable loss of intensity. The prerequisites

of low divergence and high take-off angle of the monochromator

have to be optimized in combination with a two-dimensional

detector system. The height of the detectors is limited, however,

by the ‘umbrella’ effect, which produces a broadening of the

Debye–Scherrer rings. This effect may be partially compensated

for during the numerical data-reduction process (Hoelzel et al.,

2012). On the other hand, the detection of some extended

sections of the Debye–Scherrer rings provides additional infor-

mation on strain and texturing.

For a compromise of high angular resolution and fast data

acquisition, one-dimensional strip detectors have become

popular. These detectors allow data collection in one shot and

thus no re-positioning is required. However, if more than one

module is used, the gaps between the modules have to be filled by

measuring two different positions. Silicon microstrip sensors are

used for detecting X-rays (Bergamaschi et al., 2009). The

MYTHEN II detector system consists of a set of modules, each

consisting of 1280 50 mm-pitch strips, which are wirebonded to

the photon-counting readout (Bergamaschi et al., 2009). In

combination with a set of vertically focusing mirrors and a

sagittally focusing second monochromator crystal, high angular

resolution can be achieved together with short acquisition times

(for example at the materials science beamline X04SA at the

Swiss Light Source) (Patterson et al., 2005). In order to cope with

instantaneous many-photon deposition, which is typical of X-ray

free-electron lasers (XFELs), a similar system based on the

charge-integration principle has been developed (GOTTHARD,

Cartier et al., 2014).

For detecting neutrons, microstrip detectors are used, which

consist of thin-film metallic strips of anodes and cathodes,

deposited on electrically conducting Fe-containing ‘black’ glass in

a 3He gas chamber (e.g. D20, Hansen et al., 2008). Similar

specifications can be realized with a multiwire setup in 3He gas

chambers (WOMBAT, Studer et al., 2006). The multiwire

detector has the advantage of being fully two-dimensionally

sensitive. This allows for a larger aperture along the wires. The

angular resolution can be maintained in the data-reduction

process through straightening of the Debye–Scherrer rings. As

Soller collimators cannot be used in front of a multiwire or

multistrip detector, the effects of sample environments are

eliminated by radial oscillating collimators. Multiwire and

multistrip detectors are usually installed at high-throughput

instruments, whereas high-resolution powder diffractometers are

equipped with multidetector systems.

In materials science the investigation of real structure effects

can be important. These can include texturing, where the orien-

tation of the sample with respect to the scattering vector is

crucial, or diffuse scattering in crystalline materials, and where a

large dynamic intensity range has to be covered. The most effi-

cient way of detecting these effects is to use two-dimensional

detectors. In most cases the detector is mounted on a set of

translational stages, so that the setup can be optimized for either

high angular resolution or a wide angular range (Herklotz et al.,

2013).

When high-energy X-rays are used, two-dimensional detectors

based on digital flat-panel technology are the best choice. They

combine an amorphous Si panel with a CsI:Tl or various

Gd2O2S:Tb scintillators. Pixel sizes of 200 � 200 mm (Perkin

Elmer 1621N ES, Herklotz et al., 2013) or 154 � 154 mm (Pixium

4700, Daniels & Drakopoulos, 2009) together with frame rates of

up to 60 frames per second overcome several drawbacks of the

high-energy detectors that were previously available.

For soft X-rays a range of two-dimensional detectors has been

developed. The PILATUS detector (Kraft et al., 2009) is a silicon-

based hybrid pixel detector system, similar to the MYTHEN strip

detector. Instead of a one-dimensional strip setup, individual

modules with 487 � 195 pixels of identical pitch (172 � 172 mm)
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are combined into a detector array of up to 6 224 001 pixels. A

further development of the PILATUS detector is the EIGER

detector (Johnson et al., 2014). The system consists of single-

photon-counting modules of 256 � 256 pixels with a significantly

reduced pitch of only 75 � 75 mm. Like GOTTHARD, the

charge-integrating equivalent of MYTHEN, the JUNGFRAU

detector (Mozzanica et al., 2014) was developed as a charge-

integrating equivalent to the PILATUS and EIGER detectors.

Even smaller pixel sizes of 55 � 55 mm have been achieved for

the hybrid pixel detector Medipix3 (Ballabriga et al., 2007).

Modules of 256 � 256 pixels can be combined into large arrays.

The electronics are highly configurable and allow charge

summing, programmable binary counter and continuous count–

read modes.

In principle, fast data collection seems to be desirable, but it

has to be adjusted to the process that is being investigated. In

most cases for a continuous frame rate the limiting factor is the

data rate. The MYTHEN II detector (Schmitt et al., 2003)

installed at the Swiss Light Source allows a frame rate of

10–90 Hz, depending on the desired dynamic range (24–4 bits),

and thus observations in the time range below 1 s to 10 ms. The

two-dimensional detectors for high-energy X-rays can operate at

a maximum of 30 Hz (Perkin Elmer) or 60 Hz (Pixium). In this

context it is also worth mentioning the PILATUS detectors – a

series of silicon pixel detectors also developed at the Swiss Light

Source and further commercialized by Dectris. These detectors

possess a high dynamic range over five orders of magnitude along

with a rate capability of >2 � 106 photons s�1 pixel�1 and

excellent detection efficiency of nearly single-photon counting

(99% at 8 keV and 55% at 15 keV). The use of 1000 mm-thick

CdTe instead of silicon enables >90% quantum efficiency at

20 keV, 81% at 40 keV, 90% at 60 keV, 77% at 80 keVand 56% at

100 keV. Complex detectors are often characterized by a long

readout time of a large number of two-dimensional pixels, e.g. for

PILATUS detectors the readout time per module is �2.7 ms.

Semiconductor-based detectors can operate at significantly

higher frame rates. The EIGER detector can operate at a

maximum frame rate of 24 kHz, while GOTTHARD can reach

40 kHz. In a special burst mode of 128 frames, a frame rate of

800 kHz is possible, reaching a single exposure time of 1.25 ms.
The Timepix3 detector (Poikela et al., 2014), which is a further

development of the Medipix3 detector, can theoretically sustain

continuous frame rates of up to 200 kHz, as long as the overall hit

rate is less than 80 MHz.

In order to collect enough intensity for fast processes or to

investigate even shorter timescales, stroboscopic measurements

are useful. Thus, timescales in the range of milliseconds down to

nanoseconds may be followed using a pump–probe setup. In this

technique, the reaction is first triggered (pump) and after a

specific time delay the diffraction pattern is collected (probed).

The use of rapidly rotating choppers in the incoming beam is an

attractive alternative to pump–probe experiments (Yoo et al.,

2011). Time resolution in the microsecond regime is routinely

obtained in synchrotron experiments (Hinterstein, 2011; Hinter-

stein et al., 2014) and in about the millisecond regime in neutron

diffraction (Eckold et al., 2010). When these experiments are

conducted at a synchrotron and the periodic excitation of the

sample is synchronized with the bunch clock of the synchrotron,

the time resolution can be increased significantly. For a time

resolution smaller than the temporal separation of the particle

bunches (typically 8–200 ns), the time resolution suddenly drops

to the bunch width, which is in the range of picoseconds. For

neutron diffraction, the limiting factor for time resolution can be

calculated from the energy bandwidth and the speed of the

neutrons, which is dependent on the wavelength. The lower limit

is typically in the range of 25 ms. These time ranges can be

reached by multistrip or multiwire detectors in a stroboscopic

setup.

In situ and in operando measurements require a specific

sample environment, which is normally built using a different

material to the sample and leads to additional contributions to

the diffraction pattern. The use of strongly scattering materials

such as thin metallic foils (Al foil in batteries, Ag or Au films as

electrodes) or single crystals (sapphire capillaries for high-

temperature experiments or diamonds in high-pressure experi-

ments) may seriously bias data collection or damage the detector.

If it is not possible to eliminate them by masking, they have to be

taken into account by Rietveld analysis or profile matching. A

correct treatment of the contributions from the sample envir-

onment has to take into consideration the fact that the additional

scattering is normally off the diffractometer centre and this

sample shift produces a non-linear shift in 2� of the corre-

sponding reflections in the pattern.

2.8.2.2. Absorption

Additional equipment is required for in situ experiments. The

necessary parts are quite often constructed from metallic

components. Light metals like aluminium are preferred for

shielding parts within the beam for neutrons and X-rays. Vana-

dium is a suitable choice in neutron experiments, as it has a very

small scattering cross section, so produces almost no coherent

scattering. In most cases a suitable absorption correction is

mandatory. For X-rays the energy dependence of the linear

absorption coefficient �(E) is very pronounced, especially close

to X-ray absorption edges. Away from an absorption edge, higher

energies lead to lower absorption. As an example, the linear

absorption coefficient � for steel (�-Fe) at 45 keV is 0.18 cm�1

and at 60 keV it is 0.076 cm�1. The transmitted intensity after a

beam has penetrated 1 mm steel with 100% packing density twice

(once for the incoming and once for the outgoing beam) is

therefore 2.7% for 45 keV but 22% for 60 keV. For one of the

examples treated later, the piezoceramic Pb(Zr0.5Ti0.5)O3, the

calculation for a sample diameter of 1 mm and a typical packing

density of 60% in a powder leads to beam transmission of 3%

(45 keV) and 21% (60 keV). Therefore, using high-energy X-rays

enables transmission diffraction experiments that are not feasible

with lower energies. The gain in measured intensities by

decreasing absorption normally overcompensates for the

decrease in scattering at shorter wavelengths, which is propor-

tional to �3 within kinematical theory. The linear absorption

coefficient of thermal neutrons (with wavelengths from 1 to about

3 Å) is small for most elements and scales in proportion to the

wavelength, � = h/p = h/(2mE)1/2, i.e. � (Å) = 9.045/E1/2 (meV) =

3956/v (m s�1). However, the absorption cross sections for

different isotopes of the same element may be very different.

Numerical values are listed in Sears (1992) and International

Tables for Crystallography Volume C, Table 4.4.4.1. For ferro-

electric Pb(Zr0.5Ti0.5)O3, the linear neutron absorption coefficient

at a wavelength � = 1.5 Å and for a packing density of 60% is

0.026 cm�1, significantly smaller than for X-rays; it is mainly

determined by the Ti content.

As both the scattering and the absorption cross section for

neutrons are in most cases much smaller than for X-rays, bigger

samples are required. On the one hand, this leads to the advan-

tage of better averaging over many particles. On the other hand,
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the spatial resolution is significantly affected by the sample

dimensions because of self-collimation. The appropriate choice

of diffraction method is defined by the particular scientific chal-

lenge and has to take into consideration the different amount of

sample that is needed for each experiment.

Very high absorption cross sections are desirable for shielding

purposes. In X-ray diffraction, lead or tungsten are widely used.

Only a few isotopes have a nuclear resonance in the thermal

neutron range and thus a high absorption cross section. The most

prominent are 10B, 113Cd and 157Gd, which are used in neutron

optics as collimators, attenuators and beam-shaping devices.

2.8.2.3. Sample fluorescence and incoherent neutron scattering

Sample fluorescence is a common problem for laboratory

X-ray powder diffractometers, which are neither equipped with

an analyser nor use detectors with a narrow energy resolution. In

powder diffraction using synchrotron radiation, this problem is

often solved either by adjusting the energy of the incident beam

or by an adjustment of the dynamic range of the detector, or by a

combination of both.

Like absorption cross sections, the incoherent neutron scat-

tering lengths for different elements and isotopes do not vary in

any obviously systematic way throughout the periodic table.

Among the known stable isotopes, 1H has the largest incoherent

scattering length (25.274 fm) and has a small and negative

coherent one (�3.7406 fm). The situation is very different for 2H

(deuterium), for which the incoherent and coherent scattering

lengths are 4.04 and 6.671 fm, respectively. Differences between

the coherent scattering lengths of hydrogen and deuterium form

the basis of the isotopic labelling technique, called contrast

matching; this is particularly important in applications of neutron

scattering to hydrogen storage, structural biology and polymer

science. Deuteration of samples is a challenging task, but

obtaining high-quality powder diffraction data from hydro-

genated samples is far more difficult. Use of neutron polarization

analysis is a reliable way to subtract the incoherent scattering

contribution from the diffraction data (Mikhailova et al., 2012),

but it is often accompanied by significant losses of incident

neutron flux and, consequently, of data quality. Both sample

fluorescence and incoherent neutron scattering are isotropic and,

therefore, are often considered as a background in powder

diffraction experiments.

2.8.3. Examples

2.8.3.1. In situ studies of ferroelectrics in an external electric field

The function of ferroelectrics as stress sensors, high-frequency

microphones, medical injectors or large strain actuators is based

on electric poling. A polycrystalline material exhibits a zero net

polarization. When an electric field is applied to the sample, the

spontaneous electric polarization of the ferroelectric material is

reoriented along the electric field vector. This occurs by a reor-

ientation of domains. Additional polarization is obtained by an

increase of the spontaneous polarization induced by the applied

electric field. With in situ experiments, the field-induced changes

in the powder diffraction reflections are measured. Fig. 2.8.1 is a

schematic representation of some in situ sample geometries. The

electric field is applied via electrodes on the sample surface.

Many of these ferroelectric materials crystallize in a structure

derived from the cubic perovskite type, but in a crystal system

with lower symmetry and with a non-centrosymmetric space

group. The most widely used material is lead zirconate-titanate

(PbZr1�xTixO3, PZT), which exhibits the highest strain response

at the so-called morphotropic phase boundary with a composi-

tion of about 50% for Ti and Zr. It is generally accepted that the

phase on the Ti-rich side of the PZT phase diagram has a tetra-

gonal structure with space group P4mm. On the rhombohedral

Zr-rich side, two ferroelectric phases can be identified, with space

groups R3m for high and R3c for low temperatures. A consid-

erable amount of work has been devoted to the elucidation of the

crystal structure of the material close to the morphotropic phase

boundary. Neutron and synchrotron diffraction detected mono-

clinic symmetry at low temperatures and nanometre-sized

regions (the so-called polar nanoregions) were inferred from

diffuse scattering (Noheda et al., 2000; Hirota et al., 2006).

Alternative interpretations explained the new reflection found in

the pattern between the 111C and 200C reflections (where the

subscript ‘C’ corresponds to the cubic archetype structure) as

diffuse scattering from diffuse incoherent scattering by small

domains (Jin et al., 2003).

Unique information on structural changes during poling is

obtained from in situ studies in applied external electric fields

(Hoffmann et al., 2001). Fig. 2.8.2 displays two groups of powder

reflections (Schönau, Schmitt et al., 2007) observed by synchro-

tron X-ray diffraction. They are directly compared with the

domain structure from TEM observations (Schmitt et al., 2007)

for a range of compositions near the morphotropic phase

boundary. One group of reflections is derived from the cubic 111C
reflection, the other from the archetype 200C reflection. The

transition from the rhombohedral splitting to the tetragonal one

with increasing Zr content is correlated with the forms of ferro-

electric domains in TEM. Close to the morphotropic phase

boundary, nanodomains (ranging in width from 20 to 200 nm) are

observed in addition to the well known microdomains. The

nanodomains react immediately under the influence of an electric

field to become microdomains. Fig. 2.8.3 shows the intensity

changes observed for the 110C group of reflections. The changes

under an electric field are pronounced and depend on the c/a

ratio (Schönau, Knapp et al., 2007), the formation and disap-

pearance of nanodomains, and the local symmetry of these

domains.

Figure 2.8.1
Sample geometries for in situ experiments with an applied electric field.
Samples are poled via an applied voltage (U) at the sample electrodes
(grey). Different sample geometries are necessary to account for
different beam sizes, absorption and detector concepts. Yellow indicates
the irradiated sample volume. (a) Flat-plate samples for X-ray
experiments with strip detectors, limiting photon energies to around
30 keV. (b) Bar-shaped samples for high-intensity neutron powder
diffraction (NPD) or high-energy X-ray diffraction (XRD). (c) Cylinder-
shaped samples for high-resolution neutron diffraction with fixed
detector collimators.



178

2. INSTRUMENTATION AND SAMPLE PREPARATION

The different poling mechanisms can be studied in

transmission geometry, which allows variation of the angle

between the electric field vector E and the direction of the

incident X-ray beam k from 0˚ to about 45˚ (Fig. 2.8.4)

(Hinterstein et al., 2011). Two sputtered electrodes (Ag, Pt)

were used for polarization.

An extensive study under an electric field has been

carried out on the commercially available sintered PZT

material named PIC, in which Ti is partially replaced by Ni

and Sb [Pb0.99Zr0.45Ti0.47(Ni0.33Sb0.67)0.08O3], in transmission

geometry. The angle between the electric field perpendicular

to the flat sample surface and the incident beam was varied

between 0 and 45˚. The effect of domain switching in tetra-

gonal symmetry mainly affects the {h00}C reflections,

whereas the piezoelectric effect predominantly influences

the {hhh}C reflections. Thus, the reflection pair 111C and

200C are the only reflections analysed in most studies. Fig.

2.8.5 displays just these reflections, with 200C split into 002T
and 200T, where the subscript ‘T’ refers to the tetragonal

distorted cell, which is translationengleich to the cubic one

(i.e. they have the same group of translations). The shift to

higher angles of 111C under an applied field indicates a

decrease in volume. This is explained by the large angle

between the electric field vector and the vector of sponta-

neous polarization for the unit cells contributing to 111C.

This induced compression remains in the remanent state.

While analysis of single reflections or orientations can

yield valuable information on textured functional mate-

rials, a more sophisticated approach involves coupling the

Eulerian angles to the diffraction patterns and modelling

all observable mechanisms within a single refinement. By

applying this method to a technically applied actuator

material, Hinterstein, Hoelzel et al. (2015) could quantify

all strain mechanisms and calculate the macroscopic

response to an applied electric field with a structure model

at the atomic scale.

The function of piezoceramics is related to periodic

cycling of the polarization, accompanied by periodic

changes of macroscopic strain. Fatigue in piezoceramic

materials means that this strain is reduced as a result of the

cycling; this has been studied with respect to the underlying

structural changes (Hinterstein et al., 2011, 2014).

Whereas strain is related to texturing, no preferred

orientation is observed in fatigued samples. The orientation

of nanodomains is demonstrated in different patterns: in

Fig. 2.8.6 the two reflections are shown for the remanent

state (0 kV mm�1) at different diffraction angles and in Fig.

2.8.7 for values of the external field ranging from 0 to

2 kV mm�1.

The diffuse scattering between the split 200C reflections

in the fatigued sample is reduced and the texturing

increases after static poling for a few seconds. Thus, the

fatigued samples show a more tetragonal appearance after

cycling. The energy of the electric field induces a transition

of well oriented nanodomains with preferred orientation

along the field vector, leading to texturing for ! = 0˚. At a

certain point the system will no longer respond to the

electric field because of crack formation and a decrease in

the volume of switchable nanodomains. From that point,

the diffraction pattern recorded under a field is no different

to the diffraction pattern recorded without a field.

Cyclic loading with high frequencies is required in

real applications of ferroelectric ceramics. Exposure times

Figure 2.8.2
(a), (b) High-resolution synchrotron X-ray powder diffraction patterns and
TEM imaging of PZT with a varying Zr/Ti ratio. An increase in broadening is
seen in changes in shape and width of the 002T reflection between the samples
PZT 45/55, 52.5/47.5 and 54/46. The asymmetry and width of the tetragonal
101T reflection not only change, but also evolve into a new peak between 101T
and 110T in sample PZT 54/46, which gains in intensity towards PZT 57.5/42.5.
This rise is accompanied by a decrease in intensity of the visible 110T reflection,
which then seems to be absent or overlapped in sample PZT 56/44. The domain
structure changes from a lamellar tetragonal configuration via nanodomains to
a rhombohedral herringbone structure. Reproduced with permission from
Schönau, Schmitt et al. (2007). Copyright (2007) by the American Physical
Society.
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in the range of seconds are necessary to ensure sufficient

statistics for single diffraction experiments in the subsecond

regime. Stroboscopic measurements can be used to achieve

this.

Absolutely reversible processes are necessary for a successful

stroboscopic analysis. The stability of the system is achieved

by pre-cycling circa 105 times. Time resolutions in the range of

several tens of milliseconds are possible with modern X-ray

detectors. By repeating the excitation and summing the inten-

sities, proper statistics can be achieved (Choe et al., 2015;

Hinterstein et al., 2014).

The use of the stroboscopic data-collection technique and

cyclic fields in neutron diffraction experiments enabled a direct

measurement of non-180˚ domain wall motion during the appli-

cation of subcoercive cyclic electric fields (Fig. 2.8.8) (Jones et al.,

2006, 2007; Jones, 2007; Daniels et al., 2007). It was shown that the

non-180˚ domain switching contributes 34% of the macro-

scopically measured strain during cycling with half of the coercive

field.

The highest time resolutions are obtained in a pump–probe

setup. Under the influence of an electric field of 2 kV mm�1, the

switching kinetics can be investigated directly. With a time

Figure 2.8.3
Diffraction patterns of the tetragonal 101T /110T reflection pairs of PZT 52/48, PZT 53/47, PZT 54/46, PZT 55/45 and PZT 56/44 recorded in situ under
an electric field for the first poling cycle of up to 4 kV mm�1. Reproduced with permission from Schönau, Knapp et al. (2007). Copyright (2007) by the
American Physical Society.

Figure 2.8.4
In situ transmission geometry developed by Schönau, Schmitt et al.
(2007) with the electric field vector perpendicular to the flat-plate sample
surface. The electric field results from an applied voltage U between two
opposing sputtered electrodes (Ag, Pt) with a thickness of about 15 nm.
(a) ! = 0˚ and (b) ! = 45˚.

Figure 2.8.5
111C and 200C reflections of the unpoled, remanent and applied field
state of PIC 151 at ! = 0˚. Owing to the piezoelectric effect, the 111C
reflection is shifted. The preferred orientation of the 200C reflection
indicates tetragonal 90˚ domain switching.
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resolution of 1 ms only one intermediate step is observed (Fig.

2.8.9a). With a time resolution of 250 ms a significant number of

intermediate steps can be studied (Fig. 2.8.9b). The commercially

available soft-doped PZT material EC-65 has also been observed

under the application of an electric field and mechanical stress.

Lattice strains were measured under cyclic electric fields at times

as short as 30 ms (Pramanick et al., 2010).

The use of lead-containing materials may in the future be

banned because of environmental concerns, hence considerable

efforts are being made to find materials with properties similar to

PZT. Only a few elements (Ba, Bi, Na, K, Nb, Ti) seem to be

suitable. Nevertheless, a combination of the relevant oxides of

these leads to a large variety of potential materials. (Bi0.5Na0.5)-

TiO3–BaTiO3 (BNT–BT) (Hinterstein, Schmitt et al., 2015),

(Bi0.5Na0.5)TiO3–(Bi0.5K0.5)TiO3 (BNT–BKT) (Levin et al., 2013),

BNT–BT–K0.5Na0.5NbO3 (BNT–BT–KNN) (Schmitt et al., 2010),

BNT–BKT–KNN (Anton et al., 2012) and BNT–KNN (Liu et al.,

2017) are the focus of most attention. The materials in the

(1 � x � y)BNT–xBT–yKNN system exhibit remarkable piezo-

electric properties over a narrow composition range 0.05 � x �
0.07 and 0.01 � y � 0.03 (Zhang et al., 2007). Daniels et al. (2010)

proposed a combinatorial approach to studying a range of

compositions in a single sample, where different stoichiometries

created a compositional gradient in the sample. A limited number

of bulk homogeneous samples were prepared for comparison.

Microfocus X-ray beams from a synchrotron allowed investiga-

tion of the gradient material under a field.

Fig. 2.8.10 displays the diffraction patterns under an external

electric field up to 5.5 kV mm�1. Data analysis was performed by

fitting the data of the pseudo-cubic 002 reflection to distorted

pseudo-cubic and tetragonal symmetry for each composition

and electric field. Whereas in the 0.86BNT–0.14KNN composi-

tion only a distorted pseudo-cubic behaviour is observed

Figure 2.8.8
Diffracted intensities of the pseudo-cubic 002 reflections as a function of
2� and time during application of a square, bipolar electric field
waveform of frequency 1 Hz and amplitude of plus or minus half the
coercive field. The timescale is described using eight steps. The positive
(P) state of the electric field is applied between 0.25 and 0.75 s, which is
bounded on either side by the negative (N) field state. The diffraction
vectors 002 and 200 are parallel to the applied electric field. Reproduced
with permission from Jones et al. (2006). Copyright (2006) AIP
Publishing.

Figure 2.8.6
111C and 200C reflections of bipolar fatigued PIC 151 (50 Hz, 107 cycles)
in the remanent state (0 kV mm�1 at ! = 0˚, 15˚, 30˚ and 45˚).

Figure 2.8.7
111C and 200C reflections of bipolar fatigued PIC 151 (50 Hz, 107 cycles)
at ! = 45˚ with 0.0, 0.72, 1.41 and 2.0 kV mm�1.

Figure 2.8.9
Pump–probe measurements of the 200C reflection at ! = 45˚. Cycling switching between the remanent and the applied field state at 2 kV mm�1 with
50 Hz and a time resolution of (a) 1 ms and (b) 250 ms. Only a time resolution of 250 ms results in sufficient intermediate steps between the remanent
and the poled state to study the processes during poling.
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above a threshold of 0.5 kV mm�1, a very pronounced distortion

is observed for 0.93BNT–0.07BT, which eventually above

2 kV mm�1 develops into a tetragonal structure. In addition

to the combination of various compositions, the authors

simultaneously measured the X-ray fluorescence spectra, thus

confirming the actual composition.

Fig. 2.8.11 depicts a Rietveld refinement of a lead-free ferro-

electric material with the composition 0.92Ba0.5Na0.5TiO3–

0.06BaTiO3–0.02K0.5Na0.5NbO3. New superstructure reflections

(Fig. 2.8.11b, arrows) and a lattice distortion (Fig. 2.8.11b, circled)

were observed due to a transition from space group P4bm to R3c

(Hinterstein et al., 2010).

In an overview, Jones summarized the use of diffraction

techniques. Along with the importance of microdiffraction,

diffuse scattering and texture effects, the importance of time-

resolved studies including stroboscopy was acknowledged (Jones,

2007).

2.8.3.2. In situ studies of electrode materials and in operando
investigations of Li-ion batteries

Rechargeable energy sources in mobile electronics are mainly

based on lithium-ion batteries. Their application relies on the

mobility of the small Li ions, which move from the cathode

through an electrolyte to the anode during charge and back

during discharge. Intensive research is underway to improve the

performance of such energy-storage technology. High gravi-

metric and volumetric energy and power densities are required.

Other additional challenges are safety, lifetime, the temperature

range of stable operation and production costs per unit energy at

the battery level. Knowledge of the correlation between the

electrochemical functionality and the structure of the electrode

materials during Li exchange is essential in order to interpret the

underlying mechanisms and degradation processes and to find a

promising approach to better materials. The high reactivity of the

cell components and the very strong interactions between

materials inside an electrochemical cell require studies on

complete operational devices by non-invasive in operando

methods. So-called electrochemical ‘half cells’ are often studied

to follow structural changes in electrode materials. These are

complete operational cells, but the electrode is cycled against an

Li-metal counter electrode. Such half-cell studies are sometimes

described as in situ studies. Limitations might occur with respect

to fatigue studies and at very high charge and discharge rates,

when the performance is determined by the Li-metal electrode.

The classification of in situ and in operando methods is not

unambiguous in structural studies on battery materials. Some-

times the term quasi in situ is used for studies where specific

states of the materials are prepared electrochemically and

handled in an Ar atmosphere with complete protection against

humidity and air, but actually investigated ex situ (Oswald et al.,

2009).

Some early in situ setups have been described for neutron

diffraction (Bergstöm, Andersson et al., 1998) and transmission

X-ray diffraction (Bergström, Gustafsson & Thomas, 1998), and

also at elevated temperatures (Eriksson et al., 2001). Today, for

example, good-quality full diffraction patterns can be obtained

Figure 2.8.11
Rietveld refinement based on different patterns of 0.92Bi0.5Na0.5TiO3–
0.06BaTiO3–0.02K0.5NbO3 (a) in the unpoled and (b) in the applied field
state at 6 kV mm�1. Experimental data are shown by grey crosses, black
lines denote calculated profiles, and the lower plot shows their
difference. Calculated positions of Bragg reflections are shown by
vertical tick marks, where the different rows correspond to the initial
tetragonal phase with space group P4bm (1) and the field-induced
rhombohedral phase with space group R3c (2). Arrows mark superlattice
reflections of type 1

2{ooe} and the circle highlights the rhombohedral split
331C reflection.

Figure 2.8.10
The pseudo-cubic 002 reflection of (a) 0.93BNT–0.07BTend member, (b)
0.938BNT–0.053BT–0.009KNN, (c) 0.932BNT–0.045BT–0.023KNN and
(d) 0.86BNT–0.14KNN end member as a function of electric field from
the initial zero-field state (top) to an applied field of 5.5 kV mm�1

(bottom). The sample orientation is such that the scattering vector is
parallel to the electric field. Reproduced with permission from Daniels et
al. (2010). Copyright (2010) Elsevier.
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with exposure times well below 100 ms using synchrotron radia-

tion (Herklotz et al., 2013). Capillary-based micro-battery cells

allow for in situ X-ray powder diffraction studies on one single

electrode (Johnsen & Norby, 2013). Even spatially resolved

neutron diffraction studies are possible on commercial cylindrical

Li-ion batteries (Senyshyn et al., 2015).

The mechanism of Li extraction and insertion differs for

different types of electrodes. In intercalation-type electrodes the

topology of the host structure remains mainly unchanged, and

suitable sites in the structure are either occupied by Li or are

vacant in the delithiated state. This use of intercalation chemistry

for electrochemical energy storage was established for a battery

based on Li metal as the negative electrode and TiS2 as the

positive electrode (Whittingham, 1976). In commercial cells

today the negative electrode is also based on intercalation and

consists of layered graphite, which hosts Li during the charge

cycle up to the composition LiC6. Another working mechanism

for negative electrodes is electrochemical alloying with Li. The

most promising examples involve Si, Al and Sn. These electrode

concepts suffer from extreme volume changes: 100% for Al !
LiAl or even 300% for Si ! Li21Si5. In combination with the

brittleness of these materials, the particles break down and

become amorphous during successive charging and discharging,

accompanied by contact losses and resulting pronounced fade in

capacity. Two other mechanisms have also received considerable

attention as they allow higher specific capacities. In a replace-

ment reaction, one transition metal is replaced by Li while the

topology of the structure is mainly preserved. During a conver-

sion or displacement reaction the initial structures of transition-

metal compounds, for example nanometre-sized oxides (Poizot et

al., 2000) or other binary compounds (Cabana et al., 2010), are

believed to be destroyed completely by either amorphization or

phase transitions. The transition-metal ions are reduced to

metallic nanoparticles, which are embedded in a complex

network of Li2O and reaction products from the electrolyte. In

spite of the loss of long-range order, an important short-range

structure remains. This has been shown in detail for ternary Cu–

Fe oxides (Adam et al., 2013). The reduction of Cu2+ from CuO

takes place through the formation of a Cu2O/Li2O composite, in

which Cu2O reacts further to form Cu metal and Li2O. Spinel-

type CuFe2O4 and CuFeO2 react to form �-LiFeO2 with the

extrusion of metallic Cu and Fe nanoparticles. At even lower

potentials against Li+/Li between 0.8 and 1.0 V, �-LiFeO2 is

further reduced into metallic Fe nanoparticles and Li2O. While

most of these displacement reactions suffer from very poor

reversibility, good cycling stability was shown for Cu2.33V4O11

(Morcrette et al., 2003). During cell discharge Li penetrates into

the well crystallized copper vanadate, forming a solid solution up

to an Li content of x = 0.6, when Bragg peaks of metallic copper

were observed. The end result was a composite electrode of an

amorphous Li–V–O matrix with dispersed metallic copper. The

essential point is the reversibility, with the disappearance of

the metallic copper and the recrystallization of the initial

Cu2.33V4O11.

Two more examples belong to the class of intercalation

materials: graphite as used for the negative electrode, and LiNiO2

as a candidate for the positive electrode. ‘Positive’ and ‘negative’

electrodes are the preferred terms for secondary batteries instead

of ‘cathode’ and ‘anode’, because anode and cathode reactions

match only for discharge (interchange between the two elec-

trodes occurs for the charge process). A comprehensive summary

of structure reports on lithiated graphite can be found in Johnsen

& Norby (2013). From the voltage plateau in cyclovoltammo-

grams four distinct lithiated graphite phases have been postu-

lated. However, only for two of them have complete structure

models been reported and confirmed. The first is LiC12, P6/mmm

(space group No. 191), a = 4.29, c = 7.03 Å, with C on the 12n site

with x = 0.33 and z = 0.25 and Li on the 1a site; the second is LiC6,

also P6/mmm, a = 4.31, c = 3.70 Å with C on the 6k site with x =

0.33 and Li again on the 1a site. According to the number of

graphene layers that are needed for the smallest unit repeated by

translational symmetry along the sixfold rotation axis, these

structures are described as stage-II (LiC12) and stage-I (LiC6)

compounds, like graphites intercalated with other alkaline

elements. Note that in these phases the graphene layers are not

shifted with respect to each other (AA sequence), in contrast to

graphite (AB sequence). For a lower Li content, a much more

complex structural behaviour was observed, including incom-

mensurate Li distributions between the graphene layers, which

were described as twisted bilayers (Senyshyn et al., 2013). Higher-

order reflections were observed for these phases and allowed

indexing with a propagation vector (�, �, 0). Different structure

models were discussed, but a complete description of the Li

distribution is still lacking. Therefore, it is still an open question

as to where the Li atoms in lithiated graphite are at low Li

contents (below 1 Li per 12 C).

LiNiO2 is considered to be a promising positive electrode

material (Ohzuku et al., 1993). However, it has some limitations,

which are directly linked to the underlying structure. A high

degree of cation disorder, i.e. Li on the Ni site and vice versa,

hinders Li transport within the layers. Furthermore, Li and Ni

exchange takes place rather easily, in contrast to LiCoO2, because

of a more favourable transport process through a tetrahedral

interstitial site for Ni than for Co. In the cases of Li excess,

Li1+�NiO2, or Ni excess, (Li1��Ni�)NiO2, some Ni2+ ions exist,

which have a very similar ionic radius to that of Li+. Therefore, it

is nearly impossible to prepare stoichiometric LiNiO2 with

perfect separation of Li and Ni onto distinct layers. The best

samples with respect to cation order are obtained from NaNiO2

by successive Na ! Li ion-exchange reactions. These drawbacks

have prevented the commercial application of LiNiO2, and

more complex materials like Li(Ni,Co,Al)O2 (NCA) and

Li(Ni,Co,Mn)O2 (NCM) are increasingly replacing LiCoO2. Fig.

2.8.12 shows the structural changes in LiNiO2 during the first

charge and discharge. The detailed experimental conditions

are the same as those described by Nikolowski et al. (2005) for

Li(Ni0.8Co0.2)O2. One of the most characteristic features of

the structural response to Li extraction and insertion is the

pronounced change in the lattice parameters, shown by the

changes in the c/a ratio for the rhombohedral structure. During

Li extraction the c parameter increases, because there are fewer

Li ions between (repulsive) O-atom layers. However, at lower Li

contents, some of the O ions become oxidized, and the repulsion

between the O-atom layers is weaker, resulting in shorter c-axis

parameters. As a general rule, all layered oxides LiMO2, withM =

Mn, Co and/or Ni, become intrinsically unstable in the highly

delithiated states beyond the maximum in the c/a ratio. Note that

the as-prepared material has a very high degree of cation dis-

order (9.3% Ni on the Li site) and very poor capacity retention in

the second cycle. The initial phase (A) gradually disappears and

apparently transforms into a second phase (B) with a much lower

degree of cation disorder (less than 3%). Note that this phase

sequence does not necessarily reflect equilibrium conditions, but

depends strongly on the chemical composition (Li or Ni excess),

microstructure (size and strain) and the experimental conditions

(charge rate, temperature, electrode formulation and more).



183

2.8. POWDER DIFFRACTION IN ELECTRIC AND MAGNETIC FIELDS

Such in situ studies are very important for elucidating the

working mechanism and degradation processes for intercalation

electrodes (Senyshyn et al., 2012). Nevertheless, complementary

methods are also essential for providing all the necessary infor-

mation, especially about the surface near-interface region

between the electrode and electrolyte, which has to be studied

with surface-sensitive and local methods.

2.8.3.3. Diffraction under a magnetic field

2.8.3.3.1. General remarks

The majority of synchrotron and neutron experiments are

currently limited to superconducting magnets with fields of

5–16 T. When higher fields are required there are essentially two

possible solutions: pulsed resistive or steady-field resistive (or

hybrid: resistive inner coil, superconducting outer coil) magnets.

Pulsed fields are often used when signals are strong and the

signal-to-noise ratio is good, whereas steady fields are primarily

used for techniques with relatively long counting times and many

data points. The relatively short pulse duration (from micro-

seconds to milliseconds) along with the rather large sample

volume required severely limit the use of pulsed magnetic fields

in powder diffraction applications as well as more exotic methods

of achieving high magnetic fields, e.g. magnetic flux compression

or single-turn coils (Schneider-Muntau et al., 2006). Furthermore,

because of the large stresses, the lifetime of a resistive/pulsed

magnet is finite: pulsed magnets have typical lifetimes of 500

shots at 95% of the design field, and their lifetimes are virtually

independent of pulse duration.

At present, the maximum field for technical superconductors is

23 T and modern developments in superconductor design along

with robust magnet manufacturing techniques have made

possible high-flux-density magnets for neutron scattering studies

up to 16 T. For resistive magnets, there are in principle no

limitations to the generation of the highest continuous fields

apart from economics, as approximately 1 MW of electric power

is consumed per 1 T field strength. Therefore, in order to reduce

the running costs (i.e. the required power per unit magnetic field),

hybrid magnets are becoming increasingly popular. In this

context we mention the joint developments between the National

High Magnetic Field Laboratory (Tallahassee, FL, USA), the

Spallation Neutron Source (Oak Ridge, TN, USA) and

Helmholtz-Zentrum Berlin (Germany) in the development of

high-steady-field (25 Twith a 4 MW resistive insert, 30 Twith an

8 MW resistive insert) hybrid magnets for neutron scattering

(Bird et al., 2009). A high-field magnet has been installed and is in

routine user operation (Fig. 2.8.13) at the Extreme Environment

Diffractometer (HFM-EXED) of Helmholtz-Zentrum Berlin

(Prokhnenko et al., 2015).

On the other hand, it is quite simple to produce magnetic flux

density uniformity or homogeneity over the required sample

volume down to the p.p.m. level with a solenoid magnet.

However, the majority take the form of split-pair solenoids. With

this setup, the access to the sample environment (along the

magnetic axis) can be orthogonal to the beam-access plane. The

split-coil setup is the most popular in neutron scattering, but the

geometry constraints imposed by the neutron aperture make

the creation of very uniform flux density much more difficult. In

general, for a typical neutron-scattering sample volume of 1 cm3,

the magnetic field homogeneity is normally limited to the range

0.1 to 5%. As the available current density for a given conductor

decreases with increasing flux density, the flux density seen by the

superconductor inside the magnet windings is greater than the

‘nominal’ central value. This is particularly the case for split-pair

magnets, where the ratio of the two can be large, e.g. for a central

value of 9 T, a ratio of 1.6 gives a maximum flux density of 14.3 T

(Brown, 2010).

As already pointed out, diffraction studies under a magnetic

field are almost always performed with neutrons. However,

Figure 2.8.13
The High Magnetic Field Facility for Neutron Scattering at the
Helmholtz-Zentrum Berlin has two main components: the High Field
Magnet (HFM) and the Extreme Environment Diffractometer (EXED).
Courtesy of Dr O. Prokhnenko.

Figure 2.8.12
Li1+�NiO2 during charge and discharge. From about 210 complete
diffraction patterns [a small section is shown below (� = 0.499366 Å)],
the structural response to Li extraction and insertion was monitored. In
addition to changes in the unit-cell metric, the distribution of Li and Ni
onto layers becomes more ordered during the first highly charged state.
A pronounced capacity loss is observed during discharge after a holding
time of 3 h in this overcharged state. A, B and C are three successively
appearing phases. SOC = state of charge.
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Mitsui et al. (2009) have developed a device that includes a cryo-

cooled split-pair NbTi superconducting magnet and a sample

furnace, for high fields and temperatures above room tempera-

ture, respectively, which can be installed on a laboratory X-ray

diffractometer. The magnetic field generated goes up to 5 Tat the

centre of a 50 mm vertical and 10 mm horizontal bore, with a field

homogeneity of 0.1%. The first results of studies on the

martensitic phase transition in the shape memory system

Ni40Co10Mn34Al16 in a field of 5 T and at temperatures up to

473 K have been reported for powders (Mitsui et al., 2009).

Synchrotron radiation can be used to study specific properties

such as orbital contributions and their separation from the spin

values. Diffraction studies with unpolarized neutrons are

common at a constant field to elucidate simple magnetic struc-

tures: no confident conclusion about the spin direction can be

obtained if the configurational symmetry is cubic, and in the case

of uniaxial symmetry (either tetragonal, hexagonal or rhombo-

hedral) only the angle with the unique axis of the magnetic

structure can be defined (Shirane, 1959). The sensitivity of non-

polarized neutron powder diffraction (the magnetic detection

limit) is by a few orders of magnitude less than that of super-

conducting quantum interference device (SQUID) magneto-

metry, muon spin rotation or magnetic dichroism spectroscopy. In

an antiferromagnetically ordered system the determination of

magnetic moments below 0.1 mB per magnetic atom presents

severe challenges, which become even more pronounced for the

localization of weak ferromagnetic components. Less frequent

are in situ investigations to determine magnetic phase diagrams.

The use of powder samples at high magnetic fields is often limited

by the redistribution of grains and texture effects.

Experiments with polarized neutrons are normally performed

with single crystals. Out of the variety of compounds that have

been studied, we have chosen materials with particular properties

and report on in situ studies of them under magnetic fields.

2.8.3.3.2. Frustrated magnetic systems

Multiferroic systems (or more precisely magnetoelectric

materials) have gained considerable attention because of their

potential applications in devices. In fact, the efficient control of

magnetism by an electric field allows magnetic information to

be written electrically (with low energy consumption) and read

magnetically. A real application, however, requires both

phenomena to occur at room temperature. There are very few

compounds that fulfil this requirement; examples include BiFeO3

and �-NaFeO2.

Magnetoelectric properties have been observed in many

compounds with different structures and chemical compositions.

However, they all have a geometrical magnetic frustration in

common, which induces competition among multiple magnetic

ground states. Furthermore, a magnetic phase transition is

thought to be an essential ingredient for realizing a non-linear

colossal response in the electric properties. In the colossal effect,

the two properties not only coexist but couple strongly in their

order parameter. Most novel multiferroic materials exhibit a

cycloidal component to the magnetic structure; this has been

considered as a guiding principle for tailoring new materials

based on the non-collinearity of the spins. Many cycloidal

compounds exhibit a small ferromagnetic component in their

antiferromagnetic order, giving rise to the Dzyaloshinskii–

Moriya interaction. We shall concentrate here on two systems

linked by frustration in the magnetic ordering, namely ortho-

vanadates and the manganites of the rare earths.

2.8.3.3.2.1. Kagomé staircase systems

Among the orthovanadates of 3d metals, Co3V2O8 and

Ni3V2O8 have been identified as kagomé staircase magnetic

structures, which exhibit a considerable number of phase tran-

sitions at low temperature. Their crystal structure was deter-

mined by Fuess et al. (1970) as orthorhombic (space group

Cmca). Ferromagnetic order was found for the cobalt compound

and an indication of antiferromagnetism for the nickel compound

at 4.2 K. The crystal structure is characterized by edge-sharing

CoO6 octahedra forming buckled layers of corner-sharing trian-

gles, called kagomé staircases, separated by VO4 tetrahedra. The

magnetic ions (Co or Ni) are situated at the corners of triangles,

thus leading to spin frustration. Therefore, if a small amount of

energy is supplied by an external magnetic field, a whole

sequence of magnetic phase transitions can be introduced. The

previously determined ferromagnetic order as the ground state

for Co3V2O8 was confirmed by Wilson et al. (2007). They also

reported field-dependent neutron powder diffraction studies

under a field of 8 T at 2 and 9 K (Fig. 2.8.14). At 9 K the system

has an incommensurate magnetic structure. At a field as low as

0.5 T, new magnetic peaks indexed in a commensurate structure

occur, accompanied by a shift in the position of others. The

incommensurate ordering disappears completely at a higher field

and a purely ferromagnetic behaviour is observed, similar to the

low-temperature ground state at zero field. At 2 K and 8 T no

additional magnetic reflections are observed but changes in the

intensity of several existing ones are seen. The refinement of the

magnetic structure based on these data indicated a change of the

spin direction in the ferromagnetic arrangement as compared

with the zero-field low-temperature structure. Furthermore, the

magnetic moments on the two different Co sites in the structure

are aligned under the field and reach the same value of 3.15 mB on
both sites, which is similar to the spin-only moment of cobalt.

The reorientation of spins and the complete magnetic field

versus temperature (H–T) phase diagram of the multiferroic

Ni3V2O8 has been reported (Kenzelmann et al., 2006). The

inversion symmetry of space group Cmca is broken at low

temperature and a commensurate phase is observed. Thus, over a

Figure 2.8.14
Neutron powder diffraction data for Co3V2O8 at 9 K (left) and 2 K
(right) under magnetic fields of 0, 0.5, 1.5, 2.5, 4.0 and 8.0 T. Data from a
bank of detectors situated at the scattering angle 35˚ are shown. The
arrows indicate the changes between the data at different fields.
Individual curves are offset arbitrarily for display purposes. Reprinted
with permission from Wilson et al. (2007). Copyright (2007) by the
American Physical Society.
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narrow temperature range a macroscopic polar vector leads to a

multiferroic behaviour. As this study was based on single-crystal

neutron measurements, no further details are given here.

Frustrated triangular-lattice Ising antiferromagnets have degen-

erate magnetic ground states, which give rise to very complex

magnetic structures. As there are only small differences in the

competing exchange interaction in such frustrated triangular-

lattice compounds, a sequence of phase transitions is introduced

by changes in temperature or magnetic field. The compound

Ca3Co2O6 is another example of a frustrated system. Field-

dependent powder diffraction patterns were reported for the

doped system Ca3Co1.8Fe0.2O6 by Yusuf et al. (2013). They

distinguished the short-range magnetic order (SRO), reflected in

the half-width of the Bragg reflections (Fig. 2.8.15), from the

long-range order as given by the Bragg positions. They stated that

even under magnetic fields up to 4 T the broadening of Bragg

reflections indicates the persistence of SRO. In a field of 2 T, the

observed change in the structure from incommensurate to

commensurate indicates a reduction of spin frustration. In fields

of 4 T, a ferrimagnetic system is introduced, followed by a

ferromagnetic one above 5 T.

2.8.3.3.2.2. Manganite systems

Like the vanadates, in the class of rare-earth manganites of the

type RMn2O5 successive magnetic phase transitions between

commensurate (CO) and incommensurate phases (ICP) can

occur. Intensive investigations have been undertaken to under-

stand the relationship between their magnetic and dielectric

properties. The spontaneous electric polarization is induced by

a magnetic transition. Thus the primary order parameter is

magnetic rather than structural. Among the rare-earth

compounds, those containing Nd or an element lighter than Nd

do not exhibit ferroelectricity. In all these materials a broken

magnetic symmetry at lower temperatures leads to a polar

symmetry group. In addition, a cycloidal component indicates a

common underlying mechanism. The Mn3+ and Mn4+ ions are

fully charge-ordered. Neutron diffraction studies of these phases

have been performed by Radaelli & Chapon (2008), who also

analysed the possible exchange pathways. In TbMn2O5 the

H–T phase diagram of the commensurate–low-temperature–

incommensurate (CO–LT–ICP) magnetic transitions shows an

upward jump in the transition temperature from �25 K at zero

field to 27 K at 9 T. The low-temperature ICP phase is stabilized

under an external field for TbMn2O5 and the dielectric constant is

enhanced. It was concluded that Tb and Mn order independently,

implying the absence of coupling terms between them. Strong

support for this suggestion was provided by an in-field neutron

study on the analogue YMn2O5. Neither the positions nor the

intensities of the magnetic Bragg reflections were affected by the

magnetic field (Fig. 2.8.16). The magnetic low-temperature ICP

phase in the Tb compound was stabilized under a magnetic field.

This is in contrast to observations on HoMn2O5 by Kimura et al.

(2007), using single crystals. In both cases, however, the neutron

data correlate directly with the results obtained by dielectric

measurements under a magnetic field. The difference in the

behaviours is thus confirmed. The two studies also reveal

different magnetic order at low temperatures. The same magnetic

sequence at low temperatures as for Tb was observed in YMn2O5,

which does not contain a magnetic rare-earth element. Under

fields up to 8 T the positions and the intensities of the magnetic

Bragg reflections remained unchanged, showing that the anti-

ferromagnetic structure of the manganese sublattice is extremely

stable. As in the vanadates, the main reason for the sequence of

magnetic structures is frustration of the manganese spins.

Without going too deeply into the details of the different

exchange pathways and orbital occupancies, one factor behind

this behaviour is the Jahn–Teller effect of the Mn3+ ion, which

is also relevant in the multiferroic TbMnO3 as part of the

RMnO3 family (Kimura et al., 2003). Another feature often

found in multiferroic systems is the small ferromagnetic

component caused by small spin canting due to Dzyaloshinskii–

Moriya interactions. This property strongly influences the low-

temperature magnetism in RMn2O5 (Kimura et al., 2009).

2.8.3.3.3. Additional systems and scattering techniques

Information about the anisotropy of the local magnetic

susceptibility at different magnetic sites has been extracted from

diffraction patterns for a Tb2Sn2O7 powder measured using

polarized neutrons under magnetic fields of 1 and 5 T (Gukasov

Figure 2.8.16
Time-of-flight diffraction patterns of YMn2O5 at 1.6 K under magnetic
fields between 0 and 8 T (taken from Radaelli & Chapon, 2008).
Copyright IOP Publishing. Reproduced with permission. All rights
reserved.Figure 2.8.15

The observed Bragg reflection 100 (open circles) under an applied field of
(a) 0 T, (b) 2 Tand (c) 4 Tat 4.2 K and (d) 0 T, (e) 2 Tand (f) 4 T at 16 K
(taken from Yusuf et al., 2013). Copyright IOP Publishing. Reproduced
with permission. All rights reserved.
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& Brown, 2010). No magnetic contribution to the diffracted

intensities was observed at 2 K in the absence of an external field.

However, applying a field led to considerable changes in the

diffraction pattern (Fig. 2.8.17). At 100 K and 5 T, the intensities

of the reflections that are allowed for the cubic space group Fd3m

increase considerably. Furthermore, they were found to depend

strongly on the polarization of the incoming neutrons, as shown

by the difference pattern in Fig. 2.8.17. At a field of 1 T, new

reflections appear (Fig. 2.8.17a) that are forbidden for the

occupied sites in Fd3m symmetry, such as 200, 222 and 240. The

intensities of these new reflections do not change with the

polarization of the neutrons, as demonstrated in the difference

plot, hence they are purely magnetic. In conclusion, information

on local anisotropic magnetic susceptibility at different sites can

be obtained by using a combination of unpolarized and polarized

neutron powder patterns. This demonstrates the usefulness of

polarized neutron scattering, even for polycrystalline samples.

We now return to X-ray investigations of magnetic materials. A

laboratory device for fields up to 5 T and temperatures above

room temperature was mentioned in Section 2.8.3.3.1. The

corresponding low-temperature apparatus (Koyama et al., 2013)

has produced results on magneto-caloric compounds of MnFeP-

type materials. Substitution of P in MnFeP1�xZx with Z = As or

Ge produces materials that exhibit a large magneto-caloric effect

and thus allows control of the Curie temperature by chemical

composition. Studies under magnetic fields are mandatory, as

the refrigerants are working under a field. For two different

compositions of the As compound the lattice parameters

change drastically and the cell volume decreases with increasing

magnetic field strength. In MnFeP0.78Ge0.22 a field-induced

ferromagnetic phase was observed near the Curie temperature

at 280 K. This phase is, however, not identical to the low-

temperature ferromagnetic one (Koyama et al., 2013).

2.8.3.3.4. Concluding remarks

Despite some shortcomings, powder diffraction studies as a

function of magnetic fields are valuable for the qualitative and

sometimes even quantitative interpretation of magnetic mate-

rials. Unpolarized neutrons are used in most experiments, but the

additional information from polarized neutrons has also been

exploited. X-rays do not interact directly with the magnetic

moments, but structural changes as a consequence of magnetic

phase transitions have been observed in several cases. In situ

powder diffraction under magnetic fields reaching 4 T on an

X-ray diffractometer with a rotating anode revealed details of

lattice parameters and atomic positions in rare-earth alloys with a

higher precision than that accessible by neutron diffraction

(Pecharsky et al., 2007). Furthermore, the two test-case

compounds studied, Gd5Ge4 and DyCo2, contain the rare-earth

elements Gd and Dy with the highest absorption cross sections

for neutrons in their natural isotope abundance. The data were

used to refine the underlying structure models by Rietveld

analysis. Advances in X-ray and neutron sources and optics

delivered higher resolution and flux to the samples, which in

combination with rapid computing made real-time experiments

feasible.

2.8.4. Summary

We have shown here that in situ studies under electric and

magnetic fields are in a well advanced state. Laboratory equip-

ment can be used for diverse experiments where changes occur

on a timescale that can be followed with an exposure time of

minutes. Real progress is, however, achieved by using high-

energy synchrotron radiation and by using neutrons, which can

penetrate larger volumes. Thus in operando studies of real

devices are feasible. In addition to such diffraction experiments,

which provide average information on a macroscopic length

scale, complementary experiments like electron microscopy

are vital for revealing local structural information. Only the

combination of several methods can give sufficient insight into

structure–property relationships and the functionality of

materials.
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Iruretagoiena, I., Issa, F., Jensen, J., Khaplanov, A., Kirstein, O.,
Higuera, I. L., Piscitelli, F., Robinson, L., Schmidt, S. & Stefanescu, I.
(2017). Multi-grid detector for neutron spectroscopy: results obtained
on time-of-flight spectrometer CNCS. J. Instrum. 12, P04030.

Anton, E.-M., Schmitt, L. A., Hinterstein, M., Trodahl, J., Kowalski, B.,
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2.9. Cells for in situ powder-diffraction investigation of chemical reactions

W. van Beek and P. Pattison

2.9.1. Introduction

In a time-resolved powder-diffraction experiment performed in

situ (sometimes also called non-ambient diffraction), the aim is to

follow the behaviour of a sample as a function of one or more

external stimuli. The use of this technique can be roughly divided

into two fields: academic research and industrial applications. In

academic research, the goal is generally to understand the

structure–property relationship of the studied material and then

to use this understanding in order to improve the design of

materials, pharmaceutical products, synthesis routes, reaction

conditions etc. In the industrial world, one typically wants to learn

whether a particular phase, phase mixture or polymorph arrives

at a certain time in a production process. Reaction cells that are

well suited to industrial applications may well be inadequate for

academic research and vice versa. Owing to the huge variety of

applications, it is impossible to come up with a generic cell design.

In this chapter, we show what information content is accessible

for a given combination of X-ray or neutron source and in situ

cell through various case studies. The enabling technology that

has driven these recent developments will be outlined in the next

section, followed by an overview of the different types of reaction

cells in use at home laboratories and at synchrotron and neutron

facilities. Finally, we indicate some areas in which new develop-

ments can be expected.

2.9.2. Historical perspective

Within a decade of the discovery of the Bragg law, Westgren &

Lindh (1921) had already observed several different polymorphs

of iron as a function of temperature using powder diffraction. We

have recently celebrated the centenary of the founding of X-ray

crystallography, and during this time the use of in situ powder

diffraction has become immensely popular. Although most of the

pioneering powder-diffraction experiments were performed with

X-ray tubes and scanning point detectors or with neutrons and an

array of detectors, the real breakthrough came with the advent of

synchrotron sources, providing high-energy penetrating X-rays,

in combination with area detectors. This combination of source

and detector type allowed diffraction experiments to be

performed with both good angular and time resolution, thus

opening up many new applications in chemical, physical, material

and biological sciences. The topic of in situ cells for chemical

reactions is therefore an enormous field and we cannot claim to

provide an exhaustive list of instruments. We rather intend to

point out the major cell designs, and to provide the reader with an

overview to allow them to select the appropriate device for their

application and available diffraction apparatus. We have tried to

select where possible in situ case studies that use the full power of

crystallography by solving structures and/or performing Rietveld

refinements. A large number of review articles and book chapters

written by some of the pioneers in this field have appeared during

the last two decades with some overlap but slightly different

emphasis. Walton & O’Hare (2000) describe many aspects of the

crystallization of inorganic solids. Norby (2006) looks at zeolite

synthesis, including an excellent commented reference list. Evans

& Radosavljelić Evans (2004) focus on what can be performed

with conventional equipment available in many university

departments. Majuste et al. (2013) illustrate reactions relevant to

hydrometallurgy studied with in situ synchrotron X-ray diffrac-

tion (XRD). Parise et al. (2000) also concentrate on synchrotron-

based examples, and already foresee the abundance of data

coming from modern third-generation powder-diffraction

beamlines. Automated analysis tools are still underdeveloped,

and we will comment on possible future developments in this

area. Norby & Schwarz (2008) discuss powder diffraction under

non-ambient conditions using X-ray sources, cells and diamond-

anvil cell work. In situ gas–solid reactions are discussed by Møller

et al. (2014), and Sharma et al. (2015) review the rapidly growing

field of crystallographic–electrochemical investigations for both

X-rays and neutrons. References to review articles for neutrons

are given below (see Section 2.9.3.4).

2.9.3. Main types of reaction cells

2.9.3.1. Introduction

Powder-diffraction experiments can be performed either in

transmission or reflection geometries. The diffraction signals can

be collected in angular- or energy-dispersive mode with parallel

or focused X-ray or neutron beams. Dedicated reaction cells have

been developed for all possible permutations of the above vari-

ables. Each setup has its own trade-off in terms of time, angular

and crystallographic resolution, and intrinsic limitations in data

quality. In the last two decades, enormous progress has been

made in instrumentation for diffraction experiments. A good

example is the development of X-ray detectors where, as a direct

consequence of the use of linear or area detectors, a time reso-

lution of seconds or even shorter is now feasible in angular-

dispersive mode. These and many other developments, such as

more intense laboratory X-ray sources, have redefined the ways

in which one can best perform in situ experiments. Energy-

dispersive systems have lost some of their early advantages with

respect to angular-dispersive geometries; nevertheless, there are

still good grounds for selecting the energy-dispersive technique

for some applications. Similarly, reflection-geometry flat-plate

reactors have lost a lot of their early popularity because of well

known problems with the diffraction geometry during heating.

On the other hand, flat-plate strip heaters can reach thermal ramp

rates that are hard to obtain otherwise. Flat-plate reflection-

geometry reactors remain the main workhorses in academic and

industrial home laboratories (mainly because of the good

diffraction intensities which they provide) and several commer-

cial vendors sell these units. Commercial and home-laboratory-

developed cells, such as that from Moury et al. (2015) for high-

pressure hydrogenation experiments, often provide the basis for

further studies at central facilities. In this chapter, we intend

rather to focus on new types of cells and their use with modern

linear and area detectors, also indicating the level of information

that can obtained. Microreactors in the form of capillary cells are

popular for many different kinds of in situ diffraction experi-

ments, and we therefore will review their use in some detail.

International Tables for Crystallography (2018). Vol. H, Chapter 2.9, pp. 189–199.
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2.9.3.2. Capillary cells

Capillary cells, also called microreactors, exist in many varia-

tions. Depending on the application (temperature, pressure and

chemical environment), capillaries may be made of polyimide,

glass, quartz, single-crystal sapphire or steel. They are simple and

extremely efficient devices which can accommodate a large

number of different applications. The impetus for their devel-

opment has mainly come from catalysis research, but they have

also been successfully employed to perform in situ reactions on

intercalation, ion exchange, gas sorption/desorption, cement

hardening, hydration–dehydration, light-induced transitions,

crystallization processes and polymorphism, to name a few.

Capillary cells are almost always used together with temperature-

and/or gas-handling (static pressure or flow) devices. In open

geometry, or with simple heat shields, one can easily obtain

temperatures ranging from 80 to 1000 K with cryogenic and hot-

air blowers or resistive heaters close to the sample. Static gas

pressures can be as high as 30 MPa and in flow cells 2 MPa is

commonly reached, as well as vacuum conditions. Capillary cells

were first applied by Clausen (1991) and have been adapted

numerous times (Brunelli & Fitch, 2003; Chupas et al., 2008;

Jensen et al., 2010; Madsen et al., 2005; Norby et al., 1998, 2000;

Palancher et al., 2005) together with gas-handling systems (Eu et

al., 2009; Hill, 2013; Krogh Andersen et al., 1998; Llewellyn et al.,

2009), with large 6 mm-diameter samples (Andrieux et al., 2014),

with supercritical solvents up to 40 MPa with a swing-in blower

for rapid heating (Becker et al., 2010) or with pulsed supercritical

flows (Mi et al., 2014) for following synthesis reactions. A recent

review of several capillary cells for high-pressure reactions

(Hansen et al., 2015) also contains useful information on how to

calculate burst pressures.

One of the most critical issues is how to create a reliable leak-

tight connection between the capillary and the metallic or poly-

ether ether ketone (PEEK) gas/liquid supply line(s). For fragile

capillaries there are basically two strategies: either to glue the

capillary to a metal support with high-temperature epoxy (see

Fig. 2.9.1), or to use ferules. When both ends of a capillary have to

be tightened with thin-walled capillaries, the use of ferrules needs

some skill (see Fig. 2.9.2).

If the working temperature permits, it is easy and reliable to

use a stainless-steel bracket in which capillaries are glued such

that all mechanical forces are transferred to the support instead

of being taken up by the thin (glass) capillaries (van Beek et al.,

2011), as in Fig. 2.9.3. Gas systems are typically constructed from

a combination of pressure reducers, mass-flow meters, valves and

a manifold which supplies gases to the cell at controlled pressures

and flow rates. It is worth pointing out the less-common back-

pressure regulator used in Fig. 2.9.3. This unit allows 2 MPa of

pressure to be maintained on the sample during flow experi-

ments. Backpressure regulators for much higher pressures are

commercially available, but these have so far not been used for in

situ work. In situ diffraction has been coupled with stable-isotope

analysis to correlate isotope fractionation with crystal structure.

For this, a nonmetallic flowthrough capillary cell that avoids any

contamination from the components of the cell itself was

designed (Wall et al., 2011). Many hundreds of studies have been

performed over the last two decades with capillary devices in the

above-mentioned fields.

Figure 2.9.1
(a) Swagelock VCR gland with an epoxy-glued capillary (red ellipse). (b)
VCR capillary cell on a beamline with a cryostream (adapted from
Jensen et al., 2010).

Figure 2.9.2
(a) An exploded representation of the flow-cell/furnace components, indicating how they fit together. (b) The fully assembled flow cell/furnace. (c) An
expanded view of the sample region, indicating the relative position of the sample and thermocouple tip within the furnace hot zone (adapted from
Chupas et al., 2008).
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Above 800 K, open capillary systems have severe heat loss and

the use of insulation or reflectors around the sample or mirror

furnaces is more appropriate. See Lorenz et al. (1993), Margulies

et al. (1999), Proffen et al. (1995), Riello et al. (2013) and Yashima

& Tanaka (2004) for special designs to minimize heat loss. Finally,

it is worth mentioning the recent work of Figueroa et al. (2013),

which combines the strong points of the various capillary designs,

and also work by Johnsen & Norby (2013), who managed to

create and study a working battery in a capillary.

In any powder-diffraction experiment (Warren, 1990), but

particularly when using capillary cells, the experimentalist needs

to take special care in order to obtain sufficient averaging in

terms of grain statistics and to avoid preferred orientation.

Typically ex situ capillaries are spun, but when gas lines are

attached to the sample, spinning is not possible and only rocking

or stationary geometry can be used. In addition, a fine (ground)

polycrystalline powder giving perfect homogenous Debye–

Scherrer rings, even without spinning, often results in an exces-

sive pressure drop due to its high density and packing. In such

cases, the sample may need to be pressed into a pellet and then

crushed again to obtain larger agglomerates that allow sufficient

gas flow through the sample (Jacques et al., 2009). However,

relatively large agglomerates, while reducing the packing density,

might still give nonhomogeneous powder rings, which affects the

intensities, especially on one-dimensional detector systems (strip

detectors or crystal-analyser high-resolution systems). For all of

these reasons it is not always straightforward to acquire reliable

intensities under in situ conditions. If, however, proper care is

taken, then precise structural parameters can indeed be refined

from in situ data. For example, Milanesio et al. (2003) obtained a

detailed view of the structural rearrangements induced by the

template-burning process from 350 to 1000 K on a zeolitic MFI

framework. Oxygen flowed through a rocking sample and

diffraction data were collected on a translating two-dimensional

image plate capable of verifying the reliability of the measured

Figure 2.9.3
Sketch of a typical experimental setup and a three-dimensional drawing of the in situ flow cell. Note the strain-relief bracket over the capillary.
Adapted from Tsakoumis et al. (2012), with permission from Elsevier.

Figure 2.9.4
(a) In situ three-dimensional stacked plot of the intercalation of
ibuprofen into an LDH. Miller indices are shown in black for the
intercalation product peaks and in red for the LDH nitrate starting
material peaks. (b) Two-dimensional patterns showing the low-angle
peaks during the first instance of the reaction. Adapted with permission
from Conterosito et al. (2013). Copyright (2013) American Chemical
Society.
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intensities with a time resolution of several minutes (Meneghini

et al., 2001). From the temperature-dependent in situ data, the

authors were able to extract the overall template occupancy in

the framework. This allowed a definition of the key steps in the

template-removal process, namely the start of the template

decomposition, the start of the template burning and the end of

the template burning. These three steps were then used to explain

the cell-parameter evolution and atomic displacement para-

meters of the Si-framework atoms. Kinetic analysis performed on

the results from the Rietveld refinements suggested a diffusion-

limited reaction of the volatile products of the template leaving

the framework (Milanesio et al., 2003).

Conterosito et al. (2013) reduced the time resolution to 100 ms

per image using a Pilatus 300 K-W (Kraft et al., 2009) pixel

detector installed on an ESRF bending-magnet beamline in

combination with a capillary reactor. In these experiments, a

mechano-chemical method for fast and clean preparation of

exchanged layered double hydroxides (LDHs) was investigated.

The inorganic anion in the interlayer region (chloride or nitrate)

was exchanged with a series of organic pharmaceutically impor-

tant molecules. In Fig. 2.9.4, one can see the diffraction patterns

of the intercalation process of ibuprofen into an LDH, which

allowed the complex mechanism to be understood. Firstly, it is

striking to note that the signal from the LDH starting material

(the 003 reflection, in red) decreases, while the products and

intermediates (001 reflections in black) grow already immedi-

ately after the first 100 ms image. Secondly, one can see that the

low-angle peaks (<1.5˚) show a different behaviour in time,

suggesting a two-stage process with an intermediate phase and,

thirdly, one sees that the intercalation process is over in �4 min.

The reliability of the in situ procedure was confirmed by

comparing the production yield of ex situ and in situ experiments.

Owing to the complex two-stage process, kinetic analysis was not

possible in the case of ibuprofen. In the same article, however, it

was shown that it was possible to perform a full kinetic analysis

on single-stage intercalation processes with different molecules

reacting at comparable speeds. It is hard to imagine that so

much detail on such timescales could be obtained using other

techniques. For example, related intercalation experiments

performed with energy-dispersive diffraction (Williams et al.,

2009) were, at that time, still limited to 10 s per pattern. Hence it

was not possible to study the kinetics of such fast intercalation

processes by other means.

Care must be taken to ensure that, when performing experi-

ments at microgram or microlitre levels inside capillaries, the

results are still representative of the bulk reaction. Therefore,

when studying in situ catalytic reactions, it has become common

practice to measure the activity or selectivity of the sample with

gas chromotography or mass spectrometry (see Fig. 2.9.3) at the

same time. It is also well known from reactor engineering that

pressured drops, diffusion effects and flow disturbance are

important parameters to take into account (Nauman, 2008). The

term operando was introduced by Bañares (2005) during a

discussion with colleagues (Weckhuysen, 2002) for these

combined experiments coupling structure with the sample

activity.

If the miniaturization turns out to be problematic, one

could consider measuring bulky (�1 cm or more) samples

and/or using larger reaction vessels in combination with either

energy-dispersive diffraction or extremely high X-ray energies

(Tschentscher & Suortti, 1998). This gives the additional

advantage that identical sample volumes to those for neutron

studies can be used. Hence, one often needs to utilize reaction

cells that are specifically designed for the application, as

explained in the following section.

2.9.3.3. Reactions requiring specialist cells

2.9.3.3.1. Cells for electrochemistry

With ever-increasing standards of living, the world is becoming

more and more dependent on energy. As natural resources (coal,

gas and petrol) are limited, there has been a large impetus

towards developing alternative ways of producing and storing

energy, while also taking into account environmental issues.

Despite many decades of research and tremendous progress in

Figure 2.9.5
(a) In situ synchrotron diffraction patterns (selected region) of an
LiCoO2/Li cell collected during cell charging. Below: overview of a
Bellcore flat three-electrode plastic Li-ion cell (b) with an enlargement
(c) of the assembly steps during which all the separated laminates are
brought together by a thermal fusion process via a laminator. The
thicknesses of the plastic Li-ion cells assembled for in situ X-ray
experiments were about 0.4/0.5 mm. A derived version of the Bellcore
plastic Li-ion battery with a beryllium window thermally glued to the
packing envelope on one side is shown in (d). Adapted fromMorcrette et
al. (2002) with permission from Elsevier.
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this field, in situ diffraction was only adapted for electrochemical

research in the 1990s. Nevertheless, this field now has the largest

variety of cells. It is impossible to give a comprehensive overview

of this complex subject here, and therefore the reader is referred

to the articles by Brant et al. (2013), De Marco & Veder (2010)

and Morcrette et al. (2002), which describe how to design and

reference most existing miniaturized in situ cells. The recent work

by Johnsen & Norby (2013), who have developed a capillary-

based micro-battery cell, is not included in these reviews. The

main advantage of this cell is that it allows diffraction data to be

obtained from a single electrode. The recent work on electro-

chemical cells using conventional diffractometers (Shen et al.,

2014) and high-throughput cells for synchrotron applications

(Herklotz et al., 2013, 2016) is also relevant. When planning

experiments on central facilities, not only appropriate cells but

also dedicated ancillary equipment (e.g. a glove box) for cell

loading owing to air sensitivity of the electrode material (e.g.

lithium) are essential. In centralized facilities, this may lead to

conflicts due to the incompatibility of liquid electrolytes with

samples from other users, and dedicated electrochemistry glove

boxes have started to appear. As an example of the use of an

electrochemical cell, Morcrette et al. (2002) managed to perform

structural Rietveld refinement during delithiation of an LiCoO2

electrode. In order to obtain reliable intensities, five diffraction

images at six different positions in the cell were averaged for each

point in the charge cycle. Owing to the amount and quality of the

data, six different structural phases could be determined,

including lattice parameters, space group, atomic positions and R

factors (see Fig. 2.9.5). As the potentiostat or galvanostat is

driving and measuring the performance of the battery, the

structure–activity relationship is obtained automatically. This is

a similar concept to the operando methodology in catalysis

research that uses a mass spectrometer to measure activity.

In analogy with microcapillary cells, miniaturized electro-

chemistry cells are extremely efficient for studying many aspects

of an operational battery despite the fact that a fundamental

understanding of electrochemical systems is inherently challen-

ging. All the components of a cell influence each other at the

interfaces during the cyclic charge-transfer process. It is also

crucial to be able to establish the critical factors that determine

the lifetime of the battery. To make efficient use of beamtime, it is

common practice to construct many cells within one frame, all

operating in parallel. The whole batch of cells is then mounted on

translation stages on a diffractometer and measurements are

taken periodically. However, miniature cells will never provide a

complete picture, and there will always be a need to study large

prototype or production cells (Rijssenbeek et al., 2011) of the

types discussed in Sections 2.9.3.3.3 and 2.9.3.4.3.

2.9.3.3.2. Cells with humidity control

Humidity is a relevant parameter in many areas of research.

For instance, the interlayer spacing in clays, corrosion,

pharmaceutical processes, cement hardening, phase transitions in

minerals or proton conductors and crystal growth of salts are all

dependent on relative humidity, often in combination with high

temperatures.

Most work so far has been carried out in home laboratories

with flat-plate commercial chambers connected to a manifold

with a gas mass-flow controller and liquid mass-flow controllers,

thus providing an air flow with controlled humidity (Chipera et

al., 1997; Kühnel & van der Gaast, 1993; Watanabe & Sato, 1988).

In addition, capillary cells have also successfully been used

(Walspurger et al., 2010) on synchrotrons. It is imperative to have

very good thermal stability and to avoid temperature gradients

throughout the system. The dew point of water is strongly

affected by temperature, and unwanted condensation of water

can easily occur on colder parts of the system. Fig. 2.9.6 shows a

schematic of a humidity-control system developed by Linnow et

al. (2006). The thermal management in this design has been

optimized to avoid condensation.

Linnow et al. (2006) and Steiger et al. (2008) have used the

system in Fig. 2.9.6 to investigate the crystal growth of various

salts, which is considered to be the cause of many failures in

building materials (stone, brick, concrete). In order to do so, they

scanned through the relative humidity (RH) versus temperature

phase diagrams of these salts in various porous materials used in

the building industry. Diffraction experiments revealed differ-

ences in reaction pathways and stress in both host and guest

materials.

The NASA Phoenix Mars Lander has discovered perchlorate

anions on Mars. This is important, since they could possibly be

used as indicators for hydrological cycles. Robertson & Bish

(2010) studied a magnesium perchlorate hydrate system,

Mg(ClO4)2·nH2O, with the aim of solving the various unknown

crystal structures as a function of water content n. Fig. 2.9.7

shows in situ diffraction data collected during dehydration in a

Figure 2.9.6
Schematic drawing of the humidity-control system: (1) mass-flow
controller, (2) adsorption dryer, (3) pressure regulator, (4) heated
bubbler, (5) peristaltic pump, (6) water reservoir, (7) thermostat, (8)
condensation trap, (9) mixing chamber and (10) thermostat. Adapted
with permission from Linnow et al. (2006). Copyright (2006) American
Chemical Society.

Figure 2.9.7
Sequence of XRD measurements between 21 and 27˚ 2�. On heating at a
rate of 2˚ min�1 at <1% RH, sequential dehydration was observed, with
the anhydrate observed at the highest temperature. The vertical axis
represents intensity. The ‘time’ (scan number) axis represents tempera-
ture from 298 to 498 K in 2˚ min�1 increments. Adapted from Robertson
& Bish (2010).
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commercial Anton Paar flat-plate heating stage connected to an

automated RH control system similar to that shown in Fig. 2.9.6.

The rapidly collected in situ data (30 s per scan, with a position-

sensitive detector) were crucial to define at what temperatures

longer data collections had to be taken in order to acquire single-

phase, high-quality powder patterns suitable for crystal structure

solution. Robertson & Bish (2010) managed to index and solve

the dihydrate and tetrahydrate phases by charge flipping.

Although the tetrahydrate structure was later revised by Solo-

vyov (2012) using the exact same data, this example clearly

indicates the level of complexity that can be studied in local

laboratories under in situ conditions. In this case, this task

included understanding the dehydration pathway, solving the

structure of Cl2H4MgO10 with two molecules in the unit cell and

refining anisotropic displacement parameters using Rietveld

refinement.

2.9.3.3.3. Large-volume cells for energy-dispersive diffraction

Large-volume cells have been used to date with great success

almost exclusively with energy-dispersive diffraction (EDXRD).

Early work on this was carried out by Munn et al. (1992) and He

et al. (1992) using the synchrotron source at Daresbury Labora-

tory. Walton & O’Hare (2000), who continued the pioneering

work, provide a good historical overview of the kinds of studies

that can be performed. Norby (2006) also provides excellent

references to and explanations of work in this field. In brief, the

main advantages of EDXRD are that the X-ray high energies (i.e.

50–120 keV) present in the beam can penetrate and probe into

large vessels. Furthermore, only minor modifications to create

small entrance and exit windows on commercial autoclaves,

which are standard equipment in many laboratories, are neces-

sary in order to turn them into extreme-condition in situ reaction

vessels. An additional advantage arises from the fact that there is

no bias due to volume differences between the laboratory

experiments and in situ reactions studied at the synchrotron (see

Fig. 2.9.8).

The variety of scientific applications is huge: pressure-induced

phase transitions of inorganic solids, hydrothermal synthesis of

microporous solids, intercalation, growth of layered perovskites

and breathing in metal-organic frameworks, to name a few

examples (see Walton & O’Hare, 2000). Extreme conditions

can be reached in terms of temperature (�1273 K) in an auto-

clave with subsecond XRD time resolution. EDXRD in combi-

nation with large-volume autoclaves has provided otherwise-

inaccessible information on many processes: intermediates in

crystallization routes, activation energies for reactions, and

kinetic parameters crucial for their understanding and optimi-

zation. The major disadvantage of EDXRD is that the resolution

in the diffraction pattern is limited, since it is defined by the

energy resolution of the solid-state detector. This effectively

excludes all access to precise structural information. However,

recent efforts have allowed quantitative phase analysis (Rowles,

2011; Rowles et al., 2012). With the advent of third-generation

synchrotrons, which provide orders of magnitude more flux at

high energies, and the availability of high-energy flat-panel

detectors, angular-dispersive diffraction data can successfully be

collected from samples in large-volume cells. Their use expands

the available information dramatically. To date, however, there

are very few high-energy angular-dispersive beamlines, and the

use of the large-volume cells in combination with EDXRD

remains an active field and has recently been developed further

by, for example, Moorhouse et al. (2012) at the Diamond Light

Source. The cell there can be equipped with various reaction

vessels made of alumina, steel, PTFE-lined steel or glassy carbon

tubes depending on the chemical reaction to be studied. It can

achieve temperatures as high as 1473 K with infrared lamps and

has a magnetic stirrer to avoid sedimentation of the reaction

products. In addition, Styles et al. (2012) have developed a large

furnace and in situ cell for salt electrolysis.

Rijssenbeek et al. (2011) have studied a full-size battery cell

with EDXRD (see Fig. 2.9.9). Diffraction data were collected

during charge/discharge at high temperature of the sodium metal

halide (Na/MCl2, M = Ni and/or Fe) cells. They were able to

assess the charge-state variations as a function of space and time

in the cell during many charge/discharge cycles, and identify local

crystal structures and phase distributions. The data confirm the

propagation of a known well-defined chemical

reaction front beginning at the ceramic

separator and proceeding inward.

2.9.3.3.4. Large-volume cells for angular-
dispersive diffraction

This application implies the use of mono-

chromatic X-rays with extremely high ener-

gies (70 keVand above). Such energies can be

easily reached on third-generation synchro-

trons with in-vacuum undulators, thus

providing sufficient flux for angular-dispersive

diffraction experiments. The challenge with

these experiments is to have a sufficiently high

X-ray energy to penetrate large sample-cell

vessels while maintaining reasonably good

angular resolution in the diffraction pattern.

When using large in situ cells with low-energy

diffraction, there is a severe peak-broadening

effect resulting in a deterioration of the data

quality. At high energies, however, where the

scattering angles are small, the sample thick-

ness has little effect on the angular resolution

provided that the area detector is positioned

at a sufficient distance from the sample.

Figure 2.9.8
A schematic of the Oxford/Daresbury hydrothermal autoclave used for energy-dispersive
X-ray diffraction studies. Adapted from Walton & O’Hare (2000) with permission of The
Royal Society of Chemistry.
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O’Brien et al. (2011) explain the trade-offs for such experiments

in detail and have shown that it is possible to extract useful

structural information. Large-volume cells that used to be

exclusively the domain of neutron diffraction and EDXRD have

now also been adapted for angular-dispersive powder diffraction

with, in some cases, increased speed and information content. For

instance, Wragg et al. (2012) studed an industrial methanol-to-

olefin conversion process with operando time- and space-

resolved diffraction. The sample is rapidly scanned up and down

to provide one-dimensional spatial information. The results

complement earlier experiments performed with a microreactor.

Jacques et al. (2011) extracted three-dimensional information by

using dynamic X-ray diffraction computed tomography (XRD-

CT). They measured over 50 000 diffraction patterns on beamline

ID15 at the ESRF with different sample orientations, positions

and temperatures. From this huge amount of data, they recon-

structed the catalyst body in three dimensions with a diffraction

pattern assigned to each volume unit within the sample as a

function of time. With this information, they were able to follow

the evolution of the catalytically active phase throughout the

sample. Wragg et al. (2015) have since performed Rietveld

analysis on voxels from the XRD-CT data for a methanol-to-

olefin reactor bed. It is also worth mentioning work by Jensen

et al. (2007), performed on beamline 1-ID at APS Argonne

National Laboratory, investigating the kinetics of nanoparticle

formation involving a sol–gel reaction in supercritical CO2 at

10 MPa. The reaction was studied with XRD and small-angle

X-ray scattering (SAXS) in a large 30 ml vessel. In a different

application, Friščić et al. (2013) mounted a laboratory-scale 10 ml

ball mill on the ID15 beamline in order to study mechan-

ochemical reactions, which are used in numerous industrial

production processes. By averaging ten 400 ms frames, they

obtained sufficiently good data to perform full-pattern refine-

ments and kinetic analysis, providing information about other-

wise completely inaccessible processes. We therefore foresee a

bright future for such extreme high-energy applications together

with large-volume studies, since they provide a useful bridge

between the academic and industrial worlds.

2.9.3.4. Cells specifically for neutrons

2.9.3.4.1. Introduction

The special characteristics of neutrons imply both advantages

and challenges for the design of in situ experiments and their

associated equipment. The differences in penetration depths

between X-rays and neutrons and the correspondingly smaller

scattering cross sections for neutrons, together with the much

lower flux densities, imply that cells for neutrons are quite

different from the miniature capillary cells for X-rays described

in the previous sections. Above all, the sample volume is by

necessity often much larger than the equivalent volume required

for a laboratory X-ray or synchrotron experiment. However, the

ability of neutrons to penetrate deep into sample environments

has been of great importance for studying samples at very low

temperature, under high pressure or within strong magnetic

fields. Similarly, reaction cells for in situ investigations profit from

the ability of neutrons to penetrate through thick-walled vessels,

for example for studying gas–solid reactions under high pressure.

Only relatively recently, with the availability of high-energy

synchrotron beamlines (>100 keV), can X-rays effectively

compete with neutrons in this domain. Even in these cases, the

very different scattering properties of neutrons (e.g. the strong

variation of cross section with isotope) means that some

measurements that are challenging, if not impossible, with X-rays

can become quite feasible with neutrons. The solid–gas reaction

of intermetallic phases with H2 gas is a good example, where the

positions of the interstitial H atoms can be located within a

heavy-metal hydride (Kamazawa et al., 2013). Similarly, the

hydration of cement has been investigated many times, with

improved time resolution resulting from developments in

neutron optics and detector performance. In situ studies of

oxidation reactions have also benefited from the better ability of

Figure 2.9.9
(a) Schematic of a sodium-halide cell in an in situ synchrotron EDXRD experimental setup. (b) Cross-sectional computed tomography image of a cell.
The arrow along the cell diagonal denotes the path of the X-ray line scans used in this work. This corresponds to an X-ray penetration depth of up to
50 mm. Adapted from Rijssenbeek et al. (2011) with permission from Elsevier.
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neutrons to determine the atomic positions of oxygen during

synthesis (Bianchini et al., 2013). The investigation of chemical

processes in the electrodes of batteries has, for example, been

particularly fruitful. Once again, specialist cells for electro-

chemistry have been developed that take advantage of the

penetration power of the neutrons in order to reveal bulk

behaviour within the electrode material. Examples of these and

other applications are given in an extensive review of in situ and

time-resolved neutron scattering (Isnard, 2007) and in the more

recent articles by Hansen & Kohlmann (2014), Sharma et al.

(2015) and Pang & Peterson (2015). It should also be noted that

different geometrical arrangements are used in angular-

dispersive monochromatic neutron diffraction or when using a

fixed-angle detector bank for time-of-flight neutron diffraction,

which can have important implications for the cell design. In the

following sections, we will examine some of these specialist cells

in more detail.

2.9.3.4.2. Solid–gas reactions

Suitable storage media for hydrogen and other small molecules

include hydrides, hydrates, clathrates and other microporous

materials [e.g. metal-organic frameworks (MOFs)]. In situ

neutron powder diffraction has been the method of choice to

investigate solid–gas reactions involving light molecules reacting

with these types of framework structures, and a wide variety of in

situ cells have been developed for this purpose. The design of the

cell can be quite primitive, yet still be very successful for this kind

of application. As a simple example, we consider the study of the

reduction of a perovskite-related oxide under flowing hydrogen

carried out at D20 at the Institut Laue–Langevin (ILL) in

Grenoble (Tonus et al., 2009). The powder sample was loaded

into a quartz tube (12 mm diameter) and mounted in the stan-

dard D20 furnace. The tube was connected to a flow of reducing

gas controlled by a needle valve. High-quality data could be

collected in a short time (a few minutes) at high temperature

under flowing H2 gas, in this case up to a maximum temperature

of 973 K. Occupancy factors for the different oxygen sites could

be refined as a function of temperature under reducing and

oxidizing conditions.

In another example, the goal was to investigate solid–gas

reactions under pressures of 16 MPa and temperatures up to

673 K (Widenmeyer et al., 2013). Since the use of thin-walled

single-crystal sapphire capillaries has become routine in

synchrotron powder X-ray diffraction, the authors decided to

adopt a similar strategy for the neutron-diffraction experiment.

In this case, they selected a 6 mm diameter sapphire tube with

steel end caps and metal seals. Pressures of 16 MPa could be

achieved over periods of days without measurable pressure loss,

and the powder data were of high quality, allowing Rietveld

refinement of crystal structures including light-atom positions,

displacement parameters and site occupancies. In addition to

providing good-quality data and a low background, the sapphire

tube also has the advantage of being chemically very robust and

hence avoiding, for example, the problem of hydrogen

embrittlement.

2.9.3.4.3. Electrochemistry using neutron diffraction

The advantages of high penetration and sensitivity to light

elements such as hydrogen, oxygen and lithium make neutron

powder diffraction an interesting tool for investigating processes

occurring within complex electrochemical systems. Lithium-ion

batteries are one of the most widely used portable energy

sources. These devices rely on the insertion of lithium ions into

both positive and negative electrodes. A proper understanding of

the structural processes that occur at the electrodes can only be

obtained from in situ diffraction experiments performed during

electrochemical charging and discharging. A suitable electro-

chemical cell for this type of measurement has been reported by

Rosciano et al. (2008). The challenge for the design of this type of

cell is to enable the neutron-diffraction data to be collected with

the minimum of hindrance, while allowing electrochemical

characterization to be performed at the same time. In addition,

the fact that most separators and polycarbonate-based electrolyte

solutions contain large amounts of hydrogen presents problems

due to the large incoherent neutron-scattering cross section

of hydrogen, which results in a deterioration in the signal-to-

background ratio. However, as pointed out by Sharma et al.

(2011), designs have been developed that minimize the amount of

electrolyte required, and, where possible, deuterated solution can

be used. Using a home-made design of a rollover, cylindrical cell

that mimicked the geometry of commercial batteries, Sharma et

al. (2011) were able to probe structural changes in real time

(5 min per pattern) as a function of electrochemical cycling using

the Wombat powder diffractometer (ANSTO). Sharma et al.

(2015) have since reviewed both synchrotron and neutron

electrochemistry cells. Pang & Peterson (2015) provide an over-

view of all lithium-ion and sodium-ion battery materials studied

by neutron powder diffraction in situ since 1998.

Battery materials and fuel cells are extensively used in a vast

variety of applications in energy conversion and storage, and

there is no doubt that in situ neutron powder diffraction will

continue to play an important role in the efforts to further

improve the performance of these materials. In Japan, for

example, a new neutron-diffraction instrument (SPICA at the

J-PARC spallation source) will be used to analyse atomic struc-

tures and the behaviour of batteries during their charge cycle.

Both at spallation and reactor-based neutron sources, improve-

ments in neutron optics and detector performance have reduced

both the volume of sample needed for in situ experiments and the

time required to collect each powder pattern.

2.9.3.4.4. Hydrothermal reaction cells

Many materials with potential applications in technologically

important fields can only be prepared by the supercritical

hydrothermal synthesis method. A detailed knowledge of the

reaction mechanisms is lacking, mainly because the processes

take place within sealed and thick-walled reaction vessels. A

technique is required that can penetrate the walls of the vessel

during the reaction, and can reveal the kinetics and mechanism of

bulk sample synthesis. Neutron diffraction is the ideal tool for

this task. For example, Ok et al. (2010) constructed a relatively

simple chemical-reaction cell for investigating syntheses, even

under extreme supercritical conditions, using of time-of-flight

techniques. The cell itself was machined from a single ingot of

Inconel, and had a maximum wall thickness of 4.0 mm. Thinner

sections of 2.7 mm thickness were used in parts of the cell to

reduce attenuation of the incident and scattered neutron beams.

The vessel had a normal working pressure and temperature of

40 MPa at 723 K. The experiments were carried out on the

POLARIS diffractometer at the ISIS pulsed spallation neutron

source.

Another example of a hydrothermal reaction cell of somewhat

different design is that used by Xia et al. (2010). In this case, a

large sample volume was chosen (320 ml internal volume) to
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allow bulk properties to be investigated. The cell had a dumbbell

configuration, assembled from commercial stainless-steel

components, that held most of the hydrothermal liquid, and a

zero-scattering Ti–Zr alloy sample compartment with a 0.4 mm

wall thickness. This choice of material and wall thickness for the

sample cell dramatically reduced the background scattering from

the container, but limited the operational range to temperatures

up to 573 K and pressures up to 9 MPa. The cell was commis-

sioned at the Wombat neutron powder diffractometer at

ANSTO, using the in situ kinetic study of the hydrothermal

phase transformations from leucite (KAlSi2O4) to analcime

(NaAlSi2O6·H2O) as a demonstration of the capabilities of the

equipment.

2.9.4. Complementary methods and future developments

Standard crystallographic powder-diffraction methods can

provide information about component phases and particle size,

and can also be used to determine crystal structure, but the data

quality required means that long-range crystalline order needs to

be present. However, many real systems have amorphous

components or demonstrate various degrees of disorder. In order

to provide complementary information on the disordered

components, alternative techniques are needed. In the early

1990s, Couves and co-workers started to combine XRD with

XAFS in one setup in order to complement the XRD data

(Couves et al., 1991); they were quickly followed by Clausen and

co-workers (Clausen et al., 1993). Shortly afterwards, small-angle

scattering (Dokter et al., 1994) and vibrational spectroscopic

techniques such as infrared and Raman were also added to

complement the diffraction information (Newton & van Beek,

2010). More recently, a very old technique (Tarasov & Warren,

1936) based on the pair distribution function (PDF) has become

immensely popular with the advent of high X-ray energies and

efficient detectors (Chupas et al., 2003). The PDF technique does

not depend upon any assumptions about long-range crystalline

order and can therefore be used to extract information on

amorphous materials, defect structures and the structures of

nanoparticles (see Chapter 5.7). It has the same huge variety of

applications as traditional diffraction methods, and provides

complementary information. Several of the in situ cells described

above can also be used for combined techniques and PDF

experiments at synchrotrons. One of the many reasons behind the

rapid success of the PDF method is the availability of well

developed software for data analysis (Juhás et al., 2013) and

modelling (Neder & Proffen, 2008).

We have seen in some of the examples above that acquisition

times are reaching down into the millisecond range and the

quantity of data being delivered by modern systems is becoming

increasingly difficult to analyse. There is progress in automated

sequential and parallel parametric refinements with traditional

data-analysis software. However, we believe new strategies are

necessary in order to make better, more efficient use of modern

detectors. There are efforts in this direction in automated

chemometric methods (Burley et al., 2011) stemming from

spectroscopy. However, these algorithms are not always well

adapted to analyse data derived from powder-diffraction

measurements. Chernyshov et al. (2011) have performed theor-

etical and experimental work taking the interference nature of

diffraction into account in their method, which is based on

modulation. Nevertheless, improvements in data analysis are still

trailing far behind experimental progress and much effort will be

necessary in this area. Choe et al. (2015) have even performed

stroboscopic high-resolution powder diffraction on piezoelectric

ceramics, detecting sub-millidegree shifts with microsecond time

resolution.

In contrast to the pursuit of speed, the Diamond Light Source

have decided to extend their powder-diffraction beamline and

make it suitable for experiments lasting several months or even

more, by moving slowly aging samples automatically into the

measurement position at regular intervals (hours, days or even

weeks) in a long-duration experiment (LDE) facility. Relevant

applications are in batteries, fuel cells, crystallization, gas storage,

mineral evolution, seasonal effects, thermal and electrical power

cycling, and corrosion science.

In addition to the developments in instrumentation presented

here, the availability of new radiation sources is opening up many

interesting possibilities for studying chemical reactions. Not only

are more, and better equipped, synchrotron beamlines becoming

operational, but there are new facilities in planning or under

construction that will dramatically change the way in which

chemical processes can be investigated. New spallation sources

and free-electron lasers (FELs) open up new possibilities in the

time and space domains. In particular, FELs will facilitate the

study of reactions on sub-picosecond timescales. Preliminary

experiments using picosecond to nanosecond time resolution

have already been carried out on synchrotron beamlines to

investigate transient structural changes in organic powders

(Techert et al., 2001). It is evident that the huge increase in flux

per pulse and the much shorter pulse length available from FELs

will open up completely new dimensions in the field of in situ

experiments.
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Powder X-ray diffraction is a popular technique, as it is quick and

easy to obtain a data set in a non-destructive manner. However,

the old adage ‘garbage in, garbage out’ is as applicable to powder

diffraction as to any other technique. Obtaining a high-quality

data set is often not straightforward, and it can be impossible to

distinguish visually a poor data set from a good one prior to

attempting an analysis. This can be problematic if someone

collects poor data and then spends days in a fruitless attempt to

analyse it – or even worse unknowingly produces erroneous

results. Specimen preparation is a key element in the quest to

produce good data.

One of the tasks of the analyst is to determine what is required

for a ‘fit-for-purpose’ data set. Practically, in the interests of time

and instrument efficiency one might not need to aim for perfec-

tion in the preparation of every specimen. The majority of

analyses carried out in most laboratories are for phase identifi-

cation, whose minimum requirements for sample preparation are

less stringent than for quantitative phase analysis or structure

refinement. However, the need for more detailed analysis is

never clear at the outset, and if the specimen has been altered or

destroyed by other analyses, any economy in specimen

preparation will turn out to have been false.

Although the laboratory instrument appears to be very

different from synchrotron or neutron diffractometers at large

central facilities, many of the concepts in the collection of powder

diffraction data are common. Whether in the home institution

with a basic laboratory system or in a huge instrument hall at a

central facility, the basic concepts of specimen preparation are

very similar (although neutrons have some unique issues). The

imposing surroundings at large facilities may make specimen

preparation seem like an unimportant distraction, but it is worth

bearing in mind that repeating experiments if the data are poor

may be impossible with limited beam time available. At the risk

of overusing everyday sayings, ‘if it’s worth doing, it’s worth

doing right’. One common scenario is a user trying to replicate

what has been seen in a literature paper without assessing criti-

cally whether the authors took the necessary care to collect

accurate data.

Many of the problems that

occur with powder diffraction

specimens are related to size in

some form – most often crystallite

size, but sometimes particle size

as well. Although the problems

relating to size are described

separately for the sake of clarity,

where one of the issues exists the

others are likely to follow. The

first size-related problem to be

described is particle statistics

(granularity). Although theore-

tical models of varying success

exist for the other issues of

preferential orientation, micro-

absorption and extinction, no

such model is possible when the data suffer from poor particle

statistics. Consequently the message here is ‘prevention through

proper specimen preparation’; taking steps in specimen

preparation to improve particle statistics will automatically

reduce the effects of other potential problems.

The classic work on preparation of X-ray diffraction specimens

is Buhrke et al. (1998). This book should be on the shelf of every

powder diffractionist. It provides an excellent discussion on

sampling, a discussion which is not necessary to repeat here. This

chapter attempts to update and expand the advice given there on

specimen preparation.

2.10.1. X-ray powder diffraction

Most people first encounter X-ray powder diffraction with

laboratory instrumentation, but concepts applying to laboratory

systems are also applicable to synchrotron and neutron beam-

lines. The scattering mechanisms of X-rays in the laboratory and

at a synchrotron are the same, and apparent differences are

usually due to specifics of the wavelength used or beamline/

instrument geometry. Differences and similarities between

synchrotron and laboratory experiments will be highlighted

where they are significant. For example, differences in the

polarization factor result in different intensities from the same

specimen on laboratory and synchrotron instruments (Fig.

2.10.1). Issues specific to neutron powder diffraction will be

covered in Section 2.10.2.

A typical laboratory instrument has the Bragg–Brentano

reflection geometry, either with �–� (fixed specimen) or �–2�
(fixed tube) setup. Other laboratory configurations are possible,

such as transmission (capillary or flat plate) and spot focus with

area detectors. Some of the concepts described affect both

reflection and transmission, but some will be more important for

one geometry over the other. Synchrotron beamlines can also be

operated in reflection or transmission geometry, but capillary

transmission geometry is much more common than in the

laboratory. Some of the apparent differences are due to the

Figure 2.10.1
Calculated corundum powder patterns using the structure of Lewis et al. (1982; PDF entry 04–004-2852) for
laboratory and synchrotron instruments, using the default profile settings from the Powder Diffraction File.
The synchrotron pattern is displaced by 200 intensity units for clarity.

International Tables for Crystallography (2019). Vol. H, Chapter 2.10, pp. 200–222.

http://dx.doi.org/openurl?url_ver=Z39.88-2003&rfr_id=ori:rid:wiley.com&rft_id=doi:10.1107/97809553602060000945&rfr_dat=cr%5FsetVer%3D01%26cr%5Fpub%3D10%2E1002%26cr%5Fwork%3DSpecimen%20preparation%26cr%5Fsrc%3D10%2E1002%26cr%5FsrvTyp%3Dhtml
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typically very small beam divergence, and the tunable wavelength

can be very helpful in circumventing some problems.

It will become apparent that many problems relating to

specimen preparation and data quality are directly and indirectly

the result of samples being too coarse to produce a random

powder. The word ‘powder’ forms part of the name of the tech-

nique, but what makes a powder a powder?

2.10.1.1. Powders and particle statistics (granularity)

The question of when a powder is a ‘true’ powder is not new. It

was dealt with in Klug & Alexander (1954) and Alexander &

Klug (1948), and more recently by Smith (Smith, 2001; Buhrke et

al., 1998). The short answer is that at least 50 000 crystallites in

the illuminated volume are necessary to obtain a random powder

pattern.

The classic Debye rings of powder diffraction are formed by

the random orientation of a large number of single crystallites,

which are either physically separate or part of larger agglomer-

ates. These rings used to be a common sight when film cameras

were the norm, but can still be seen where two-dimensional (2D)

or area detectors are used, most often on microdiffraction

systems or synchrotron beamlines. Where there are sufficient

crystallites diffracting, the spots from the crystallites merge into

smooth rings. Problems with insufficient crystallites are often

indicated by the presence of high-intensity spots in the Debye

rings. When using 2D data sets, part or all of the intensity in the

Debye rings may be integrated to produce an average 1D powder

pattern.

More serious problems can arise in cases where 0D or 1D

detectors are used. Most modern laboratory powder diffract-

ometers use some form of 0D point detector (e.g. a scintillation

counter) or 1D position-sensitive detector (PSD). When

collecting data, these detectors pass through the Debye rings

along a radius vector. Should the Debye ring be spotty, it is purely

down to chance whether the detector will intersect with a spot of

higher intensity or low intensity within the ring. An example of

how spotty Debye rings can have an adverse effect on the inte-

grated pattern can be seen in Fig. 2.10.2. Unfortunately there is

usually no indication of the problem in the resulting integrated

1D pattern. The uncertainty with regard to the intensity of the

Bragg reflections is something that must be minimized should

accurate relative intensities be required for an analysis. This

reproducibility is the concern when the term ‘particle statistics’ is

used in relation to powder diffraction. The desirable smooth

Debye rings shown in Fig. 2.10.3 were produced after reducing

Figure 2.10.2
2D images of the spotty Debye rings of a coarse (~35 mm) cement
powder using a Co K� radiation 1 mm point source. Overlaid are SEMs
of the sample material and integrated patterns from the thin slices
indicated in the 2D patterns to illustrate what a point or 1D detector
would see. Note: in these 2D data sets the low 2� rings are on the right-
hand side.

Figure 2.10.3
2D image from the same sample after reducing the crystallites down to a
few mm, together with the properly averaged integrated data.

Figure 2.10.4
2D image showing the Debye rings when the unmilled sample from Fig.
2.10.2 is rotated. The slight spottiness shows that the quality is not as
good as the milled sample, even when not rotated, as shown in Fig. 2.10.3.
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the crystallites to less than a few mm by milling. As shown in Fig.

2.10.4, rotating the coarse unmilled sample greatly improves the

Debye rings compared with those seen in Fig. 2.10.2, but they are

still not as uniform as those from the static milled sample in Fig.

2.10.3.

When using a point detector, granularity often manifests itself

in the presence of a sharp (instrumental width) peak at relatively

high diffraction angle. After a sharp peak at ~68˚ 2� was observed
in the pattern of a railroad tank car corrosion deposit (Fig.

2.10.5), examination of the specimen in an optical microscope

indicated the presence of a single crystal grain of sand (quartz) on

the surface. Re-grinding the specimen removed this artifact. Such

sharp peaks tend to occur at relatively high diffraction angles,

because at such angles the illuminated specimen area is smaller

than at low angles, and the presence of a single crystal grain at the

surface is relatively more important than when a larger area is

illuminated.

An extreme example of granularity is provided by a hand-

ground specimen of Scott’s Moss Control Granules (Fig. 2.10.6).

The even spacing of the strong peaks suggested severe preferred

orientation, but examination of the specimen in an optical

microscope (Fig. 2.10.7) revealed the presence of grains several

tens of mm in size. Regrinding the sample in a

McCrone micronizing mill reduced the crys-

tallite size to a few mm (Fig. 2.10.7), and

resulted in random powder data which could

be used successfully in a Rietveld refinement

(Fig. 2.10.8) and quantitative phase analysis.

An example of granularity at a synchrotron

beamline is provided by (Ba0.7Sr1.3)TiO4 (Fig.

2.10.9). A Rietveld refinement using data

collected from a static capillary specimen was

unsuccessful. In an attempt to understand

why, the diffractometer was driven to the 2�
angle of a strong peak, and a ’ scan was

carried out (rotating the capillary in steps).

The intensity varied by a factor of five, as

individual crystallites came into and out of

diffracting position. Clearly, the intensities

from such a measurement are not meaningful.

When the capillary was rotated rapidly during

a repeated ’ scan, the intensity was constant and

reliable.

Granularity can be encountered even in highly

transparent organic specimens. A synchrotron

pattern of 17�-estradiol showed that the sample was

a mixture of the �-polymorph and an additional

phase. Indexing the unknown peaks yielded the cell

of the �-polymorph, the structure of which was

unknown. The structure of the �-polymorph was

solved using Monte Carlo simulated-annealing

techniques, but the Rietveld refinement (Fig.

2.10.10) was not nearly as good as a Le Bail fit using

the same cell and profile. The errors were then

clearly in the structural model and/or the data.

Examination of the specimen under an optical

microscope revealed the presence of needles �50 �
50 � 150–200 mm in size. Even the rapid rotation of

the capillary specimen was not sufficient to obtain a

powder average of such large crystallites.

Although granularity is normally considered to

affect only the intensities of peaks, in extreme cases

it can also affect the shapes. This is easily seen in a

pattern from very coarse crystalline quartz in Fig. 2.10.11. The

strange looking 101 reflection at 26.6˚ contains contributions from

individual single crystals. When a wider view is taken, the relative

intensities are distorted from those expected, similar to that

seen in Fig. 2.10.2. Flat-plate data from highly-parallel-beam

synchrotron beamlines are more (as opposed to less) susceptible,

as shown by the comparison between flat-plate and capillary data

of LaB6 from the Australian Synchrotron in Fig. 2.10.12. Despite

the use of !-rocking and a Mythen position-sensitive detector,

the flat-plate synchrotron data with 2–5 mm SRM660a LaB6

crystallites show worse splitting of the Bragg peaks than lower-

resolution laboratory data with 100 mm quartz crystallites.

The quantitative effect of particle statistics on diffraction

results can be seen in Table 2.10.1. In the 15–50 mm sample the

intensity varied from 4823 to 11 123 counts, which is a huge

variation when trying to extract reliable intensities for analysis.

Averaging over ten samples, the mean deviation was reduced

from 18.2% to 1.2% when the smallest fraction of <5 mm was

used. The absolute intensities of the largest fraction are signifi-

cantly lower, which was attributed to extinction effects.

The source of this huge variation in errors can be understood

more clearly when the theoretical treatment for quartz from

Figure 2.10.5
The appearance of specimen granularity in a hand-ground specimen of a railroad
tank car corrosion deposit. The pattern was measured using a point detector. The
intense sharp peak at ~68˚ 2� turned out to come from a single crystal grain of sand at
the surface of the specimen. The grain was detected by examination (after the
measurement) in an optical microscope.

Figure 2.10.6
An extreme example of granularity. The pattern is of a hand-ground specimen of Scott’s Moss
Control Granules. No preferred orientation model could fit the langbeinite peaks.
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Smith (Smith, 2001; Buhrke et al., 1998) is considered, which

followed principles first described by de Wolff (1958). By

considering the effects of crystallite size, illuminated volume and

beam divergence, for a monodisperse 40 mm specimen Smith

calculated that only 12 crystallites would be in the diffracting

condition (assuming a point detector). Obviously this is nowhere

near enough to create the desired smooth Debye rings. To obtain

a standard error of less than 1% the number of diffracting crys-

tallites should be over 52 900, which even the 1 mm sample fails to

meet.

Why then does a powder diffraction experiment work? A

number of factors may affect the effective number of crystallites,

many of which will be mentioned in the following paragraphs.

One that isn’t is the multiplicity due to the crystal symmetry,

meaning that there are always at least two equivalent orientations

of each crystallite that would meet the diffraction condition, up to

48 for some cubic reflections. It is worth remembering that these

figures relate to a single phase, so the impact on the errors in

quantitative phase analysis can be considerable. For low-

concentration phases, the number of crystallites is automatically

smaller than those of the major phases, so the effects of granu-

larity might be more pronounced.

When considering the granularity of a particular specimen

there are a few things to consider. The number of diffracting

crystallites depends on the illuminated volume (V), the size of

the crystallites (s), the packing density (�) and the probability

that a crystallite is in the correct orientation (P).

The illuminated volume V depends on a combination of

instrument geometry, specimen geometry and the X-ray

absorption of the sample. The footprint of the X-rays on a

specimen in reflection depends on the beam width, beam length,

the beam divergence (if any) and the diffraction angle. The

effective beam width at the tube window with a typical long-fine-

focus X-ray tube is 0.04 mm, with a length of 12 mm. The beam

width may be increased up to 0.2 mm by using a broad-focus tube

(Jenkins & Snyder, 1996), but these are rarely used in modern

powder diffractometers. With Bragg–Brentano geometry the

beam divergence may be increased to cover the available

specimen, but large divergence angles degrade the peak resolu-

tion. A parallel-beam primary optic produces negligible beam

divergence. The beam width may be reduced

using an exit slit, but the largest beam width

attainable is dependent on the characteristics

of the mirror.

Additionally, V also depends on how

deeply the X-rays can penetrate into the

sample. This depends on the linear absorption

coefficient of the specimen for the particular

radiation being used, and is given (Klug &

Alexander, 1954) by t = (3.2� sin �)/(��0), in
which � is the linear absorption coefficient, �
is the crystal density and �0 is the packing

density. In the absence of other information, a

reasonable assumption for the value of �0/� is
0.5. The penetration with CuK� radiation can
range from >1 mm for an organic material to

a few mm for heavily absorbing specimens.

With Bragg–Brentano geometry this leads to

a potential trade-off between improving

particle statistics and the peak shifts resulting

from sample transparency. As a rule, doubling

the diffracting volume will reduce the errors

in intensity by about 1.5 times (Zevin &

Figure 2.10.7
Optical microscope images of the surfaces of the hand-ground and
micronized specimens of Scott’s Moss Control Granules. The full length
of the bar at the bottom is 100 mm. The hand-ground specimen contains
grains much too large to yield a random powder pattern. Courtesy of B. J.
Huggins, BP Analytical.

Figure 2.10.8
Rietveld refinement plot for micronized Scott’s Moss Control Granules. No preferred
orientation correction was necessary, and the specimen scattered as a random powder. For
angles > 35˚ the vertical scale has been multipled by a factor of 5.

Figure 2.10.9
A rocking curve (’ scan) of (Ba0.7Sr1.3)TiO4, with the detector fixed at
9.647˚ 2�, the top of a strong peak in the synchrotron pattern. The jagged
plot is from a static specimen, and shows individual grains moving in and
out of diffracting position. The flat curve is from a rotating specimen, and
indicates that a powder average was obtained.
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Kimmel, 1995), so is rarely sufficient on its own to solve

problematic particle statistics.

Both the experimental data and theoretical treatment shown in

Tables 2.10.1 and 2.10.2 show that with a typical laboratory setup,

crystallites should ideally be in the range of a few mm in size to

produce accurate intensity data. Reducing the crystallites to

below 1 mmwill improve the statistics further but may also induce

crystallite-size and/or microstrain broadening depending on the

instrument resolution. It is important to note that the crystallites

must be uniformly small. Mineralogists often refer to ‘rocks in

dust’, where there are a small number of very large crystallites

scattered among the sample. Scattering of X-rays is sensitive to

statistics by volume. A few very large crystallites will dominate

(and probably distort) the resulting pattern, so the ‘rocks in dust’

scenario should be avoided whenever possible by correct

specimen-preparation techniques.

As we have seen previously, the granularity can be seen

visually in a 2D data set. If the researcher has access to a 2D

detector this is the quickest way to assess a sample. However,

where such a system is not available, an alter-

native is to use ’ scans. In simple terms this

involves taking data sets of a static specimen but

rotating the specimen by a particular angle

between data sets, for example at 0, 90, 180 and

270˚ in ’. Ideally the patterns should overlap

exactly, although in practice one is looking for

reproducible relative intensities, as the absolute

intensities may change slightly. The examples

used here are the so-called ‘five fingers’ of quartz.

Although they are relatively weak reflections in

the quartz pattern, three overlapping K�1,2
doublets provide a conveniently compact

example. The three data sets shown in Fig. 2.10.13

are -400-mesh quartz (<38 mm), a commercial

quartz with a size less than 15 mm and a sample

milled to less than 5 mm. Optical micrographs of

the -400 mesh and milled quartz samples are

shown in Fig. 2.10.14.

The most obvious feature of the ’ scans is that

the reproducibility of the relative intensities is

poor with the -400 mesh quartz sample. This has

obvious consequences for any analytical tech-

nique relying on accurate peak intensities. All eight of the

patterns from the micronized sample have practically identical

relative peak intensities. It is worth comparing the similar results

in the variability visible in Fig. 2.10.13 with the tabulated errors

for the different methodology used for the data in Table 2.10.1.

The final approach to improving statistics is to increase the

probability P that a crystallite is in the diffracting condition and

visible to the detector. The latter is relevant today with 1D PSD

detectors becoming more common, as the detector can simulta-

neously see multiple crystallite orientations at a particular inci-

dent beam angle, as shown in Fig. 2.10.15. P also increases with

beam divergence; although there are many advantages of

parallel-beam geometry, improving particle statistics is not one of

them.

P is much higher with capillary transmission geometry than for

reflection geometry. By rotating the specimen about an axis

normal to the beam the effective number of orientations ‘seen’ by

the detector increases greatly. This is the reason why a powder

passing a 325-mesh sieve (<45 mm) almost always yields smooth

Figure 2.10.10
Rietveld plot of a mixture of �-17�-estradiol hemihydrate and �-17�-estradiol. The largest
errors occur at the peaks of the � phase. Examination of the sample with an optical
microscope revealed the presence of large single crystals. The rapid specimen rotation at
the synchrotron beamline could not yield a powder average from such a coarse sample.

Figure 2.10.11
The main 101 reflection in data collected from a very coarse (~100 mm)
highly crystalline quartz. The strange peak splitting is characteristic
where there are very large crystallites present in the sample. The inset
shows the diffraction pattern over a wider range and the strangely high
intensity at 50˚ 2� is caused by the detector intersecting a very intense
diffraction spot similar to that seen in the lower part of Fig. 2.10.2.

Figure 2.10.12
Comparison between capillary (0.3 mm, 0.8265 Å) and rocking flat-plate
(strip heater, 1.2386 Å, ! �2˚) data from the Australian Synchrotron.
Data courtesy of Ian Madsen, CSIRO.
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Debye rings in a capillary (Klug & Alexander, 1954), while the

pattern would be granular in reflection. Specimen rotation has

also been long employed in reflection geometry (de Wolff, 1958;

de Wolff et al., 1959), and a sample spinner is now a standard

attachment for commercial diffractometers. When properly

applied, the use of a spinner can reduce the standard deviation of

the integrated intensity by a factor of approximately 4–5 (�7–8
for peak intensities) (de Wolff et al., 1959), corresponding to a

reduction in the effective crystallite size by a factor of 3 (Zevin &

Kimmel, 1995). However, depending on the sample, as seen in

Table 2.10.2 this can be insufficient on its own as it rotates the

specimen only in a single plane. Where a spinner is used in

conjunction with a point counter, it is important that the spinner

must complete at least one rotation during each step to maximize

its effectiveness. In order to further improve the particle statistics

it is possible to construct spinners that tilt back and forth along an

axis normal to the beam (similar to the capillary concept) in

addition to the normal axis of rotation. This is effective in

improving particle statistics but adversely affects the para-

focusing condition in Bragg–Brentano geometry. It is important

to note that specimen rotation improves grain-sampling statistics,

but does nothing to alter preferred orientation.

The term ‘micronized’ is one that is frequently seen in papers

on quantitative phase analysis. Potentially any kind of mill could

be used to reduce the crystallites down to the desirable mm size

range (such as shown in Fig. 2.10.14a and b). However, most mills

use high-energy percussion-like impacts between the grinding

media and the sample, which tend to damage the crystal structure

in softer materials and induce microstrain into the material. In

extreme cases the sample can become completely amorphous.

There is also the potential problem of modifying the polymorph

with samples susceptible to such changes. The mill produced by

McCrone (http://www.mccrone.com) was designed specifically for

the preparation of X-ray diffraction and X-ray fluorescence

samples, and the shearing milling mechanism minimizes damage

versus conventional impact milling. It is necessary to use wet

milling to produce the best results, so it is up to the analyst to

choose the best media compatible with both the sample and the

polymer micronizing vials. Commonly used are ethanol, isopropyl

alcohol, n-hexane and water; it is not advisable to use acetone, as

this solvent dissolves the polymer jars supplied with this mill. A

limitation of most forms of milling is the requirement for a

relatively large amount of sample. In the McCrone mill a volume

of >1 ml is usually required, although desperate scientists have

been known to dilute the specimen with amorphous material,

such as silica gel. The analyst should also be aware of the possible

contamination of samples by degrading and eroding grinding

Table 2.10.1
Intensity (counts) and mean deviation in intensity of the main quartz 101
reflection with a stationary sample of -325 mesh quartz powder

Data from Alexander et al. (1948) and Klug & Alexander (1954).

Crystallite size

Data set 15–50 mm 5–50 mm 5–15 mm <5 mm

1 7612 8688 10841 11055
2 8373 9040 11336 11040
3 8255 10232 11046 11386
4 9333 9333 11597 11212
5 4823 8530 11541 11460
6 11123 8617 11336 11260
7 11051 11598 11686 11241
8 5773 7818 11288 11428
9 8527 8021 11126 11406
10 10255 10190 10878 11444
Mean % deviation 18.2 10.1 2.1 1.2

Table 2.10.2
Theoretical behaviour of different crystallite sizes of quartz in a volume
of 20 mm3

Data from Smith (2001).

Crystallite diameter (mm) 40 10 1
Crystallites per 20 mm3 5.97 � 105 3.82 � 107 3.82 � 1010

No. of diffracting crystallites 12 760 38 000

Figure 2.10.13
’ scans of the five fingers of quartz for (a) <38 mm, (b) <15 mm and (c)
micronized samples.
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elements (corundum or agate in the micronizing mill; possibly

iron, WC, SiC etc. in other types of mill).

Obviously, a reduction of the crystallite size to the mm-sized

region will produce size broadening if the instrument has suffi-

cient resolution to detect it. It is worth bearing in mind that

micronizing does not guarantee a problem-free sample. Micro-

nized specimens almost always exhibit some microstrain broad-

ening. In principle, this could be decreased by an annealing

treatment, but this step is rarely practiced. When a mixture

contains both very hard and very soft phases, the hard phases

may not mill properly. This has been observed in mixtures

containing organics and a minor quartz fraction. Despite milling

for 30 min or more, the classical split 101 quartz reflection (such

as seen in Fig. 2.10.11) was still visible in some data sets, an

indication of the ‘rocks in dust’ phenomenon. Although the

McCrone mill is designed to minimize microstructural damage to

samples, damage can still occur with very soft materials, and

ductile materials may weld as opposed to mill. With very soft and

pliable materials a possible alternative could be to cryo-mill the

samples, taking advantage of the increased brittleness of mate-

rials at low temperature.

2.10.1.2. Preferred orientation

Preferred orientation is usually undesirable in a powder

diffraction pattern, although sometimes it is the information

required, as in texture studies. One of the exceptions is the

analysis of clays, where orientation is deliberately induced to

identify related reflections. Preferred orientation manifests itself

as continuous but non-uniform intensity in the Debye rings, and

so is easily characterized with 2D detectors. Preferred orientation

does not change the total diffracted intensity, but renormalizes

some classes of reflections with respect to others.

Reference is commonly made to a preferred-orientation

‘correction’. Strictly speaking, what is done is ‘modelling’ of the

preferred orientation. The proper way to correct preferred

orientation is through better specimen preparation.

Models for preferred orientation exist in many analysis

packages, specifically the March–Dollase (Dollase, 1986) and

spherical-harmonics (Järvinen, 1993) formalisms. Apparent

severe preferred orientation may be a sign of large crystallites,

which may result in one or more of the other problems outlined

in this section.

Additional care must be taken where software corrections are

used during quantitative phase analysis, where overlapping

reflections can cause serious correlations and erroneous results.

The March–Dollase correction is less prone to this, as an orien-

tation direction must be supplied by the analyst. The spherical-

harmonics correction has no such constraint. It behaves properly

where peak overlap is not extensive, but negative peak intensities

are not uncommon (especially when too high an order is used)

when applying it without thought in complex mixtures. Negative

peak intensities are obviously impossible, so the results of such an

analysis must be viewed with great suspicion.

The presence of preferred orientation can be most easily

discerned by comparing the observed pattern to a calculated

pattern (random) of the same phase from the Powder Diffraction

File or other source. The likelihood of preferred orientation

can be assessed by calculating the Bravais–Friedel–Donnay–

Harker (Bravais, 1866; Friedel, 1907; Donnay & Harker, 1937)

morphology from the crystal structure using Mercury (Sykes et

al., 2011) or other tools.

Orientation tends to occur in materials where the crystallites

have either a needle or plate-like morphology. Plates are

common in the analysis of mineral samples, such as the

commercial phlogopite mica used here as an example. Conven-

tional top-loading of such samples can result in very few reflec-

tions being visible because of almost perfect orientation of the

plates during pressing, as seen in Fig. 2.10.16. Where the aspect

ratio of the crystallites is large, micronizing the sample does not

reduce the preferred orientation significantly (Fig. 2.10.17).

The most common approach to decrease preferred orientation

of troublesome samples such as this mica is a technique known as

back-loading. [Others are discussed in Buhrke et al. (1998).] The

concept is that the surface of the sample is not subjected to

Figure 2.10.14
Optical micrographs of (a) -400 mesh quartz at 100� magnification and
(b) quartz milled in a McCrone micronizer for 15 min in isopropyl
alcohol at 150� magnification.

Figure 2.10.15
Diagram showing the source of improved particle statistics in reflection
geometry using a 1D position sensitive detector (PSD) versus a point
detector.
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significant compression, yet remains flat. An example of a

commercial back-loading holder is shown in Fig. 2.10.34. These

holders are filled while upside down with the back removed. The

cavity is filled with sample using minimal pressing, the back of the

holder is replaced, and then the whole assembly including

specimen is flipped the right way up. Generally, the deeper the

holder the lower the compressive force on the analysed surface,

but the trade-off is the requirement for large amounts of sample.

Many of the samples exhibiting plate-like morphology possess

low-angle reflections (such as mica and illite) so the sample area

cannot be reduced too much to reduce sample volume, or beam

overspill may occur.

A variation of the back-loading sample holder is the side-

loading sample holder. These are less common, although the

sample is still loaded against some surface in the same fashion as

the back-loading variant. As the name implies, the difference is

that the sample is introduced from a hole in the side as opposed

to the back, and the hole is then plugged after filling.

Simple back-loading of samples in itself is not always sufficient

for very platy samples such as the high-aspect-ratio mica used

here. Fig. 2.10.18 shows the result from back-loading a micro-

nized sample of the mica onto a smooth surface.

Although the result is improved, the specimen is still not a

random powder. A useful approach in these circumstances is to

make the surface of a back-loaded sample deliberately rough to

break up the orientation of the plates. An easy way to achieve

this is to load the sample onto the surface of sandpaper or a

coarse ground glass slide. Sandpaper has the advantage of being

disposable so avoiding cross-contamination among samples. Not

all sandpaper has the desired jagged surface, so it may be

necessary to experiment to find the best. The paper used for the

data shown here was a 400-grit carborundum paper, the surface

morphology of which is shown in Fig. 2.10.19. The rough surface

will cause some slight defocusing in a parafocusing setup and

reduce the count rates somewhat, but in many cases the advan-

tages outweigh the disadvantages.

The result of back-loading the micronized mica onto the 400-

grit carborundum paper is shown in Fig. 2.10.20. The dominance

of the 00l reflections is reduced even further than when mounted

onto a smooth surface. The approach is simple enough that it is

used routinely in at least one laboratory dealing with large

numbers of mining and mineral samples (Raudsepp, 2012). Back-

loading samples is more time consuming than top-loading.

Consequently, where high sample throughput is required, back-

loading can be reserved for those samples where orientation is a

problem.

Figure 2.10.16
Top: diffraction pattern of top-loaded 400 mesh phlogopite mica.
Bottom: calculated random pattern.

Figure 2.10.17
Diffraction pattern of top-loaded miconized phlogopite mica.

Figure 2.10.18
Diffraction pattern of miconized phlogopite mica when back-loaded
onto a smooth surface.

Figure 2.10.19
20� optical micrograph of a cross section of the 400-grit carborundum
paper used for back-loaded mica.
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Without resorting to transmission measurements, preferred

orientation from platy samples may be almost, if not completely,

eliminated by spray drying micronized samples (Hillier, 1999,

2002; see Fig. 2.10.21). This process produces spherical agglom-

erates (Fig. 2.10.22) that have no tendency to orient if

handled gently. The disadvantage is that a relatively large amount

of sample is often required because of inefficient sample

recovery. Equipment optimized to reduce sample loss for spray-

dried XRD samples may be bought in kit form (http://www.

claysandminerals.com/spraydrykit), or constructed in house using

a small air-brush and heated oven.

One potential practical problem when using spray-dried

material with ��2� geometry instruments is that the spherical

particles can start to roll out of the specimen holder at higher 2�
angles (Raudsepp, 2012). The effectiveness of spray drying can be

seen as the relative intensities from the top-loaded spray-dried

material are almost identical to those in data obtained from the

capillary experiments. The spray-dried spheres are very delicate

and pressing of the sample must be avoided where possible.

It is worth noting that the platy nature of this mica was so

extreme that the micronized mica tended to orient slightly inside

the capillary if too much energy was applied during the filling

process (e.g. using ultrasonics). Arguably, a capillary measure-

ment using a spray-dried material is the ultimate precaution

against preferred orientation effects, and the excellent flow

characteristics of the spheres mean that the agglomerates remain

Figure 2.10.20
Diffraction pattern of micronized phlogopite mica when back-loaded
onto 400-grit carborundum paper.

Figure 2.10.21
Diffraction pattern of top-loaded spray-dried phlogopite mica. The
sample was not pressed; instead, a flat surface was produced by lightly
scraping off excess material with a microspatula.

Figure 2.10.22
SEMmicrograph of spray-dried micronized phlogopite mica (courtesy of
M. Raudsepp, University of British Columbia).

Figure 2.10.23
View through the alignment scope of the spherical spray-dried mica
inside a 0.5 mm capillary.

Figure 2.10.24
Plot of the ratio of the integrated intensities of the 001/200 reflections of
the mica using different sample-preparation techniques.

Figure 2.10.25
SEM micrograph of wollastonite needles.



209

2.10. SPECIMEN PREPARATION

intact while filling the capillary (Fig. 2.10.23). Fig. 2.10.24 gives a

summary of the effectiveness of the different sample-preparation

techniques for this particular mica sample in terms of the ratio of

the integrated intensities of the 001 and 200 reflections. The

spray-dried sample with careful top loading can produce a

pattern practically equivalent to the capillary data set.

Plates are not the only problematic morphology. Needle-

shaped crystallites such as those exhibited by wollastonite (Fig.

2.10.25) and some organic compounds can also show significant

problems when top-loaded. In fact, lath-like crystallites such as

wollastonite can orient in two directions at the same time, so the

behaviour can be more complicated than that of materials with

plate-like morphology (see Figs 2.10.26, 2.10.27 and 2.10.28).

2.10.1.3. Absorption (surface roughness), microabsorption and
extinction

Absorption, microabsorption and extinction effects all alter

peak intensities, although particularly low absorption (e.g. from

organics) can give rise to sample transparency in reflection

geometry (as discussed in the section on the choice of sample

mounting), where a peak shift and change in profiles can occur.

Microabsorption and extinction solely affect the peak intensities.

Microabsorption (also known as absorption contrast) and

extinction are effects that complicate quantitative phase analysis.

They are both still related to size � particles in the case of

microabsorption and crystallites in the case of extinction.

2.10.1.3.1. Absorption (surface roughness)

Absorption is an obvious issue when using capillaries in

transmission (a convenient calculator is available on the 11-BM

web site, http://11bm.xray.aps.anl.gov), but absorption can also

affect data obtained in reflection using Bragg–Brentano

geometry through the mechanism commonly described as

‘surface roughness’. In essence, the increasing packing density

with depth leads to lower intensities at low diffraction angles,

leading to anomalously low or negative displacement parameters

(much as absorption does in capillaries). There are two compo-

nents to the effect (Fig. 2.10.29, Suortti, 1972). The constant

decrease in intensity is generally incorporated into the refined

scale factor. The angle-dependent portion becomes more signif-

icant as the packing density is reduced.

The effect is greatest with strongly absorbing materials

analysed in reflection geometry, so care should be taken to

produce a sample with a smooth surface and uniform density

where possible. An example is provided by the patterns (Fig.

2.10.30) of a commercial cobalt silicate (which turned out to

consist of a mixture of phases). A pattern from a slurry deposited

on a zero-background cell – a technique useful for small samples,

but which produces a rough surface – yielded significantly lower

Figure 2.10.26
Effect of preferential orientation on data from top-loaded wollastonite
compared with the calculated pattern from the literature wollastonite-
1A structure (Ohashi, 1984).

Figure 2.10.27
Rietveld refinement fit to the literature wollastonite-1A structure
(Ohashi, 1984) with data from a 0.3 mm capillary with no orientation
corrections.

Figure 2.10.28
Rietveld refinement fit to the literature wollastonite-1A structure
(Ohashi, 1984) with data from a 0.2 mm capillary with no orientation
corrections.

Figure 2.10.29
The effect of surface roughness on the intensity compared to that of a
bulk copper specimen. Data from Suortti et al. (1972).
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peak and background intensities at low angles than a conven-

tionally front-packed specimen. Refinement using the ‘rough’

data yielded unreasonably negative displacement coefficients.

Including a surface-roughness model in the refinement resulted

in reasonable displacement coefficients, identical to those

obtained using the ‘flat’ data.

Models by Suortti (1972) and Pitschke et al. (1993) exist in

most analysis software. They both yield similar results, but the

Suortti correction is generally regarded as slightly more stable at

2� angles below 20˚.

2.10.1.3.2. Microabsorption

Microabsorption is widely regarded as the greatest impedi-

ment to the application of quantitative phase analysis with

powder X-ray diffraction data. Misapplication of a micro-

absorption correction can degrade accuracy (Scarlett et al., 2002).

The infamous sample 4 in the Commission for Powder Diffraction

quantitative phase analysis round robin (Scarlett et al., 2002) was

deliberately designed to be difficult to analyse accurately using

any wavelengths available to a laboratory X-ray diffractometer

because of microabsorption effects.

Brindley (1945) published a theoretical correction (model) for

microabsorption, but the range for an appropriate application

can be easily exceeded. In the absence of such a correction,

relative concentration errors can commonly be 20–30%. The

extent of microabsorption for a phase was described by Brindley

in terms of �D, where � is the linear absorption coefficient andD

is the particle (not crystallite) diameter. While a crystallite size

can be estimated from the profile widths, determining the particle

size requires additional information, such as laser light-scattering

measurements. Where �D > 0.1 the Brindley correction may not

be accurate, and ideally �D for every phase present should be

less than 0.01, where microabsorption can safely be ignored.

Brindley also suggested a rule-of-thumb for the maximum

acceptable particle size for quantitative phase analysis, where

Dmax = 1/(100�).
The terms � and D show that microabsorption can be affected

by X-ray wavelength and particle size. The easiest approach for

the analyst with a troublesome sample is to reduce the particle

size by micronizing the sample. Some in-house laboratories may

have multiple systems or the flexibility to change wavelengths. As

a rule the linear absorption coefficient decreases with increasing

energy, but users should beware of absorption

edges that can create a serious discontinuity

in this trend. Synchrotron beamlines have

more flexibility for avoiding absorption edges

and can achieve higher energies that are not

practical in laboratory systems. Even when

using this high-energy ‘sledgehammer’

approach there is still a benefit to reducing

the crystallite size to avoid some of the other

effects mentioned in this chapter.

Microabsorption results from differences

in linear absorption coefficients and particle

sizes, and can sometimes arise in unexpected

situations. Adding a NIST SRM 640b silicon

internal standard to a micronized mullite

sample (Kaduk, 2009) in order to quantify the

amorphous content resulted in a significant

microabsorption effect, the result of differ-

ences in both particle size and absorption

coefficients. The microabsorption could be

overcome by micronizing the mullite/Si blend.

Even in cases where the absorption contrast is small,

large differences in particle size can result in significant micro-

absorption effects. For anatase/rutile mixtures (� = 489.4 and

534.2 cm�1, respectively) in which the anatase and rutile particle

sizes were 3 and 150 mm, respectively, concentration errors of

20% relative were observed. The errors were corrected by

micronizing the mixtures (Kaduk, 2013). Similarly, mixtures of

large-particle (23 mm) MFI zeolite (� = 65.66 cm�1) and a quartz

internal standard (� = 96.39 cm�1, 10 mm) resulted in relative

concentration errors of 5%; these errors were corrected by

micronizing the mixtures.

Neutrons are absorbed much less than X-rays, which means

that microabsorption is practically nonexistent in neutron

diffraction data. The lack of microabsorption is why neutron

diffraction is often regarded as the ‘gold standard’ for quantita-

tive phase analysis, although the beamline proposal process tends

to make its application in conventional quantitative phase

analysis uncommon. The application of quantitative phase

analysis using neutron diffraction data is most often seen

when studying phase evolution in an in situ experiment.

Microabsorption is an issue specific to quantitative phase

analysis and a more detailed discussion of the problem is given in

Chapter 3.9.

2.10.1.3.3. Extinction

Extinction effects are not common in X-ray powder diffraction

but may be significant when using neutrons. Extinction is

dependent on the size/shape of the coherently diffracting

domains, and is a multiple-scattering phenomenon. Primary

extinction occurs when a second diffracting event occurs within a

single crystallite. Secondary extinction occurs in mosaic crystals

and is not seen in powders. When primary extinction occurs, the

re-diffracted beam will continue in the same direction as the

incident beam but interfere destructively with it. Re-diffraction

within a crystallite is not likely to occur where imperfections

disrupt the ordering of a crystallite. Consequently, primary

extinction is usually only seen in powders of highly ordered and

crystalline materials. A classic example is powdered single-crystal

silicon as used in studies on extinction such as that by Cline &

Snyder (1987). The most commonly encountered phase that can

exhibit primary extinction is high-quality natural quartz.

Figure 2.10.30
Powder patterns of a commercial cobalt silicate sample, measured from a (rough) slurry-
mounted specimen (red) and from a (flat) conventional front-packed specimen (green). The
surface roughness decreases the intensities of the low-angle peaks and background.
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Zachariasen (1945) described an extinction correction (model)

including terms relating to crystallite size, wavelength, structure

factor and scattering angle. Extinction effects will be apparent

with large crystallites and long wavelengths. Extinction effects

are also greater for the more intense (low-angle) reflections, so

extinction mimics the effects of small displacement parameters.

In a single-phase system, unexpectedly low or even negative

displacement parameters may be the only sign that extinction

effects are present. In a multiphase system the effects of extinc-

tion will reduce the apparent phase fraction of the affected phase

with respect to the rest of the sample. In fact, studying extinction

experimentally is often done by using its effects on quantitative

phase analysis to untangle the different effects (Cline & Snyder,

1987). The frequently high quality of natural quartz makes the

quantitative phase analysis of mineral samples the most likely

scenario for the appearance of extinction in a practical laboratory

setting.

The wide range of wavelengths and wide range of (sin �)/�
used in time-of-flight (TOF) neutron diffraction makes extinction

effects particularly pronounced. Consequently TOF data often

require the application of an extinction correction (Sabine et al.,

1988). Constant-wavelength neutron diffraction frequently uses

longer wavelengths than normally used in the laboratory or

synchrotron beamlines, so the user must be aware of possible

problems.

Despite the danger of ‘message fatigue’, the dependence of

primary extinction on crystallite size adds yet another reason to

reduce the crystallite sizes to the order of 1 mm or so. Theoreti-

cally, single-crystal silicon will exhibit extinction with copper

radiation with crystallite sizes of 5 mm.

2.10.1.4. Holders

2.10.1.4.1. Reflection sample holders

In a laboratory setting these are the most common type of

holders – normally for use in a Bragg–Brentano instrument. A

wide variety of sample holders for different applications are

available. Several different holders and techniques will be

described, but there are some issues common to all holders in

reflection geometry, particularly with Bragg-–Brentano geometry.

In Bragg–Brentano parafocusing geometry care should be

taken that the surface of the sample is flat. If the surface is not flat

the parafocusing condition is violated and will degrade the peak

resolution and positions; in addition, surface roughness can affect

the intensities. Where there is a cavity it seems straightforward to

make sure that the sample surface is level with the top surface of

the holder. The peak positions obtained in Bragg–Brentano

geometry are very sensitive to specimen displacement; a vertical

displacement of 20 mm in a typical diffractometer will shift the

peaks by approximately 0.01˚ 2�. The derivation of the equation

for the effect of displacement on peak position is given in Fig.

2.10.31. The minus sign in the equation reflects the convention

that the displacement is positive if it increases the radius of the

diffracting circle, i.e. the sample is too low. Front-packed speci-

mens are almost always too high, so the analyst needs to refine

his/her technique to minimize the displacement errors.

The sensitivity to specimen displacement is such that even dirt

between the reference surface of the sample stage and the holder

can produce a detectable peak shift. Dust accumulation inside

a powder diffractometer is almost inevitable, so occasionally

cleaning these surfaces is recommended.

Parallel-beam-geometry diffractometers have become popular

in many laboratories because some of these problems are

avoided. Although there are often some disadvantages in terms

of peak resolution and grain sampling, they allow more flexibility

in the mounting of specimens. For instance, rough sample

surfaces and displacements do not cause the aberrations that are

apparent in data from conventional parafocusing diffractometers

when the same samples are analysed with a parallel-beam

system.

Many different types of holders for reflection geometry are

available commercially from the instrument vendors, but often

home-made holders can be equally effective and customized for

specific tasks. Most common are the different types of top-

loading sample holders made from plastic or metal, often with a

cavity to hold the sample. Commonly the cavities are larger or

smaller than those offered by the vendors. The cavity may include

some form of zero-background plate such as specially cut single-

crystal silicon (Fig. 2.10.32) or quartz, although this does add a

significant cost. Some quartz plates may exhibit forbidden

reflections or contain inclusions, so they should be tested before

use in a sample spinner.

In addition to the standard holders, more specialized holders

may be bought or built, or indeed fabricated using a 3D printer.

These include holders for air-sensitive samples (Fig. 2.10.33),

back-loading (Fig. 2.10.34) and side-loading holders, holders for

filter papers, clay samples etc. Any laboratory with a competent

workshop can construct a wide variety of holders, including those

for complex in situ work, which is discussed in Chapter 2.9. One

common theme is that any material in the X-ray beam path must

be kept to a minimum to reduce attenuation. Ideally any such

material (such as the polymer dome of the air-sensitive holder

shown in Fig. 2.10.33) should be as far away from the diffracting

plane as possible. A secondary monochromator can be effective

in stopping the parasitic scattering from reaching the detector,

but with a PSD there is greater reliance on good design to reduce

it as much as possible. A common approach with home-designed

and -constructed sample holders for air- or moisture-sensitive

samples is to cover the sample with a thin Kapton or Mylar film

attached with a bead of silicone grease.

Figure 2.10.31
Derivation of the equation relating peak displacement to sample
displacement (s) in parafocusing geometry. R is the goniometer radius.

Figure 2.10.32
A home-made top-loading zero-background silicon holder with a 0.5 mm
deep cavity.
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One of the most common questions asked by users of

laboratory instruments is how to deal with small sample sizes. In

an ideal world, a specialist microdiffraction system or capillary

geometry could be used, but many laboratories do not have

access to such equipment. How problematic such samples can be

depends to some extent on the mass absorption coefficient of the

sample. Conventional powder diffraction data relies on having a

sample with an ‘infinite sample depth’. However, that depth can

be very small for samples with very high absorption coefficients.

In those cases, spreading the sample in a very thin layer can still

yield reasonable relative intensities across a large range of 2�
angles. With low-absorbing samples such as organics the relative

intensities will drop off at higher angles as the sample is no longer

‘infinitely thick’, as shown in Fig. 2.10.35. However, the peak

positions will be more accurate than with deeper samples because

of the lack of transparency effects in thin samples. Consequently,

it is not uncommon to obtain two data sets from such samples:

from a thin sample to obtain good peak positions, and from a

deep one to obtain better relative intensities. The details of

sample penetration are given in Chapter 5.4.

Most modern holders are circular and the specimen is often

loaded into a round cavity. As the beam ‘footprint’ is rectangular,

this is not the most efficient use of the material, as a significant

portion will always remain outside the beam. Prior to the intro-

duction of sample spinners, square and rectangular cavities were

quite common. It is good practice to know the footprint of the

beam at various diffraction angles by observing the illuminated

area of a fluorescent specimen. Should the material be in parti-

cularly short supply and sample spinning is not absolutely

necessary, the powder may be mounted in the minimum rectan-

gular shape to be illuminated by the incident beam. Such an

approach may be combined with the use of motorized divergence

slits to maintain a constant beam length on the sample. Although

most analysis software assumes constant divergence slits, the

correction is well known and implemented in most commercial

software.

In order to avoid background from the sample holder, thin

specimens are usually mounted on flat zero-background plates. It

is useful to have the surface of the plate lower than the reference

surface (50 mm is a common value) to minimize specimen

displacement effects. In practical terms, thin samples are

historically referred to as smear mounts. Slurry mounting using

ethanol or acetone often yields a self-adhesive specimen, but it is

tricky to obtain the correct slurry rheology to produce a non-

lumpy, thin and even layer across the surface; surface roughness

is often apparent in the pattern. Loose, friable samples may be

problematic with spinning specimens or the tilting specimens in

��2� geometry. A number of materials have been used over the

years to adhere thin powder samples to flat plates; common ones

are thin smears of Vaseline or grease, but analysts often have

their own favourites. The particular material used to stick the

sample to the surface is often the result of testing a large number

Figure 2.10.33
Commercial holder for air-sensitive samples. This particular holder for
small samples has a flat silicon zero-background plate and a polymer
dome which screws down against a rubber o-ring seal.

Figure 2.10.34
Filling a commercial back-loading sample holder. The holder is held
against a base surface (sandpaper in this case) while filling, the back is
replaced and then the holder is flipped over to reveal the sample surface
once the clips are removed.

Figure 2.10.35
Data from powdered sucrose on a Bragg–Brentano instrument, with the
peak intensities normalized to the first reflection. The thin sample was
prepared by sieving onto a low-background silicon plate made slightly
tacky using hairspray. The inset shows that there is a slight peak shift
between the two data sets as well as the predicted decay in relative
intensities with the thin sample with 2� angle.
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of options to find the one with the lowest background and fewest

non-Bragg reflections. An unusual alternative is hairspray, which

produces a tacky surface when applied correctly whilst having a

minimal effect on the resulting diffraction pattern. The medium

chosen may also depend on whether the sample must be recov-

ered intact, as contamination with grease might not be accep-

table. The effect on the background of different adhesion

materials can be seen in Fig. 2.10.36. The Vaseline and vacuum

grease smears add broad reflections at approx. 19 and 11˚ 2�,
respectively, with Cu K� radiation. Where data collection starts

above the main portion of the peak the effect may be hardly

noticeable, but could be problematic when starting at low 2�
angles. Such broad patterns are straightforward to model with a

Debye (diffuse scattering) function, and it is not necessary to

subtract them from the raw data.

Should the instrument have parallel-beam geometry, an alter-

native approach is to use a fixed incident-beam angle, more

commonly known as grazing-incidence geometry. In this way the

volume of sample illuminated is constant with angle, so in the

absence of secondary diffractometer optics the relative intensities

will match those expected with conventional geometry. An

unfortunate effect of conventional grazing-incidence geometry

with long slits is that the peak widths degrade significantly at

lower incident angles (Toraya & Yoshino, 1994). It is possible to

model the peak broadening in a Rietveld refinement (Rowles &

Madsen, 2010) but it is not straightforward. Use of an appropriate

secondary optic can avoid the peak-broadening problem but

introduces a complex, geometry-dependent intensity correction

(Toraya et al., 1993).

2.10.1.4.2. Transmission sample holders

Transmission geometry of any type is best suited to samples

with low absorption such as organics and polymers, and is

preferred for such samples when available. Transmission

geometry has advantages when data are required at low

diffracting angles. While the beam often has to be stopped-down

in reflection geometry to avoid overspilling the sample, this

undesired attenuation of the beam is not required for transmis-

sion geometry. Another advantage common to both the foil and

capillary transmission techniques is that a small quantity of a

powdered sample is usually sufficient. Samples small enough to

be problematic with reflection geometry will often be perfectly

adequate for transmission.

Data collection in transmission geometry is best done with

either a parallel-beam or focusing geometry; the focus should be

at the detector. Data can be collected using a divergent-beam

setup, but the intensities obtained are very low and the resolution

is usually poor. Parallel-beam geometry has the advantage that it

is able to perform reflection and transmission measurements

equally well.

2.10.1.4.2.1. Flat foils

Although less commonly used with modern diffractometers,

the foil-type transmission sample mounting was quite common in

some older-style X-ray cameras. Sprinkling powders onto single-

sided Scotch tape was sometimes used with instrumentation such

as Hägg–Guinier cameras, but care should be taken as the quality

of the tapes as diffraction substrates can vary wildly; the crys-

tallinity of the polymer can be high or low, and the adhesive

sometimes contains mineral inclusions, such as talc. In the

modern diffractometer, foil-type transmission data can some-

times be collected using the same rotating sample stage as for

reflection measurements. Simply turning the stage by 90˚ and

using a different holder can be sufficient if the optical config-

uration is suitable for both reflection and transmission. For solid

organic samples such as polymers this foil transmission geometry

has significant advantages because of the lack of transparency

effects. It is worth noting, however, that the processing of poly-

mers can induce significant texture, such that the data collected

from a film in reflection geometry will not necessarily be identical

to those collected in transmission. Should a reproducible pattern

independent of geometry be required, then steps should be taken

to reduce the sample to a true random powder and/or a 2D

detector should be used.

With powder samples the technique requires the use of a

transparent substrate, usually in the form of a thin polymer film

or foil. In an analytical laboratory the easiest place to find such a

substrate is the X-ray fluorescence laboratory, where very thin

X-ray transparent polymer films are used for both sample

supports and covers for liquid cells. Some of the materials used in

these applications are familiar in the diffraction community as

windows, i.e.Mylar and Kapton, but others such as polypropylene

are not. The substrate will obviously add to the background, but a

good substrate from a diffraction standpoint combines transpar-

ency with a lack of sharp features in the diffraction pattern. This

makes fitting the background much easier. Any holder must be

capable of stretching or holding the film flat across an opening for

the X-ray beam. A commercial version of a foil-type holder is

shown prior to assembly in Fig. 2.10.37. Example data from three

different XRF films are shown in Fig. 2.10.38, together with that

from a thicker Kapton foil commonly used as window material. It

is notable that, despite the two 7.6 mm Kapton films being almost

twice as thick as the Mylar or polypropylene films, the scattering

from them is almost identical. The lack of any distinctive, sharp

features above 6˚ 2� in the Kapton films makes them attractive in

this region, but for low-angle data Mylar is probably the better

choice. Although giving a generally higher background, the

thicker 50 mm Kapton foils can be used very successfully (see Fig.

2.10.39). Despite the greater attenuation they are much easier to

handle, as their greater stiffness and weight makes them less

susceptible to static electricity.

One advantage of transmission foil mounts is the small amount

of sample required. In a similar way to producing smear mounts

Figure 2.10.36
Diffraction pattern from a silicon-wafer zero-background holder, smears
of Vaseline and Corning high-vacuum grease, and the surface treated
with hairspray.
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for reflection geometry, there are a number of ways to prepare

the thin layer required. Loose powders may be trapped between

two foils as in Fig. 2.10.39, or alternatively a slurry or smear

mount may be used in a similar way to reflection geometry.

Although the sample may adhere sufficiently such that a single

foil can be used, it may be necessary to use a sandwich in the

same way as a loose powder. For instance, slurries do not usually

adhere well to Kapton foils, so it is often better to sacrifice a little

intensity from the additional Kapton attenuation and ensure the

sample does not fall away during data collection. Lack of adhe-

sion could be regarded as an advantage with regard to recovery

of valuable samples. Where an adhesive is used, the same

considerations as with a smear mount in reflection still apply with

regard to background etc.

Ideally the sample thickness should be perfectly uniform, but

in practice this will rarely be achieved. Commonly a specimen in

visible light transmission will appear something like that seen in

Fig. 2.10.40. Rotation is used to average out inhomogeneity in the

specimen.

Sedimentation during slurry mounting and compression of

powders between two foils can lead to preferential orientation

in foil transmission samples just as with flat-plate reflection

specimens. Although the physical effect is the same for plate-

like crystallites, it should be remembered that the crystallite

orientation with respect to the beam is rotated by 90˚, so the

Figure 2.10.37
Parts prior to assembly of a transmission foil sample in the holder. In this
instance, micronized quartz is held as a loose powder between two 50 mm
Kapton foils while the upper foil is stretched into place by the black clip.

Figure 2.10.38
Transmission data from double layers (as used for powder samples) of
different polymer substrate films. They include 3.6 mm Mylar, 4.0 mm
polypropylene and 7.6 mm XRF films, and a thicker 50 mm Kapton foil.

Figure 2.10.39
Diffraction pattern from loose SRM640c powder between two 50 mm
Kapton foils.

Figure 2.10.40
Transmitted light view of a micronized quartz sample through 50 mm
Kapton foils.

Figure 2.10.41
Comparison of data from micronized 40S mica taken in reflection and
transmission geometry, and spray-dried material in reflection geometry.
For improved clarity the spray-dried and transmission data sets are
translated by +1˚ and +2˚ 2� respectively.
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resulting diffraction patterns will not look the same. This

becomes very apparent when comparing the foil transmission

and reflection patterns from the micronized mica in Fig. 2.10.41.

Foil transmission specimens are usually rotated in a similar

fashion to a reflection sample, but the improvement in statistics

falls short of that found in the capillary geometry described in the

next section.

One thing worth considering is that there is an inherent

angular intensity aberration due to the plate transmission

geometry. Owing to geometrical considerations, the path length

through the specimen (and support) increases with angle with a

resulting increase in absorption. For refinement work, a 1/cos �
correction can be applied.

2.10.1.4.2.2. Capillaries

Capillaries are particularly suitable for small samples, air- and

moisture-sensitive samples and organics where the absorption is

low enough to cause transparency effects in reflection data. They

are also commonly used for materials with platy morphologies

such as clays to eliminate or greatly reduce preferred-orientation

effects. They are less effective at reducing preferred orientation

in materials with needle-like morphologies but are still useful, a

possible analogy being that the crystallites pack into the capillary

like a handful of pencils in a glass. The extent of the problems

with needles depends on the aspect ratio of the needles and the

diameter of the capillary used – smaller diameter capillaries

usually being more problematic. Figs. 2.10.27 and 2.10.28 show

the example of wollastonite powder mounted in 0.3 and 0.2 mm

capillaries, respectively, where orientation effects become

pronounced in the 0.2 mm capillary. Fortunately, needle-like

morphology is observed more often in organic crystallites, where

larger-diameter capillaries can be tolerated.

Glass and fused silica (‘quartz’) capillaries can be bought

commercially in a range of diameters between 0.1 and 2 mm.

Different compositions of glass are available that have varying

absorption characteristics (Table 2.10.3). The softer glass has a

greater tendency to splinter but can be heat-sealed very easily by

melting. Quartz tends to be stiffer and often breaks more cleanly

when scored using a cutting stone, but requires a hydrogen flame

for heat-sealing because of its high melting point. Alternative

methods of sealing the open end of capillaries include using

molten wax, epoxy and nail varnish. The choice may be restricted

by the environment in which the capillary is being filled. In an

argon-filled glove box the use of a flame or solvent-based method

may not be feasible or desirable, whereas wax sealing with a

heated filament is acceptable.

The small size and delicate nature of capillaries can make them

extremely frustrating to fill, especially in environments such as

glove boxes. Patience is an absolute must, especially with valu-

able or small samples where capillary breakage and sample loss

are unacceptable. It is very important to make sure that the

sample is fine enough to pass into the capillary without jamming.

Even if it is fine enough, different powders can vary considerably

in their tendency to aggregate. For example, NIST 640d silicon

contains fine crystallites and flows extremely well, making it very

easy to load into a capillary. However, some rutile powders can

be very fine but don’t flow well, making them difficult to load into

smaller capillaries.

Once the small amount of material is in the capillary funnel

(assuming it is a commercial capillary), it must be coaxed to

drop to the bottom. This is usually done using some form of

vibration. Anything from dedicated capillary-filling machines to

ultrasonic baths, test-tube vibrators and nail files can be used. A

common strategy is to drop the capillary down a vertical 50 cm

glass tube, and allow the bouncing when the capillary hits the

bottom to vibrate the sample. However, with very small and/or

valuable samples the risk of the sample being vibrated out of

the funnel may be too great to use automated techniques. In

this case, very gently stroking the capillary using a fingernail to

induce a low-frequency vibration may be the best option,

changing the position at which the capillary is held to alter the

vibration frequency as required. Agglomerates blocking a capil-

lary can be very difficult to break up by vibrating the capillary

manually, but an ultrasonic bath can often break up loosely

bound agglomerates. Using a smaller-diameter quartz capillary or

wire to tamp down a clog is possible, but riskier than using an

ultrasonic bath.

The most commonly used capillaries range between 0.3 and

0.8 mm in diameter. Capillaries with a diameter less than 0.3 mm

are extremely difficult to fill and very large ones can cause

unwanted artifacts. For moisture-sensitive materials it is worth

noting that significant moisture can adhere to the interior surface

of commercial glass and quartz capillaries, so heating them in an

oven prior to use is recommended.

The interplay between the sample absorption, radiation and

optics can make the choice of capillary material and diameter a

dynamic one. The capillary absorption is measured using the term

�R, where � is the effective linear absorption coefficient (taking

account of the sample density) and R is the capillary radius. A

convenient tool for estimating capillary absorption is available on

the 11-BM web site (http://11bm.xray.aps.anl.gov). Ideally, the

value of �R should be less than 3 for the absorption corrections

in most software packages to adequately cope with the effect of

absorption. A recent analytical correction has been shown to be

effective to �R = 10 (Lobanov & Alte de Viega, 1998), but is not

yet implemented in all current analysis software. A pre-analysis

correction is always possible but not ideal. The effect of high

capillary absorption can be seen visually by a reduction in peak

intensity at lower angles, which correlates with the displacement

parameters in a structure refinement. The easiest way to change

�R is by changing the capillary diameter. More heavily absorbing

samples usually require smaller capillaries, although using an

alternative radiation such as Mo K� to change the linear

absorption coefficient is a possible alternative. Determining an

accurate sample packing density experimentally can be tricky.

There can be significant variability between supposedly identical

capillaries, so ideally the empty portion of the actual capillary

being used should be measured. The packing density generally

ranges from 20–50% depending on the morphology of the crys-

tallites and the amount of energy applied in vibrating the sample

into the capillary (e.g. sonicating the sample will increase the

packing density).

Table 2.10.3
Absorption and physical characteristics of the capillaries whose data are
shown in Fig. 2.10.46

Material

Linear
absorption,
Cu K�
(cm�1)

Wall
thickness
(mm)

Outside
diameter
(mm)

Quartz (Hampton Research) 76 10 0.50
Soda lime glass (Hampton
Research)

126 10 0.50

PET (Advanced Polymers) 10 19 0.58
Polyimide (Cole-Palmer) 9 25 0.55
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Where contaminating the sample is acceptable, another option

is to dilute the sample with a material with very low absorption to

reduce the overall sample absorption. There are two options

here: either an amorphous material or a crystalline one. The

addition of an amorphous material such as fumed silica (others

could include amorphous boron, carbon black etc.) does not add

any additional reflections to the pattern but will increase the

background. Given that the backgrounds of capillaries using Cu

K� radiation are often quite high already, this may not be

desirable. Alternatively, a material such as diamond powder can

be used, which will add a small number of lines at high angles but

does not add to the background. The closely defined crystallite

sizes of diamond polishing powder can also improve the flow

characteristics of materials that tend to agglomerate. The phase

purity of polishing media is not relevant to their intended use,

and some diamond polishing powders can contain some SiC,

corundum or quartz. Check the phase purity of any diluting phase

before use.

Fig. 2.10.42 shows the pattern from a 0.3 mm capillary of pure

SnO2 (cassiterite) taken with Cu K� radiation compared with

that from reflection geometry. The linear absorption coefficient

of SnO2 with Cu K� radiation is ~1400 cm�1. Assuming a 50%

packing density, �R with a 0.3 mm diameter capillary is 10.5,

which is much higher than can be tolerated in any structural

analysis. Absorption attenuates the lower-angle reflections as the

X-rays cannot penetrate properly compared to the high angles.

However, in addressing capillary absorption, less really can be

more. Fig. 2.10.43 shows data sets from SnO2 diluted with 8000

grit diamond powder and with amorphous carbon black. As

expected, the background is higher with the amorphous carbon

but without the additional reflections from the diamond powder.

Despite there being only approximately 10 vol% SnO2 in each of

the sample mixtures, the raw low-angle intensities are much

higher, and the relative intensities are comparable with those

from the reflection data in Fig. 2.10.42. Assuming a 50% packing

density for the mixture, the value of �R with a 0.3 mm capillary

would be approximately 2.3, which is in the acceptable range for

structural analysis.

The relative intensities are such that a good-quality Rietveld

refinement of a heavily absorbing compound such as SnO2 with

Cu K� laboratory data can be easily carried out. Fig. 2.10.44

shows the fit of the diamond-diluted sample to the literature

cassiterite SnO2 structure. With very high dilution factors one

should be careful not to compromise the particle statistics too

much. Utilizing the full width of the detector with a full capillary

will maximize the available statistics.

An alternative approach to dilution of heavily absorbing

samples inside a capillary is to coat the outside (or inside) of a

capillary. An appropriate absorption correction for annular

samples does exist (Bowden & Ryan, 2010), so this is not an

impediment. However, it is not available in common software

packages so may have to be applied to the raw data prior to a

structural analysis. One requirement is that a known thickness of

sample needs to be applied to the surface of the capillary as

uniformly as possible. This can be difficult to achieve and may

require the use of an adhesive to bond the sample sufficiently to

the capillary while spinning. The additional effect of an adhesive

on the background should be considered in the same way as for a

smear mount. Similar results to dilution may be achieved if done

with care, as shown in Fig. 2.10.45.

Depending on the instrument geometry, a large diameter

capillary can have an additional effect. Where an instrument does

not have a focusing geometry (either primary or secondary), the

peak resolution is degraded with increasing capillary diameter.

With organic samples this can lead the analyst to use a smaller

Figure 2.10.42
Comparison of the diffraction patterns of pure SnO2 from a 0.3 mm
quartz capillary in transmission and reflection geometries with Cu K�
radiation. The very high absorption of SnO2 leads to severe attenuation
of the lower-angle reflections in the transmission data.

Figure 2.10.43
Raw diffraction data from 0.3 mm capillaries of SnO2 diluted with 8000
grit diamond powder and carbon black. In each case the capillaries had
approximately the same packing density of SnO2, so yielded almost
identical intensities.

Figure 2.10.44
Rietveld refinement of the diamond-diluted data with the SnO2

cassiterite structure. The capillary background was subtracted prior to
the fitting whilst maintaining the correct counting statistics. The Rwp

value for this fit was 8.4%.
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diameter capillary than optimal to retain reasonable resolution.

Consequently, with organic samples where capillaries of 0.8 mm

diameter are commonly used, it is highly recommended that an

instrument with a primary focusing monochromator (or mirror) is

used; the focus should be at the detector. Where the diffract-

ometer is ��� geometry it is best to still collect capillary data as if

it were a ��2� Debye–Scherrer instrument, simply by collecting

‘detector scans’ or the equivalent in the data-collection software.

This has no effect on the data in a perfect situation, but it means

that the sample illumination is constant over all diffracting angles

even if there is a misalignment of the primary beam with respect

to the capillary axis (caused either by misaligned optics, a mis-

aligned capillary stage, or both). In addition, a correction for

capillary displacement can be applied to data collected in

conventional Debye–Scherrer geometry (Klug & Alexander,

1954) as the x and y displacements relative to the incident beam

are constant over all 2� angles.
Polymer capillaries are becoming increasingly common and

are the standard at many synchrotron beamlines. They are

easy to seal, but the lack of a funnel can make smaller sizes

trickier to fill. A number of polymers can be used for capillaries,

e.g. Mylar [poly(ethylene terephthalate) – PET] and Kapton

[poly(oxydiphenylene pyromellitimide)]. The background from

the capillary material itself is often more noticeable with a

laboratory diffractometer than for higher-energy synchrotron

instruments. A comparison of the background with a Cu K�
focusing mirror laboratory diffractometer from 0.5 mm quartz,

soda lime glass, PET and polyimide capillaries is shown in Fig.

2.10.46. A study of the different options for polymer capillaries in

the laboratory environment was published by Reibenspies &

Bhuvanesh (2006), which highlighted the awkward reflection with

polyimide visible just above 5˚ 2� in Fig. 2.10.46. It is also worth

noting that the walls of polymer capillaries are not as stiff as those

of quartz capillaries. If a low-temperature or other experiment

might produce an internal vacuum (i.e. freezing a liquid sample),

a polymer capillary can deform from a perfect cylinder, which

may cause problems.

Mounting the filled capillary on the goniometer head can be

achieved in different ways. Most commonly a hollow brass pin is

used, but flat platforms are available (Fig. 2.10.47). The various

pins/platforms are a standard size, so they should fit no matter

where they are sourced from. The flat platforms have a hole in

the middle, but it is only suitable for inserting small-diameter

capillaries. Large-diameter capillaries must be affixed to the

platform surface with wax and are vulnerable to sagging with

horizontal goniometers because of the lack of support. The brass

pins will accept larger capillaries and are to be preferred with

respect to improved support for the capillary where the capillary

is held at both ends of the brass pin (Fig. 2.10.48). Fixing the

capillary onto the base is often done using wax or clay, although

epoxy may be preferable if elevated temperatures are to be used.

Coarse alignment is usually performed using a small desktop

microscope before final alignment on the system. It is important

to try to get the capillary rotating as straight as possible before

mounting on the system, as removing tilt errors is much more

difficult with the higher-magnification alignment scope mounted

on the goniometer. Final alignment of a capillary is an exercise

requiring patience. Never try to align out errors in two directions

at once. Even if repeated attempts are necessary to stop the

goniometer head in the correct position (Fig. 2.10.49), only

correct errors perpendicular to the view in the scope. Ideally, the

final alignment should only require correction of a side-to-side

Figure 2.10.45
Comparison of data from SnO2 when diluted with diamond inside a
0.3 mm capillary and pure SnO2 coated on the outside of a 0.3 mm
capillary.

Figure 2.10.46
Comparison of the background from four different 0.5 mm-diameter
capillaries. The quartz and glass capillaries are commercial capillaries for
diffraction analysis. PET and Kapton capillary tubing are available from
a number of different suppliers and are not made specifically for
diffraction.

Figure 2.10.47
Platform and pin mounts for capillary samples.

Figure 2.10.48
A 0.5mm capillary secured into a standard brass capillary pin using
dental wax at both ends of the pin.
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movement rather than any wobble from tilt misalignment.

However, it can still take some time. For systems where the

goniometer spinning is controlled by computer software a wire-

less computer mouse is a very good investment, as it allows the

person performing the alignment to stop the spinning capillary

without taking their eyes off the sample.

2.10.2. Neutron powder diffraction

2.10.2.1. Specimen form

Large penetration depth and sensitivity to lighter elements

(especially mobile species such as hydrogen, lithium and oxygen)

in the presence of heavier elements make neutron diffraction a

powerful and complementary technique to X-ray diffraction for

structural studies. Because neutrons are highly penetrating and

large sample volumes can be used, sometimes no specimen

preparation is needed at all; sintered ceramic pellets, fish otoliths

and renal calculi can be placed directly in the beam. However, the

most traditional sample holder for standard neutron powder

diffraction (Debye–Scherrer geometry) is cylindrical and is

usually made of vanadium. If the diffraction instrument has

reflection geometry, however, one has to use flat plates.

Diffractometers built for the study of engineering materials can

accommodate various shapes and forms because they can isolate

small volumes within the sample.

2.10.2.2. Sample size

Traditionally, a large amount of sample was needed for neutron

powder diffraction because of the limited flux available at various

neutron sources. However, significant advances have been made

in source power and detector technology, making it possible to do

standard diffraction experiments with relatively small quantities

of samples, both at reactor and spallation sources. There are

multiple factors that have to be taken into account to determine

how much sample is required. These include source power,

detector coverage of the instrument, source-to-sample distance,

the scattering power of the sample, beam size, available time and

information sought from the measurement. Neutron powder

diffraction instruments often have to trade intensity for resolu-

tion, and so often a larger quantity of sample is needed for high-

resolution instruments. Sample mass can vary from milligrammes

to several grammes, so it is always advisable to contact the

scientists responsible for the particular instrument to determine

the quantity needed for the proposed measurements.

2.10.2.3. Specimen containment

The choice of materials for designing sample holders usually

depends on the type of experiments, temperature or pressure

conditions, the type of neutron source (constant-wavelength or

time-of-flight), the presence or absence of fine radial collimators

in the instrument and finally the sample. The scattering of

vanadium (�coh = 0.0184 b) or a TiZr alloy (a null scatterer,

because of exact matching of the negative scattering length of

titanium and the positive scattering length of zirconium) is almost

purely incoherent, making it ideal for sample containment for

diffraction measurements. Although the coherent scattering of

vanadium is small, in careful work it should not be a surprise to

find weak peaks from V (space group Im�3m, a = 3.027 Å) in the

powder pattern. Examples of vanadium sample cans are shown in

Fig. 2.10.50(b). At a reactor source aluminium is even better if

low-angle (large d-spacing) reflections are of interest, as in the

case of many magnetic structural studies, because the aluminium

incoherent scattering cross section is three orders of magnitude

less than that of vanadium. At elevated temperatures, vanadium

easily forms oxides or hydrides in the presence of air or

hydrogen, making the cell brittle, so its use is limited to low-

temperature studies or in vacuum furnaces. At temperatures

higher than 1273 K one often has to use boron nitride caps and

molybdenum screws for vanadium sample holders to avoid

eutectic formation (an example is shown in Fig. 2.10.51b). For

Figure 2.10.49
Goniometer head position in relation to the goniometer-mounted
alignment scope.

Figure 2.10.50
Two examples of sample holders used in neutron powder diffraction. (a)
A cell made of Inconel used for hydrogen absorption studies in Li3N
(Huq et al., 2007). (b) Vanadium holders that were specially made for a
sample changer built for the Powgen diffractometer located at Oak
Ridge National Laboratory.
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samples that react with vanadium, a thin layer of a noble metal

such as gold can be vacuum deposited inside a vanadium can

to stop it from reacting with the sample (Turner et al., 1999). If

this approach is used, it should be remembered that the melting

point of gold is 1337 K, and when it is irradiated by neutrons

it becomes activated with a half-life of 2.7 days. For experiments

requiring hydrogen pressure at elevated temperature, Inconel

(Fig. 2.10.50a) is often the material of choice (Bailey et al.,

2004). However, in this case for diffraction measurements

one has to either exclude the Inconel peaks or make use of

radial collimators to reduce the signal from the vessel itself. In

spallation sources with large detector area coverage one can

also do an experiment where only detectors at a scattering angle

of 90˚ are used. For gas-absorption experiments at low

temperatures, however, vanadium is still the material of choice.

For pressure measurement in anvil-type cells, TiZr is used for the

gasket.

For opposed-anvil pressure experiments the anvil materials

can be either cubic tungsten carbide or boron nitride. The latter is

preferred as boron is highly absorbing and does not contribute

anvil reflections to the sample measurement, so therefore effec-

tively works as an incident-beam collimator. The use of tungsten

carbide is reserved for techniques where a ‘through-gasket’

approach is required, such as furnace measurements with a

graphite heater where the use of a null scattering alloy as a gasket

material is not possible. A recent development in high-pressure

neutron scattering is the use of sintered diamond anvils, also

called PCDs (from polycrystalline diamond). They allow the

accessible pressure range to be doubled at the cost of adding very

strong diamond reflections to the pattern.

However, for gas pressure cells aluminium is often used, as it

can withstand higher pressure and Al absorbs neutrons only

weakly as the absorption cross section of aluminium, �abs =

0.231 b for a wavelength of 1.8 Å, is small. For high-temperature

gas-flow experiments fused silica (‘quartz’) glass is generally used

for sample containment. These holders can also have glass frits

attached at one or both ends for easy flow of gas through the

sample, as shown in Fig. 2.10.51(a).

A few very high intensity instruments are now able to carry out

powder diffraction from milligramme quantities of sample. For

these measurements vanadium cans produce too much back-

ground, as there is more vanadium in the beam than the sample.

The use of thin-walled silica/glass or Kapton capillaries maybe

more appropriate in those circumstances.

It is also important to remember that an exchange medium

is used for low-temperature (heat transfer) and pressure (pres-

sure transfer) measurements. Helium gas is generally used

as a low-temperature exchange medium. Typically, cans are

sealed with a flange and lid that supports an indium (or other

soft metal) gasket. If the sample is air sensitive and has to be

loaded in a glove box, one should try to use a helium-filled

glove box. Argon- or nitrogen-filled glove boxes are more

common but the freezing temperatures of argon and nitrogen are

84 K and 77 K, respectively. They will no longer work as

exchange gases below these temperatures and, because of

their rather large neutron-scattering lengths, new diffraction

peaks will emerge at or below these temperatures. Similarly

one should ensure that a pressure medium will remain hydro-

static for the pressure range for which it is being considered

(Varga et al., 2003).

It is also worth noting that cooling powder samples below 1 K

relies entirely on thermal conduction through the walls of the

sample holder and to the specimen itself. If great care is not

taken, the specimen temperature may be far higher than that

reported by a thermometer attached to the sample holder. At a

minimum, the holder lid should be made from copper, as it is

expected that the superconducting transitions in aluminium and

vanadium would cause the walls of the sample holder to become

thermally insulating and greatly reduce their ability to cool the

sample. Of course, properly sealing the loose powder under an

atmosphere of 4He is equally important. It is essential that the

indium seal be installed correctly, as 4He undergoes a transition

to a superfluid at 2.17 K and has effectively zero viscosity, and can

easily escape from a poorly sealed can.

Levitation methods (e.g. gas flow, acoustic, electrostatic) as

shown in Fig. 2.10.52 offer a containerless method, which elim-

inates altogether sample–container reaction problems and

diffraction or additional background scattering from a sample

container (Weber et al., 2014). Levitated samples are typically

used in conjunction with laser heating to achieve high tempera-

tures, in situ melting of samples and prevention of heterogeneous

nucleation.

Figure 2.10.51
Two sample holders used for high-temperature studies. (a) A cell made
of quartz with frits at the bottom to allow gas flow through the sample.
(b) A holder on the right made of vanadium but using a boron nitride top
with molybdenum bolt, nuts and washers to avoid melting due to eutectic
formation. The fitting on the far left, which is made of stainless steel, is
used to attach the boron nitride cap to the stick.

Figure 2.10.52
Aerodynamic levitation system to suspend melts at temperatures to
2773 K and beyond for neutron diffraction measurements.
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2.10.2.4. Isotopes, absorption and activation

There are usually multiple sizes of vanadium cans available,

the most common sizes being 6, 8 and 10 mm diameter. The

choice of can depends on the quantity of sample available and the

nature of the elements. Some elements such as cadmium, gado-

linium and boron have extremely large absorption for neutrons

and may not be feasible for measurements. Some elements have

high absorption for the naturally occurring isotope mixes, but by

choosing an alternative isotope one can often reduce or eliminate

the absorption problem completely. For example, natural lithium

is mostly 7Li and has an absorption cross section of 70.5 b.

However, pure 7Li has an absorption cross section of 0.0454 b.

The difference is due to the small amount of highly absorbing 6Li

(absorption cross section = 940 b) present in naturally occurring

lithium. With commercially sourced lithium salts it is not always

safe to assume a natural abundance of lithium isotopes. 6Li is

used in the production of tritium and, depending on their history,

commercial lithium salts may be deficient in 6Li. Given the

significantly different scattering lengths of 6Li and 7Li, this can

have serious consequences for a structure refinement, so it may

be necessary to perform an isotopic analysis to verify the
6Li:7Li ratio. The various neutron scattering cross sections are

available on the NISTwebsite http://www.ncnr.nist.gov/resources/

n-lengths/ and in Table 4.4.4.1 in International Tables for Crys-

tallography Volume C (2006). If the sample contains any element

with a large absorption and is not isotopically substituted, it is

prudent to calculate by how much the neutrons will penetrate

the sample. Tools are available at the NIST website http://

www.ncnr.nist.gov/resources/activation/ to carry out this calcula-

tion. The input information is the composition of the compound,

the density (generally a 50% packing fraction and hence 1
2 of the

calculated density is a good approximation for planning

purposes) and the wavelength of the neutrons used. Fig. 2.10.53

shows a calculation for Li3N. Natural lithium has a quite large

absorption, but in this case 1 Å neutrons will penetrate through

5 mm and so the use of a 6-mm diameter can is appropriate.

However, if the penetration depth 1/e is 1–2 mm, one has to

reconsider the choice of sample holder. For a high-intensity

beamline capillaries can be considered. The other option is to use

an annular holder made using co-axial, thin-walled vanadium or

aluminium cylinders, or flat-plate mounts based on aluminium

foils where the total depth of the sample is approximately the

calculated 1/e. Perhaps the best way to maximize the transmission

and improve the signal-to-noise ratio is to use silicon flat-wafer

sample holders. When loading a can it is also important to record

the weight and height of the sample in the can so that the

absorption correction for the sample can be calculated. Alter-

natively, the neutron transmission through the sample can be

measured using a pinhole mask and a detector downstream from

the sample.

One of the other factors to keep in mind for neutron sample

preparation is that hydrogen is a very special element in terms of

its interaction with neutrons. Hydrogen has a very large inco-

herent scattering cross section (�inc) of 80.26 b, while its coherent
cross section (�coh) is 1.758 b. In comparison, for deuterium �inc =
2.05 b and �coh = 5.59 b. If the scattering nuclei contain a mixture

of isotopes or have a non-zero nuclear spin, the neutron scat-

Figure 2.10.53
Calculation of the penetration of neutrons into Li3N using the online tool at https://www.ncnr.nist.gov/resources/activation/.
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tering length consists of a coherent component, which is the

average over all spins, and an incoherent part, which gives the

deviation from this average value. In other words, coherent

scattering describes interference between waves produced by the

scattering of a single neutron from all the neutrons in the nuclei

of the sample. On the other hand, incoherent scattering involves

correlations between the position of an atom j at time zero and

the position of the same atom at time t, and so the scattered

waves from different nuclei no longer interfere. Thus incoherent

scattering provides an excellent tool for studying processes

involving atomic diffusion, but produces large backgrounds for

diffraction experiments. Based on the available flux at the

instrument of choice and the atom% hydrogen present in the

sample, complete or partial deuteration of the sample may be

necessary.

When illuminated by a neutron beam, some nuclei are

converted into other radioactive nuclei (activated). Thus it may

not be possible to return the specimen to the home laboratory,

but it may have to be treated as radioactive waste. A sample-

activation calculator is also available at http://www.ncnr.nist.gov/

resources/activation/.

2.10.3. Conclusions

Powder diffraction as a technique encompasses a wide range of

possible experimental setups. Diverse though they are, specimen-

preparation methods are a key component in obtaining the best

possible data for the best possible analysis. Many issues are

common whether X-rays or neutrons are the probe of choice (e.g.

particle statistics, preferred orientation), but neutrons do pose

some unique issues such as sample activation and isotope-

dependent scattering behaviour. Given that X-ray and neutron

diffraction are frequently used in a joint analysis, some fore-

thought may be required if the desired situation of the same

sample being used for both is to be achieved.

For the common laboratory setups a recurring theme should be

apparent through this overview – specimens should ideally have

crystallite sizes of the order of a few mm. If this is the case, then

many of the issues mentioned (particle statistics, preferred

orientation, extinction) will either disappear or be significantly

reduced. The same is true for microabsorption, except in this case

it is particle as opposed to crystallite sizes that are the issue.

Grinding or milling can easily reduce crystallite size to this range,

but the milling action should be chosen so as to avoid damaging

the crystal structure of the sample or possibly amorphizing it

completely.

Ideally, the in-house laboratory should have the flexibility to

tailor the experiment to the sample, using transmission or

reflection geometry depending on the nature of the sample.

Unfortunately, in many instances this is not possible. ‘Coping

strategies’ for non-ideal samples such as diluting samples in

capillaries or using very thin organic specimens on flat plates are

available, but their limitations and compromises should be

understood by the person receiving the data.

In many instances, the experimental configuration at a central

facility, such as a synchrotron or neutron source, can be custo-

mized for a particular experiment. However, the need for high

throughput for rapid-access mail-in services may dictate a more

standardized setup.

In summary, specimen preparation is the foundation upon

which powder diffraction measurements are built. Good

specimen preparation will not guarantee excellent data, but poor

preparation can pretty much guarantee poor data.
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3.1. The optics and alignment of the divergent-beam laboratory X-ray powder diffractometer
and its calibration using NIST standard reference materials

J. P. Cline, M. H. Mendenhall, D. Black, D. Windover and A. Henins

3.1.1. Introduction

The laboratory X-ray powder diffractometer has several virtues

that have made it a principal characterization device for

providing critical data for a range of technical disciplines invol-

ving crystalline materials. The specimen is typically composed of

small crystallites (5–30 mm), which is a form that is suitable for a

wide variety of materials. A continuous set of reflections can be

collected with a single scan in �–2� angle space. Not only can

timely qualitative analyses be carried out, but with the more

advanced data-analysis methods a wealth of quantitative infor-

mation may be extracted. Modern commercial instruments may

include features that include focusing mirror optics and the

ability to change quickly between various experimental config-

urations. In this chapter, we discuss results from a NIST-built

diffractometer with features specific to the collection of data that

complement the NIST effort in standard reference materials

(SRMs) for powder diffraction. While this machine can be

configured with focusing optics, here we consider only those

configurations that use a divergent beam in Bragg–Brentano,

para-focusing geometry.

A principal advantage of the divergent-beam X-ray powder

diffractometer is that a relatively large number of crystallites are

illuminated, providing a strong diffraction signal from a repre-

sentative portion of the sample. However, the para-focusing

optics of laboratory diffractometers produce patterns that display

profiles of a very complex shape. The observed 2� position of

maximum diffraction intensity does not necessarily reflect the

true spacing of the lattice planes (hkl). While advanced data-

analysis methods can be used to model the various aberrations

and account for the observed profile shape and position, there are

a number of instrumental effects for which there is not enough

information for reliable, a priori modelling of the performance of

the instrument. The task may be further compounded when

instruments are set up incorrectly, because the resultant addi-

tional errors are convoluted into the already complex set of

aberrations. Therefore, the results are often confounding, as the

origin of the difficulty is problematic to discern. The preferred

method for avoiding these situations is the use of SRMs to cali-

brate the instrument performance. We will describe the various

methods with which NIST SRMs may be used to determine

sources of measurement error, as well as the procedures that can

be used to properly calibrate the laboratory X-ray powder

diffraction (XRPD) instrument.

The software discussed throughout this manuscript will include

commercial as well as public-domain programs, some of which

were used for the certification of NIST SRMs. In addition to the

NIST disclaimer concerning the use of commercially available

resources,1 we emphasize that some of the software presented

here was also developed to a certain extent through longstanding

collaborative relationships between the first author and the

respective developers of the codes. The codes that will be

discussed include: GSAS (Larson & Von Dreele, 2004), the

PANalytical software HighScore Plus (Degen et al., 2014), the

Bruker codes TOPAS (version 4.2) (Bruker AXS, 2014) and

DIFFRAC.EVA (version 3), and the Rigaku code PDXL 2

(version 2.2) (Rigaku, 2014). The fundamental-parameters

approach (FPA; Cheary & Coelho, 1992) for modelling X-ray

powder diffraction line profiles, as implemented in TOPAS, has

been used since the late 1990s for the certification of NIST SRMs.

To examine the efficacy of the FPA models, as well as their

implementation in TOPAS, we have developed a Python-based

code, the NIST Fundamental Parameters Approach Python Code

(FPAPC), that replicates the FPA method in the computation of

X-ray powder diffraction line profiles (Mendenhall et al., 2015).

This FPA capability is to be incorporated into GSASII (Toby &

Von Dreele, 2013).

3.1.2. The instrument profile function

The instrument profile function (IPF) describes the profile shape

and displacement as a function of 2� that is the intrinsic instru-

mental response imparted to any data collected with that specific

instrument. It is a function of the radiation used, the instrument

geometry and configuration, slit sizes etc.2 The basic optical

layout of a divergent-beam X-ray powder diffractometer of

Bragg–Brentano, para-focusing geometry using a tube anode in a

line-source configuration is illustrated in Fig. 3.1.1. This figure

shows the various optical components in the plane of diffraction,

or equatorial plane. The dimensions of the optical components

shown in Fig. 3.1.1 and the dimensions of the goniometer itself

determine the resolution of the diffractometer. The divergent

nature of the X-ray beam will increase the number of crystallites

giving rise to the diffraction signal; the incident-beam slit defines

an angular range within which crystallites will be oriented such

that their diffraction is registered. One of the manifestations of

this geometry is that knowledge of both the diffraction angle and

Figure 3.1.1
A schematic diagram illustrating the operation and optical components
of a Bragg–Brentano X-ray powder diffractometer.

1 Certain commercial equipment, instruments, or materials are identified in this in
order to adequately specify the experimental procedure. Such identification does
not imply recommendation or endorsement by the National Institute of Standards
and Technology, nor does it imply that the materials or equipment identified are
necessarily the best available for the purpose.

2 See Chapters 3.6 and 5.1 for details of contributions to the profile shape from the
sample.
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specimen position are critical for the correct interpretation of the

data. The goniometer radius is the distance between the rotation

axes and the X-ray source (R1), or the distance between the

rotation axes and receiving slit (R2), as shown in Fig. 3.1.1; these

two distances must be equal. The specimen surface is presumed

to be on the rotation axes; however, this condition is rarely

realized and it is common to have to consider a specimen-

displacement error.

Goniometer assemblies themselves can be set up in several

configurations. Invariably, two rotation stages are utilized. Fig.

3.1.1 illustrates a machine of �/2� geometry: the tube is stationary

while one stage rotates the specimen through angle �, sometimes

referred to as the angle �, while a second stage rotates the

detector through angle 2�. Another popular configuration is �/�
geometry, where the specimen remains stationary and both the

tube and detector rotate through angle �. However, the diffrac-

tion optics themselves do not vary with regard to how the goni-

ometer is set up.

The detector illustrated in Fig. 3.1.1 simply reads any photons

arriving at its entrance window as the diffracted signal is analysed

by the receiving slit. Such detectors, which often use a scintilla-

tion crystal, are typically referred to as point detectors. A

diffracted-beam post-sample monochromator is often added to

the beam path after the receiving slit to filter out any fluorescence

from the sample. The crystal optic of these monochromators

typically consists of pyrolytic graphite with a high level of

mosaicity that is bent to a radius in rough correspondence to that

of the goniometer. This imposes a relatively broad energy

bandpass of approximately 200 eV (with 8 keV Cu K� radiation)

in width on the diffracted beam. This window is centred so as to

straddle that of the energy of the source radiation being used,

thereby filtering fluorescent and other spurious radiation from

the detector while transmitting the primary features of the

emission spectrum, presumably without distortion.

Within the last decade, however, the popularity of this

geometry has fallen markedly, as the use of the post-sample

monochromator/point-detector assembly has been largely

displaced by the use of a position-sensitive detector (PSD). This

geometry is illustrated in Fig. 3.1.2. A line detector replaces the

point detector, and offers the ability to discriminate with respect

to the position of arriving X-rays within the entrance window of

the PSD. A multichannel analyser is typically used to map the

arriving photons from the PSD window into 2� space. Depending

on the size of the PSD entrance window, increases in the counting

rate by two orders of magnitude relative to a point detector can

be easily achieved. Furthermore, this is accomplished by

including the signal from additional crystallites, mitigating any

problems with particle-counting statistics (Fig. 3.1.2). A draw-

back to the PSD is that the increased intensity is achieved with

the inclusion of signals that are not within the Bragg–Brentano

focusing regimen (compare Figs. 3.1.1 and 3.1.2), leading to a

broadening of the line profiles. The level of broadening is

proportional to the size of the PSD entrance window and inver-

sely proportional to 2� angle. The move to PSDs has been further

augmented by the development of solid-state, silicon strip

detectors that offer the advantages of a PSD without the main-

tenance issues of the early gas-flow proportional PSDs. Fluor-

escence can be problematic with a PSD; however, the problem

can be countered with the use of filters. More recent develop-

ments in electronics have improved the ability of these PSDs to

discriminate with respect to energy. We discuss only this newer

class of solid-state linear PSDs in this chapter.

A monochromator can also be used to condition the

incident beam so that it will consist exclusively of K�1 radiation.
Monochromators of this nature are inserted into the beam

path prior to the beam’s arrival at the incident-beam slit shown

in Fig. 3.1.1. These devices typically use a Ge(111) crystal as

the optic; Ge monochromators have a much smaller energy

bandpass than graphite monochromators. They are, therefore,

much more complex and difficult to align. Here we discuss an

incident-beam monochromator (IBM) using a Johansson

focusing optic (Johansson, 1933), as shown in Fig. 3.1.3. When

incorporating an IBM assembly into a powder diffractometer

using reflection geometry, the focal line of the optic must be

positioned on the goniometer radius as per the line source of

the tube anode in a conventional setup, shown in the right-hand

Figure 3.1.2
A schematic diagram illustrating the operation and optical components
of a Bragg–Brentano X-ray diffractometer equipped with a position-
sensitive detector. Only the rays striking the centre line of the PSD,
outlined in black, are in accordance with Bragg–Brentano focusing.

Figure 3.1.3
A schematic diagram illustrating the geometry of a Johansson incident-beam monochromator.
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side of Fig. 3.1.3. In this way, a Johansson optic provides a

monochromatic X-ray source, passing some portion of the K�1
emission spectrum, while preserving the divergent-beam Bragg–

Brentano geometry as shown in Figs. 3.1.1 and 3.1.2. The use of

an IBM reduces the number of spectral contributions to the

observed line shape and results in an IPF that is more readily

modelled with conventional profile fitting. Furthermore, equip-

ping such a machine with a PSD affords all of its advantages,

while the elimination of the Bremsstrahlung by the IBM reduces

the impact of fluorescence that can otherwise be problematic with

a PSD.

Throughout this manuscript we use the terms ‘width’ and

‘length’ when referring to the optics. Width expresses extent in

the equatorial plane. Length is used to denote a physical

dimension parallel to the rotation axes of the goniometer as

defined in Fig. 3.1.1. The designation of the axial divergence

angle, as well as the specifications concerning Soller slits,

will be considered in terms of the double angle, both for

incoming and outgoing X-rays. This is in contrast to the generally

accepted single-angle definition shown in Klug & Alexander

(1974); hence the axial-divergence angles reported throughout

this chapter are twice those that are often encountered

elsewhere.

The observed line shape in powder diffraction consists of a

convolution of contributions from the instrument optics (referred

to as the geometric profile), the emission spectrum and the

specimen, as shown diagrammatically for divergent-beam XRPD

in Fig. 3.1.4. The specimen contribution is often the dominant one

in a given experiment; however, we do not consider it to any great

extent in this discussion. The factors comprising the geometric

profile are listed in Table 3.1.1. Technically, neither of the last two

items (specimen transparency and displacement) are components

of the geometric profile of the instrument. They are functions of

the specimen and the manner in which it was mounted. However,

it is not possible to use a whole-pattern data-analysis method

without considering these two factors; as they play a critical role

in the modelling of the observed profile positions and shapes they

are included in this discussion. The convolution of the compo-

nents of the geometric profile and emission spectrum forms the

IPF. As will be discussed, both of these contributions are complex

in nature, leading to the well known difficulty in modelling the

IPF from Bragg–Brentano equipment. This complexity, and the

relatively limited q-space (momentum space) range accessible

with laboratory equipment, tends to drive the structure solution

and refinement community, with their expertise in the develop-

ment of data-analysis procedures, towards the use of synchrotron

and neutron sources. A significant number of the models and

analytical functions discussed here were developed for, and are

better suited to, powder-diffraction equipment using such

nonconventional sources.

We now consider the geometric profile with an examination

of the aberrations listed in Table 3.1.1. Figs. 3.1.5–3.1.10

illustrate simulations of the

aberration function asso-

ciated with the factors listed

in Table 3.1.1. The first two

of these, the source and

receiving-slit width or silicon

strip width with a PSD, simply

cause symmetric broadening,

constant with 2� angle, and

are typically described with

‘impulse’ or ‘top-hat’ func-

tions. The flat specimen error

is due to defocusing in the

equatorial plane. One can see

from Fig. 3.1.1 that for any

beam that is not on the centre

line of the goniometer, R1 is

not equal to R2. The magni-

tude of the effect is directly
Figure 3.1.4
Diagrammatic representations of convolutions leading to the observed XRPD profile.

Table 3.1.1
Aberrations comprising the geometric component of the IPF

Aberration Controlling parameters Impact

X-ray source width (wx) Angle subtended by source: wx /R Symmetric broadening

Receiving-slit width or PSD strip width (wr) Angle subtended by slit/strip: wr /R Symmetric broadening

Flat specimen error/equatorial divergence Angle of divergence slit: � Asymmetric broadening to low 2�, with
decreasing 2�

PSD defocusing PSD window width, angle of divergence slit: � Symmetric broadening with 1/(tan �)

Axial divergence Below � 100�:
Case 1: no Soller slits Axial lengths of the X-ray source (Lx), sample (Ls) and

receiving slit (Lr) relative to goniometer radius (R)
asymmetric broadening to low 2�, with
decreasing 2�

Case 2: Soller slits define divergence angle Acceptance angles �I and �D of the incident- and
diffracted-beam Soller slits

else to high 2�, with increasing 2�

Specimen transparency Penetration factor relative to diffractometer radius
1/�R

Asymmetric broadening to low 2�, with
sin(2�)

Specimen displacement z height Displacement of specimen surface from goniometer
rotation axes

Displacement of profiles with cos �



227

3.1. OPTICS ANDALIGNMENT OF THE LABORATORY DIFFRACTOMETER

proportional to the divergent slit size as shown in Fig. 3.1.5.

Its functional dependence on 2� angle, i.e. 1/tan �, is illustrated
in Fig. 3.1.6. The flat specimen error leads to asymmetric

profile broadening on the low-angle side, accentuated at

decreasing values of 2�. The functional dependence of this

aberration on 2�, shown in Fig. 3.1.6, is for a fixed slit; the

use of a variable-divergence incident-beam slit to obtain a

constant area of illumination reduces this dependence on the 2�
angle.

The broadening imparted to diffraction line profiles from the

early gas-flow proportional PSDs was due to defocusing origi-

nating from both the equatorial width of the PSD window and

parallax within the gas-filled counting chamber. Early models for

these effects (Cheary & Coelho, 1994) included two parameters:

one for the window width and a second for the parallax. The

modern silicon strip PSDs do not need this second term as there

is effectively no parallax effect. The aberration profile imparted

to the data from a modern PSD (Mendenhall et al., 2015) is

illustrated in Fig. 3.1.7 as a function of window width. The profiles

are symmetric about the centre line, exhibiting both increasing

intensity and breadth as the window width is increased. The

profile consists of two components: a central peak with a width

independent of 2�, which is due to the pixel strip width of the

detector, and wings which are due to the defocusing. The

breadths of the wings shown in Fig. 3.1.7 vary in proportion to the

incident slit size and as 1/tan �, and therefore are largely unob-

servable at high 2� angles.
Cheary & Coelho (1998a,b) have modelled axial divergence

effects in the context of two geometric cases. Case 1 is the

situation in which the axial divergence is limited solely by the

width of the beam path as determined by the length of the tube

filament, the receiving slit and the size of the sample. The aber-

ration function in which these parameters are 12 mm, 15 mm and

15 mm, respectively, is illustrated in Fig. 3.1.8; the extent of

broadening is nearly 1� in 2� at a 2� angle of 15�. The other plots
of Fig. 3.1.8 refer to a ‘case 2’ situation where axial divergence is

limited by the inclusion of Soller slits in the incident- and

diffracted-beam paths. One also has to consider the impact of a

including a graphite post-monochromator. This would increase

Figure 3.1.5
The flat specimen error aberration profile as a function of incident-slit
size (R = 217.5 mm).

Figure 3.1.6
The flat specimen error aberration profiles for a 1� incident slit as a function 2� (R = 217.5 mm).

Figure 3.1.7
The PSD defocusing error aberration profiles for a silicon strip PSD as a
function of window width (R = 217.5 mm, incident slit = 1� and strip
width = 75 mm).
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the path length of the diffracted beam by 10 to 15 cm, reducing

axial divergence effects substantially and effectively functioning

as a Soller slit. Cheary & Cline (1995) determined that the

inclusion of a Soller slit with a post-monochromator did result in

a slight improvement in resolution; however, this was at the cost

of a threefold reduction in intensity. We do not use Soller slits in

the diffracted beam when using a post-monochromator. The 5�

primary and secondary Soller slit aberration profile of Fig. 3.1.8

corresponds to an instrument with a primary Soller slit and a

graphite post-monochromator. The profiles shown for the two

2.3� Soller-slit configurations actually constitute a fairly high level
of collimation given the double-angle definition of the specifi-

cations. Fig. 3.1.9 shows the functional dependence of the aber-

ration profile for two 2.3� Soller slits on 2�. Below approximately

100�, the effect increases with decreasing 2�. Approximate

symmetry is observed at 100�, while asymmetry to high angle

increases thereafter. The aberration profile associated with

specimen transparency to the X-ray beam is illustrated in Fig.

3.1.10. The figure shows the impact at 90� 2� where the effect is at
its maximum. The observed profile is broadened asymmetrically

to low 2�; the effect drops off in a largely symmetric manner with

2� on either side of 90�.
The wavelength profile or

emission spectrum with its

characterization on an abso-

lute energy scale provides the

traceability of the diffraction

measurement to the Interna-

tional System of Units (SI)

(BIPM, 2006). The currently

accepted characterization of

the emission spectrum of Cu

K� radiation is provided by

Hölzer et al. (1997) and is

shown in Fig. 3.1.11. The

spectrum is modelled with

four Lorentzian profile shape

functions (PSFs): two large

ones for the primary K�1 and
K�2 profiles, and two smaller

ones displaced slightly to

lower energy to account

for the asymmetry in the

observed line shape. The data

shown in Fig. 3.1.11 are in

energy space and are trans-

formed into 2� space with the

dispersion relation. This is

obtained by differentiating

Figure 3.1.8
Axial divergence aberration profiles shown for several levels of axial
divergence. Case 1 (of Table 3.1.1) is computed for a source length of
12 mm and a sample and receiving-slit length of 15 mm. The remaining
three simulations include are of case 2, where Soller slits limit the axial
divergence (R = 217.5 mm).

Figure 3.1.9
Axial divergence aberration profiles for primary and secondary Soller slits of 2.3� as a function of 2� (R =
217.5 mm).

Figure 3.1.10
Linear attenuation aberration profiles that would roughly correspond to
SRMs 676a (50 cm�1), 640e and 1976b (100 cm�1), and 660c (800 cm�1)
at 90� 2�, where the transparency effect is at a maximum (R = 217.5 mm).
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Bragg’s law to obtain d�/d�. The dominant term in the result is

tan �, which leads to the well known ‘stretching’ of the wave-

length distribution with respect to 2�. Maskil & Deutsch (1988)

characterized a series of satellite lines in the Cu K� spectrum

with an energy centred around 8080 eV and an intensity relative

to the K�1 line of 6 � 10�3. These are sometimes referred to as

the K�3 lines, and are typically modelled with a single Lorentzian

within the FPA. The ‘tube tails’ as reported by Bergmann et al.

(2000) are a contribution that is strictly an artifact of how X-rays

are produced in the vast majority of laboratory diffractometers.

With the operation of an X-ray tube, off-axis electrons are also

accelerated into the anode and produce X-rays that originate

from positions other than the desired line source. They are not

within the expected trajectory of para-focusing X-ray optics and

produce tails on either side of a line profile as illustrated, along

with the K�3 lines, in Fig. 3.1.12. Lastly, the energy bandpass of

the pyrolytic graphite crystals used in post-monochromators is

not a top-hat (or square-wave) function. Thus, the inclusion of a

post-monochromator influences the observed emission spectrum.

A Johansson IBM dramatically reduces the complexity of the

IPF by largely removing the K�2, K�3 and tube-tails contribu-

tions to the observed profile shape. The vast majority of the

Bremsstrahlung is also removed. Furthermore, the inclusion of

the IBM increases the path length of the incident beam by 25 to

30 cm. This substantially reduces the contribution of axial

divergence to the observed profile shape. The crystals used are

almost exclusively germanium (the 111 reflection), and are

ground and bent to the Johansson focusing geometry, as shown in

Fig. 3.1.3. They can be symmetric, with the source-to-crystal

distance a and the crystal-to-focal point distance b being equal, in

which case they will exhibit a bandpass of the order of 8 eV. They

will slice a central portion out of the K�1 line, clipping the tails, to
transmit perhaps 70% of the original width of the Cu K�1
emission spectrum. This yields a symmetric profile shape of

relatively high resolution, or reduced profile breadth (other

parameters being equal). The crystals can also be asymmetric,

with the distance a being �60% of the distance b. These optics

will exhibit a bandpass of the order of 15 eV, in which case they

transmit most of the K�1 line for a higher intensity, but with a

lower resolution. The optic discussed here is of the latter

geometry, as shown in Fig. 3.1.3.

A potential drawback to the use of an IBM concerns the nature

of the K�1 emission spectrum it transmits, which may preclude

the use of data-analysis methods that are based upon an accurate

Figure 3.1.11
The emission spectrum of Cu K� radiation as provided by Hölzer et al.
(1997), represented by four Lorentzian profiles: two primary ones and a
pair of smaller ones to account for the observed asymmetry. The satellite
lines, often referred to as the K�3 lines, are not displayed.

Figure 3.1.12
Illustration of the K�3 lines and tube-tails contributions to an observed
profile on a log scale, shown with two fits: the fundamental-parameters
approach, which includes these features, and the split pseudo-Voigt PSF,
which does not. Figure 3.1.13

Illustration of the effect of the Johansson optic on the Cu K� emission
spectrum. (a) Data collected for the Si 333 single-crystal reflection on a
linear scale. (b) Analogous data from Johansson optic alone on a log
scale. Both data sets were collected with 0.05 mm incident and receiving
slits. The near absence of the K�2 scatter displayed in (b) can only be
realized with the use of a properly aligned anti-scatter slit located at the
focal line of the optic.
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mathematical description of an incident spectrum. At best, a

‘perfect’ focusing crystal will impose an uncharacterized, though

somewhat Gaussian, energy filter on the beam it diffracts.

However, in certain optics the required bend radius of Johansson

geometry is realized by clamping the crystal onto a curved form.

The clamping restraint exists only at the edges of the optic, not in

the central, active area where it is illuminated by the X-ray beam.

The crystal itself however, can minimize internal stress by

remaining flat; in this case an anticlastic curvature of the optic

results. A ‘saddle’ distortion across the surface of the diffracting

region of the crystal results in a complex asymmetric K�1 spec-
trum that defies accurate mathematical description. Johansson

optics, however, can be bent by cementing the crystals into a pre-

form, yielding an optic of superior perfection in curvature. Fig.

3.1.13 shows data collected from such an optic using an Si single

crystal, 333 reflection, as an analyser. Parallel-beam conditions

were approximated in this experiment with the use of very fine

0.05 mm incident and receiving slits. The observed symmetric

emission profile of Fig. 3.1.13(a) can be modelled with a combi-

nation of several Gaussians. However, a Johansson optic will

scatter 1–2% of high-energy radiation to a higher 2� angle than

the K�1 focal line of the optic. This unwanted scatter is domi-

nated by, but not exclusive to, the K�2 spectrum. Louër (1992)

indicated that it can be largely blocked with a knife edge aligned

to just ‘contact’ the high-angle side of the optic’s focal line.

Alternatively, the NIST method is to use a slit aligned to straddle

the focal line. Proper alignment of this anti-scatter slit is critical to

achieving a good level of performance with the absence of ‘K�2’
scatter, as illustrated in Fig. 3.1.13(b). As will be demonstrated,

with use of any Johansson optic the elimination of the K�2 line is
of substantial benefit in fitting the observed peaks with analytical

profile-shape functions.

3.1.3. Instrument alignment

Modern instruments embody the drive towards interchangeable

pre-aligned or self-aligning optics, which, in turn, has led to

several approaches to obtaining proper alignment with minimum

effort on the part of the user. We will not review these approa-

ches, but instead we decribe here the methods used at NIST,

which could be used to check the alignment of newer equipment.

With the use of calibration methods that simply characterize the

performance (which includes the errors) of the machine in an

empirical manner and apply corrections, the quality of the

instrument alignment may be surprisingly uncritical for a number

of basic applications such as lattice-parameter refinement.

However, with the use of the more advanced methods for char-

acterization of the IPF that are based on the use of model

functions, the proper alignment of the machine is critical. The

models invariably include refineable parameter(s) that char-

acterize the extent to which the given aberration affects the data;

the correction is applied, and the results are therefore ‘correct’.

However, if the instrument is not aligned properly, the analysis

attempts to model the errors due to misalignment as if they were

an expected aberration. The corrections applied are therefore

incorrect in degree and nature and an erroneous result is

obtained.

The conditions for proper alignment of a Bragg–Brentano

diffractometer (see Fig. 3.1.14) are:

(1) the goniometer radius, defined by the source-to-rotation-axes

distance, R1, equals that defined by the rotation-axes-to-

receiving-slit distance, R2 (to �0.25 mm);

(2) the X-ray line source, sample and receiving slit are centred in

the equatorial plane of diffraction (to �0.25 mm);

(3) the goniometer rotation axes are co-axial and parallel (to

�5 mm and <10 arc seconds);

(4) the X-ray line source, specimen surface, detector slit and

goniometer rotation axes are co-planar, in the ‘zero’ plane, at

the zero angle of � and 2� (to �5 mm and �0.001�); and
(5) the incident beam is centred on both the equatorial and ‘zero’

planes (to �0.05�).
The first three conditions are established with the X-rays off,

while conditions (4) and (5) are achieved with the beam present,

as it is actively used in the alignment procedure. Neither incident-

nor diffracted-beam monochromators are considered; they are

simply added on to the Bragg–Brentano arrangement and have

no effect on the issues outlined here. Also, in order to execute

this procedure, a sample stage that can be rotated by 180� in � is
required. However, this does not need to be the sample stage

used for data collection. Before any concerted effort to achieve

proper alignment, it is advisable to check the mechanical integrity

of the equipment. Firmly but gently grasp a given component of

the diffractometer, such as the tube shield, receiving-slit assembly

or sample stage, and try to move it in a manner inconsistent with

Figure 3.1.14
Diagrammatic explanation of the conditions necessary to realize a properly aligned X-ray powder diffractometer.
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its proper mounting and function. The number of defects, loose

bolts etc., that can be found this way, even with quite familiar

equipment, can be surprising.

Let us briefly review the development of diffraction equipment

and the subsequent impact on alignment procedures. The goni-

ometer assemblies used for powder diffractometers utilize a

worm/ring gear to achieve rotation of the � and 2� axes while

allowing for the �0.002� resolution with the use of a stepper or

servo motor actuating the worm gear. ‘Home’ switches, with a

coarse one on the ring gear and a fine one on the worm shaft,

allow the software to locate the reference angle(s) of the goni-

ometer assembly to a repeatability of the stepper motor resolu-

tion. With the first generation of these automated goniometers,

the zero angles were fixed relative to the home positions. With

such a design the invariant reference was the receiving slit, and

the operator adjusted the height of the tube shield and the angle

of the � stage to realize alignment condition (4). Second-

generation machines offered the ability to set the zero angles

relative to the home positions (or those of optical encoders) via

software, in which case the exact angular position of either the

X-ray tube focal line or of the receiving slit in �–2� space is

arbitrary. The operator simply determines the positions where

the � and 2� angles are zero, and then sets them there. There is no

technical reason why the older designs cannot be aligned to the

accuracy of newer ones. In practice, however, with older equip-

ment the patience of the operator tends to become exhausted,

and a less accurate alignment is accepted. An important consid-

eration in evaluating modern equipment is that it is often the

incident optic, not the X-ray source (focal line), that is used as the

reference. Which situation is the case can be readily discerned

with an inspection of the hardware: if the incident optic is

anchored to the instrument chassis, then it is the reference. If it is

attached to the tube shield, however, then the source establishes

the reference. The NIST equipment has the latter design.

Condition (1) is that the goniometer radius, defined by the

source-to-rotation-axis distance, R1, equals that defined by the

rotation-axis-to-receiving-slit distance, R2. This condition is

required for proper focusing and is generally realized with the

use of rulers to achieve a maximum permissible error of R �
0.25 mm for a nominal R = 200 mm diffractometer. Condition (2)

concerns the centring of the components in the plane of

diffraction or equatorial plane. This condition is assured with the

use of straightedges and rulers and, again for a line focus with an

8 to 12 mm source length, the maximum permissible error for

deviations along the equatorial plane is �0.25 mm. One can also

consider the takeoff angle at this time; this is the angle between

the surface of the X-ray tube anode and the equatorial centre line

of the diffractometer incident-beam path. As this angle decreases

the resolution is improved at the expense of signal intensity, and

vice versa, as a consequence of the variation in the size of the

source that the specimen ‘sees’. However, with modern fine-focus

tubes, this is not a major effect. Qualitative experiments at NIST

indicate that the exact angle is not critical; a 6� takeoff angle is

reasonable.

The third issue concerns the concentricity of the � and 2�
rotation axes of the goniometer assembly; this is a matter of

underappreciated concern. It is not, however, one over which the

end user has a great deal of control. Measurement of axes

centricity requires the construction of some fairly complex and

stiff structures capable of measuring displacements of the order

of 1 to 2 mm and rotations of seconds of arc. The objective is to

measure both the offset between the two axes and the angle

between them. Concentricity errors affect XRPD data in a

manner analogous to that of sample displacement; hence a 5 mm
concentricity error is of concern. Worse yet is the possibility that

some degree of precession occurs between the two axes with the

operation of the goniometer. In this case, the performance of the

machine will challenge description using established models.

Subsequent experiments are performed with the X-rays

present in order to achieve conditions (4) and (5). The criteria for

proper alignment are universal, but there is a range of experi-

mental approaches by which they can be realized. The specific

approach may well be based on the age and make of the equip-

ment as well as the inclinations of the operator. The essence of

the experimental design remains constant, however: the operator

uses optics mounted in the sample position that will either pass or

block the X-ray beam in such a way as to tell the operator if and

when the desired alignment condition has been realized. One

approach is to use a knife edge mounted as shown in Fig. 3.1.15;

a 2� scan is performed using a point detector with a narrow

receiving slit. When the intensity reaches 50% of the maximum,

the X-ray source (focal line), the rotation axes of the goniometer

and the 2� (zero) angle are coplanar. However, the problematic

presumption here is that the sample stage is aligned so exactly

that the rotation axes of the goniometer assembly bisect the

specimen surface, and therefore the knife edge, to within a few

micrometres. This is equivalent to the z height being zero. The

verification of this level of accuracy in stage alignment would be

exceedingly difficult via direct measurements on the sample stage

itself. While many would be inclined to trust the instrument

manufacturer to have correctly aligned the stage, at NISTwe use

an alternative approach.

A straightforward means of addressing this problem is to use a

stage that can be inverted, and perform the 2� zero angle

experiment in both orientations. 2� scans of a knife edge in the

normal and inverted positions can be compared to determine the

true 2� zero angle, independent of any z-height issue associated

with the stage. It is often useful to draw a diagram of the results in

order to avoid confusion; half the difference between the two

measured zero angles yields the true one. With this information,

the final alignment involves adjusting the specimen z height in

the desired stage, which need not be invertible, until what is

known to be the true 2� zero angle is realized. The knife edge can
also be used to centre the beam on the rotation axes, as per

condition (5). Determination of the � stage zero angle can be

performed using a precision ground flat. An alternative optic to

the knife edge is a rectangular ‘tunnel’ through which the X-ray

beam passes. The entrance window of said tunnel may measure

20 to 40 mm in height and 10 mm in width, while the tunnel itself

is 5 cm long. It is mounted in the beam path as illustrated in Fig.

3.1.16, with the 20 to 40 mm dimension defining the width of the

beam and the 10 mm dimension describing the beam’s length.

Optics like this can be made of metal but are often made of glass.

This optic will pass an X-ray beam only if it is parallel to the

direction of the tunnel and can be used to determine both � and
2� zero angles. These are the optics used at NIST, via an

experimental approach that will be discussed below.

Figure 3.1.15
Diagrammatic view illustrating the use of a knife edge to determine the
2� zero angle.
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If a diffractometer is being commissioned for the first time, or

if major components have been replaced, it is appropriate to use

fluorescent screens to achieve a rough alignment and to ensure

that the incident beam does indeed cross the goniometer rotation

axes and enter the detector; otherwise one may waste time

looking for the beam. It is critical that these experiments are

performed with the tube at operating power and that the

equipment is at thermal equilibrium. Thermal effects will cause

the anode to expand and contract, which will typically cause the

position of the source to change. This is particularly critical when

using optics to prepare the incident beam, as the performance of

the optics can change markedly with movement of the source.

The objective of the first experiment using X-rays is to achieve

parallelism between the line source of the tube anode, or focal

line of the Johansson optic, and the receiving slit. A 5 mm
platinum pinhole, which was originally manufactured as an

aperture for transmission electron microscopy, is mounted in the

sample position and used to image the focal line of the source

onto the receiving slit (Fig. 3.1.17). This experiment is the one

exception to the operating-power rule, as otherwise Brems-

strahlung will penetrate the platinum foil of the pinhole and

produce confounding results. Success can be realized with

settings of 20 kV and 10 mA; these reduced power settings are

not thought to affect the angle between the tube anode and

receiving slit (which is the issue addressed in this experiment).

The incident slit is opened to the point at which the line source

itself is imaged, not the incident slit. The Soller slits, and the post-

monochromator if there is one, must also be removed to allow for

the axial divergence that is needed for the success of this

experiment. The pinhole images the line source onto the

receiving slit; as the angle between the two decreases, progres-

sively larger lengths of the receiving slit are illuminated during a

2� scan. The tilt of the X-ray tube shield is varied and sequential

2� scans are collected. As parallelism is approached, the profiles

will exhibit a progressive increase in the maximum intensity

value, with corresponding decreases in breadth. Conclusive

results are shown in Fig. 3.1.18. It should be noted that this is a

very difficult experiment to perform because the beam is essen-

tially open and scatter is abundant. Shielding must be installed

such that the detector can see only the signal that passes through

the pinhole. The pinhole itself should also be shielded to mini-

mize the area of (relatively transparent) platinum exposed to the

direct beam.

We now proceed to determine the � and 2� zero angles using

the glass-tunnel optic. Initial experiments should be performed

without a post-monochromator, as its presence tends to compli-

cate finding the beam. However, it should be installed as

experiments progress, as it will lead to an increase in resolution; it

may alter the wavelength distribution slightly and its mass will

change the torque moment on the 2� axis. The latter two factors

may alter the apparent 2� zero by several hundredths of a degree.
It is best to use a minimum slit size for the incident beam that will

fully illuminate the entrance to the tunnel optic to avoid undue

levels of scatter. The receiving slit should be the smallest size

available, 0.05 mm in our case. The first experiment will deter-

mine a first approximation of the zero angle of �. The tunnel optic
is used, with a � scan being performed with an open detector.

Once an approximate zero angle of � is determined, the receiving

slit is installed and a 2� scan is performed with � at its zero point.

Thus, we now have a qualitative idea of both zero angles. Then an

experiment is performed as shown in Fig. 3.1.19; sequential 2�
scans are performed as � is stepped through its zero point by very
small steps (0.004� in the case of our experiment). The tunnel

scatters radiation from its upper and lower surfaces when it is not

parallel to the central portion of the beam, resulting in a lobe on

each side of the direct beam in Fig. 3.1.19. When � is at the

desired zero angle, the direct beam is transmitted with minimum

intensity in the lobes.

Once the zero positions of the � and 2� angles are determined,

the stage is inverted and this set of experiments is repeated. It is

desirable to drive the stage by 180�; however, remounting the

stage in an inverted position is acceptable if the mounting

structure centres the stage to within a few micrometres. Again, it

is often useful to draw a diagram of the results from these two

zero-angle determinations to ensure that the data are interpreted

Figure 3.1.17
Design of experiments using a pinhole optic to align the X-ray source
with the receiving slit.

Figure 3.1.18
Successful results from the pinhole experiment showing variation in
profile shape with successive adjustment of tube tilt; the central peak of
highest intensity indicates the state of parallelism between the source
and the receiving slit.

Figure 3.1.16
Diagrammatic view of the glass tunnel for determination of � and 2� zero
angles.



233

3.1. OPTICS ANDALIGNMENT OF THE LABORATORY DIFFRACTOMETER

correctly, as shown in Fig. 3.1.20. In this example, the sample

height is displaced in the positive z direction, otherwise the

positions of orientation 1 and 180� from orientation 1 would be

reversed. The operator should verify that fully self-consistent

results are obtained with respect to the four zero angles shown in

Fig. 3.1.20. Because the beam is divergent, the difference between

the two � zero angles will not be precisely 180�, as shown in Fig.

3.1.20. Again, half the difference between the two measured 2�
zero angles yields the true one, with respect only to the locations

of the X-ray source and the goniometer rotation axes. Using the

data of Fig. 3.1.20 and the goniometer radius, the z-height error

on the stage in question could be computed and an adjustment

made; this should be followed by repeating the two zero-angle

measurements and checking for self-consistency to provide

additional confidence in the alignment.

The final task is to mount the stage to be used in subsequent

data collection and adjust its sample height until the known true

2� zero angle is obtained. The final experiment is a �–2� scan of

the tunnel optic to yield data of the kind shown in Fig. 3.1.21. The

symmetry of the lobes on each side of the peak from the direct

beam is indicative of the correct � zero angle setting. This final

high-resolution experiment is an excellent indicator of the state

of the alignment of the instrument. These experiments, when

used in conjunction with profile fitting, can yield measurements

of the zero angles with an uncertainty for � and 2� of �0.001�.
Given the high certainty with which the zero angles are deter-

mined, they would then not be refined in subsequent data

analyses. The alignment of the incident-beam slit, issue (5), is

accomplished with a scan of the direct beam. If the machine is

equipped with a variable-divergence incident-beam slit, it is

important to evaluate it at several settings because changes in the

centre line of the beam may occur as the divergence angle is

altered. Use of an excessively narrow receiving slit should be

avoided for scans of the direct beam, since the thickness of the

metal blades used for the slit itself may be larger than the width

of the slit, leading to a directional selectivity as the scan is

performed.

The alignment presented here was carried out using a scintil-

lation detector; however, much of it could be performed using a

PSD in ‘picture-taking’ mode. In any case, the count rates have to

be monitored to ensure that they are within the linear range of

the detector (5000 to 10 000 counts per second), otherwise

anomalous results are obtained. Attenuating foils that are flat

and in good condition can be used to reduce the intensity. It

should also be stressed that if the observations made during the

experiments do not meet expectations, something is wrong and

the desired outcome, i.e. the correct alignment, will not be

realized. Drawing a diagram of the X-ray beam path can be very

useful for discovering the cause of apparently unexplainable

observations. Also, throughout these experiments it is appro-

priate for the operator to try various additional settings to ensure

that the machine is operating as expected. Anomalous observa-

tions can almost always be explained in a quantitative manner

with appropriate investigation. Patience is required.

In the past, achieving acceptable performance with a

Johansson optic was considered so problematic that they were

under-used, despite the improvements in the data quality they

provided. Modern instrumentation can provide their advantages

with dramatically reduced effort. The

NIST Johansson IBM, however, was

derived from an older design that was

originally supplied with a Siemens D500,

circa 1987. It uses a Huber 611 mono-

chromator housing that provides 5

degrees of freedom in the positioning of

the optic: the a distance, the takeoff angle,

crystal 2�, tilt and azimuth. For afore-

mentioned reasons, we installed a modern

Johansson optic manufactured by Cris-

matec (now part of Saint Gobain). There

are two stages to the procedure for

aligning the machine equipped with the

IBM: first, the crystal optic itself is aligned

Figure 3.1.19
Results from 2� scans at successive � angles using the glass tunnel to
determine the � and 2� zero angles.

Figure 3.1.20
Diagram of hypothetical results from two zero-angle measurements (Fig. 3.1.19) with the sample
stage in the normal and inverted positions to determine the true 2� zero angle of the goniometer
assembly in the absence of a z-height error from sample-stage misalignment.

Figure 3.1.21
Final results from a �–2� scan using the glass tunnel, indicating the
correct determination of � and 2� zero angles.
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with the line source of the tube anode, and then the tube shield/

IBM assembly is aligned with the goniometer. The second stage is

analogous to the instrument alignment described above, so here

we will discuss only the first stage (although not exhaustively).

The alignment of the Johansson optic to the X-ray source is

done largely with the X-rays present. The crystal tilt and azimuth

are set by using a fluorescent screen or camera to observe the

diffraction images from the optic as it is rotated through its

diffraction angle. Fig. 3.1.22, which is reproduced from the

instructions supplied by Siemens, shows how the images form and

move, informing the operator of necessary adjustments. Initially,

a set of hex-drive extensions was used to drive the optic remotely

through its 2� angle. The source was operated at full power while

the movement of the image was observed through a lead-

impregnated window. Later, a motor drive was installed onto the

2� actuator of the 611 housing. In the end, the incident-beam

intensity realized from the optic is dependent upon the operator’s

ability to discern the subtleties in the image movement (Fig.

3.1.22). Blocking the axially divergent signals from the optic with

a high-resolution 0.05� Soller slit dramatically improves the

sensitivity of this observation to the setting of the tilt and azimuth

angles. The inclusion of the Soller slit, however, will reduce the

intensity markedly. A complete darkening of the room, including

blocking of the shutter lights, as well as allowing time for pupil

dilation, can be helpful. However, the use of an X-ray imager or a

PSD in picture-taking mode improves the quality of the align-

ment by allowing for a more accurate interpretation of the

observations.

The goal is the formation of an image in the centre of the beam

path that splits symmetrically out to the edges with increasing

crystal 2� angle (Fig. 3.1.22). The directions supplied by Siemens

and Huber allude to the fine adjustment [see Huber (2014) for

movies] of the tilt and azimuth by examining the structure of the

diffracted beam at the optic’s focal point. A fluorescent screen

located at the focal point and set at a 6� angle to the beam path is

used to image the beam structure. With the use of the Soller slit

for coarse alignment of tilt and azimuth, the desired final image

for the fine-adjustment mode was, indeed, obtained. But it was

not possible, even with a deliberate mis-setting of tilt and azimuth

angles, to use the defective images at the focal point as a source of

feedback for correcting the settings because they were too

diffuse.

The Johansson optic is supplied with a and b distances that

correspond to the angle of asymmetry in the diffraction planes

and the bend radius. The instructions indicate that an incorrect

setting in a will cause the optic’s diffraction image to move up or

down in the plane of diffraction with variation of the crystal 2�
angle. Again, a lack of sensitivity prevents the use of this effect as

a feedback loop to set a. Alternative experiments for the opti-

mization of the distance a of the optic were time consuming and

not conclusive, so we decided to accept the supplied value for a.

As before, we set the takeoff angle at 6�. A critical and quite

difficult problem is the alignment of the slit located between the

X-ray tube and the crystal optic (not shown in Fig. 3.1.3). This slit

centres the beam onto the active area of the optic; misalignment

leads to unwanted scatter from the optic’s edges. It is aligned with

the X-ray beam present, yielding an image of the shadow cast by

the optic itself on one side, and one edge of the slit on the other.

The optic is rotated in 2� so that its surface is parallel to the X-ray
beam, i.e. shadowing is minimized. The shadow from the second

edge of the slit is obscured by the optic. Geometric considera-

tions are used in conjunction with knowledge of the radius of

curvature of the optic to obtain the correct location for the slit. A

drawing is highly useful in this instance. After the installation of

this slit, it is appropriate to re-check the tilt and azimuth settings,

as the alignment of the optic is nearly complete.

The setting of the crystal 2� is performed by evaluation of the

direct beam, either with scans using a scintillation detector or by

taking pictures with a PSD. With increasing crystal 2�, the beam

diffracted by the optic will build in the centre forming a broad

profile; then the intensity on either side of the initial profile will

rise, leading to the desired box form; and then intensity at the

centre of the box will fall, followed lastly by the intensity at either

side of the centre. This is consistent with Fig. 3.1.22. The process

will repeat at half the K�1 intensity for the K�2 line. (Avoid

tuning to the wrong line.) The crystal 2� setting should be

checked at regular intervals with a scan of the direct beam; this is

the only setting on the IBM that has been observed to drift with

time.

The final step in alignment of the IBM is the installation of the

anti-scatter slit located at the focal line of the optic (Fig. 3.1.3).

This is performed after the IBM assembly is aligned to the

goniometer. Optimal performance of the anti-scatter slit can be

expected only if it is located precisely at the focal line, which itself

constitutes the smallest region within which a maximum of X-ray

flux is transmitted. Therefore, the NIST alignment procedure

includes an experiment using a narrow slit positioned by an x–y

translator to evaluate the relative flux of the beam in the vicinity

of the focal line. The y direction is parallel to the b direction (Fig.

3.1.3). A 0.05 mm slit is translated across the beam in the x

direction, while intensity readings are recorded from an open

detector. This process is repeated for a sequence of y distances. A

plot of the recorded intensity versus x at a sequence of y settings

will yield a set of profiles which broaden on either side of the true

value of b; the narrowest, highest-intensity profile will indicate

the location of the focal line. Thus, the experiment determines

both the true b distance and the location in the x direction of the

focal line. Once b is known, translational adjustment of the IBM

Figure 3.1.22
Figures found within the instructions for a Siemens D500 incident-beam monochromator in a Huber 611 monochromator housing, illustrating image
formation and movement for correct and incorrect settings of tilt and azimuth angles (reproduced with verbal permission from Huber).
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assembly may be required to locate the focal line precisely on the

goniometer radius. The experiment also effectively measures the

size of the focal line, in our case this was 0.15 mm. A slit of this

dimension was fabricated, and the x–y translator was replaced

with a standard slit retainer positioned at the desired location.

The results are shown in Fig. 3.1.13.

3.1.4. SRMs, instrumentation and data-collection procedures

NIST maintains a suite of SRMs suitable for calibration of

powder-diffraction equipment and measurements (NIST,

2015a,b,c,d). These SRMs can be divided into various categories

based on the characteristic they are best at calibrating for: line

position, line shape, instrument response or quantitative analysis,

although some degree of overlap exists. The powder SRMs are

certified in batches, typically consisting of several kilograms of

feedstock, that are homogenized, riffled and bottled prior to the

certification. A representative sample of the bottle population,

typically consisting of ten bottles, undergoes certification

measurements. The specific size of each lot is based on expected

sales rates, mass of material per unit and an anticipated re-

certification interval of 5 to 7 years. When the stocks of a given

certification are exhausted, a new batch of the SRM is certified

and a letter is appended to the code to indicate the new certifi-

cation. Hence SRM 640e (2015) is the sixth certification of SRM

640, originally certified in 1973. The microstructural character of

the SRM artifact and/or the certification procedure itself are

expected to change (improve) with each renewal.

To understand the role of an SRM in the calibration of XRPD

measurements and equipment, it is helpful to discuss briefly the

documentation accompanying an SRM [see also Taylor & Kuyatt

(1994), GUM (JCGM, 2008a) and VIM (JCGM, 2008b)]. NIST

SRMs are known internationally as certified reference materials.

Accompanying an SRM is a certificate of analysis (CoA), which

contains both certified and non-certified quantity values and their

stated uncertainties. Certified quantity values are determined by

NIST to have metrological traceability to a measurement unit –

often a direct linkage to the SI. Non-certified values (those

lacking the word certified, as presented within a NIST CoA) are

defined by NIST as best estimates of the true value provided by

NISTwhere all known or suspected sources of bias have not been

fully investigated. Both certified and non-certified quantity

values are stated with an accompanying combined expanded (k =

2) uncertainty. Expanded uncertainty is defined as the combined

standard uncertainty values for a given certified value multiplied

by a coverage factor, k, of 2 and represents a 95% confidence

interval for a given value. The combined standard uncertainties

are determined by applying standard procedures for the propa-

gation of uncertainty. The distinguishing characteristic of a

NIST-certified quantity value is that all known instrumental

measurement uncertainties have been considered, including the

uncertainties from the metrological traceability chain. NIST

defines uncertainties in two contexts: type A and type B. Type A

are the random uncertainties determined by statistical methods,

for example the standard deviation of a set of measurements.

Type B uncertainties are systematic in nature and their extent is

usually based on scientific judgment using all relevant informa-

tion available on possible biases of the experiment. Assessing the

technical origin and magnitude of these type-B uncertainties is a

dominant part of the NIST X-ray metrology program.

XRPD SRM-certified quantity values are used primarily for

calibration of XRPD measurement systems. The calibration data

collected on test instruments also contain the two types of errors:

random and systematic. It is the systematic measurement errors,

or so-called instrument bias, that can be corrected with a cali-

bration. Calibration is a multi-step process. First, certified

quantity values are related to test instrument data. This is done

by computing, from these values, what would constitute an ‘ideal’

data set from the ‘measurement method’ to be calibrated. The

‘method’ in this case would include the test instrument, its

configuration settings and the data-analysis method to be used in

subsequent measurements. Then a data set from the SRM is

collected and analysed under the conditions of the method.

Lastly, a calibration curve is generated by comparing the ‘ideal’

data set to the measured one. This would establish a correction to

the instrument data and yield a calibrated measurement result.

For XRPD, this correction has classically taken the form of a

calibration function shifting the apparent 2� indications. There is
also the possibility that comparing the ‘ideal’ instrument

response with the observed one indicates a mechanical, optical or

electrical malfunction of the instrument. This, of course, requires

further investigation and repair, rather than simply applying a

calibration curve.

The generation of a calibration curve as just described can be

thought of as a ‘classical’ calibration, and is applicable when the

data-analysis procedure(s) use empirical methods to para-

meterize the observations. More recent, advanced methods such

as the FPA use model functions that relate the form of the data

directly to the characteristics of the diffraction experiment. The

parameters of the model describing the experiment are refined

in a least-squares context in order to minimize the difference

between a computed pattern and the observed one. With the use

of methods that use model functions, the calibration takes on a

different form, as the collection and analysis of data can be

thought of as replacing the aforementioned multi-step process.

The calibration is completed by comparing the results of the

refinement with certified quantity values from an appropriately

chosen SRM and the known physical-parameter values that

describe the optical configuration of the test instrument.

Random measurement error, describing the variation of data

for a large set of measurements, can be estimated by repeating

measurements over an extended period and computing the

variance in the data. Furthermore, over time, one could recali-

brate the system and look at the variance of the systematic bias

for a given instrument, i.e. the rate of drift in the instrument. One

would also have to investigate the sensitivity of both the random

error and the variance in the systematic bias to environmental

variables such as ambient temperature, power fluctuations etc.

This systematic error variance, combined with the prior deter-

mined random error variance and the certified value and its

uncertainty, provides an instrumental measurement uncertainty

that can be applied to all measurements from a given instrument.

Such an in-field study, however, would take years to complete.

Instead, the instrumental measurement uncertainties for a given

commercial XRPD measurement system are typically provided

by the manufacturer, with the stated caveat that periodic cali-

brations should be performed via factory specifications. The

instrumental measurement uncertainties determined through

such a study are invariably much larger than those of the NIST-

certified quantity values, as they contain both the instrument

measurement errors (systematic and random) combined with

certified quantity value uncertainties.

NIST maintains a suite of more than a dozen SRMs for powder

diffraction. However, one often encounters discussions of non-

institutionally-certified standards such as ‘NAC’ (Na2Ca3Al2F14),

annealed yttrium oxide and silver behenate. Our discussions here
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principally concern SRMs 640e (silicon), 660b (NIST, 2010)

(lanthanum hexaboride), 1976b (2012) (a sintered alumina disc)

and 676a (NIST, 2008) (alumina). SRM 660b has since been

renewed as SRM 660c (2014). Most of the work presented here

was performed using SRM 660b; however, SRM 660c could be

used in any of these applications with identical results. SRMs

certified to address the calibration of line position, such as SRMs

640e, 660c and 1976b, are certified in an SI-traceable manner with

respect to lattice parameter. SRM 1976b is also certified with

respect to 14 relative intensity values throughout the full 2� range
accessible with Cu K� radiation. As such, it is used to verify the

correct operation of a diffractometer with respect to diffraction

intensity as a function of 2� angle, i.e. instrument sensitivity

(Jenkins, 1992) or instrument response. SRM 676a is a

quantitative-analysis SRM certified with respect to phase purity

(Cline et al., 2011). While SRM 676a is certified for use as a

quantitative-analysis SRM, it is also certified with respect to

lattice parameters.

Starting with the certification of SRM 640c in 2000, the 640x

SRMs have been prepared in a way that minimizes sample-

induced line broadening. These powders consist of single-crystal

particles that were annealed after comminution in accordance to

the method described by van Berkum et al. (1995). Their

crystallite-size distributions (as determined by laser scattering)

have a maximum probable size of approximately 4 mm with 10%

of the population being above 8 mm and 10% of the population

being below 2.5 mm (with trace quantities below 1 mm). With Cu

K� radiation, silicon has a linear attenuation of 148 cm�1, which
is a relatively low value. SRMs 660x consist of lanthanum

hexaboride, which was prepared to display a minimal level of

both size and microstrain broadening. With the release of SRM

660a, high-resolution diffraction using synchrotron radiation

must be used to detect microstructural broadening. However, the

use of lanthanum hexaboride by the neutron-diffraction

community is problematic, as the naturally abundant isotope
10B has an extremely high neutron absorption cross section.

Lanthanum hexaboride made from 10B is essentially opaque to

neutrons, rendering it unsuitable for neutron experiments. This

problem was addressed with SRMs 660b and 660c by means of a

dedicated processing run using a boron carbide precursor enri-

ched with the 11B isotope to a nominal 99% concentration. As

such, SRMs 660b and 660c are suitable for neutron experiments;

they display a miniscule reduction in microstrain broadening

relative to 660a. SRMs 660b and 660c were prepared at the same

time using identical procedures and equipment, but in different

lots. Lanthanum hexaboride has a relatively high linear

attenuation of 1125 cm�1 with Cu K� radiation. This linear

attenuation virtually eliminates the contribution of specimen

transparency to the observed data; as such it offers a more

accurate assessment of the IPF for a machine of Bragg–Brentano

geometry than is available from other SRMs in the suite. The

powders of the SRM 660x series consist of aggregates, with the

crystallite size being approximately 1 mm and the aggregate size

distribution being centred at approximately 8 mm for SRM 660a

and 10 mm for 660b and 660c. SRM 676a consists of a fine-

grained, equi-axial, high-phase-purity �-alumina powder that

does not display the effects of preferred orientation. It consists

of approximately 1.5 mm-diameter aggregates with a broad

crystallite-size distribution centred at 75 nm. Therefore, the

diffraction lines from SRM 676a display a considerable degree of

Lorentzian size broadening, with a 1/cos � dependence.
SRM 1976b consists of a sintered alumina disc; this format

eliminates the variable of sample-loading procedure from the

diffraction data collected from this SRM. The alumina powder

precursor for SRMs 1976, 1976a and 1976b consists of a ‘tabular’

alumina that has been calcined to a high temperature, approxi-

mately 1773 K. This calcination results in a phase-pure �-alumina

powder with a plate-like crystal morphology, approximately

10 mm in diameter by 2 to 3 mm in thickness, leading to the

texture displayed by these SRMs. The feedstock for SRMs 1976,

1976a and 1976b was manufactured with a common processing

procedure: the compacts are liquid-phase sintered using a 3 to

5% anorthite glass matrix; hot forging was used to achieve a

compact of approximately 97% of theoretical density. A unique

outcome of the hot-forging operation used to manufacture these

pieces was the axi-symmetric texture imparted to the micro-

structure. This axi-symmetric nature permits mounting of the

sample in any orientation about the surface normal. Further-

more, as the sintered compacts cool, the viscosity of anorthite

steadily increases, solidifying at approximately 1073 K. This

permits intergranular movement during cooling, at least until

1073 K, and reduces the level of microstrain that would otherwise

build between the grains due to the anisotropic thermal expan-

sion behaviour of alumina. However, despite this relaxation

mechanism, SRM 1976x still displays a discernable level of

Gaussian microstrain broadening. SRMs 1976a and 1976b were

manufactured in a single custom production run, and display a

much more uniform level of texture than SRM 1976. This fact is

reflected in the considerably smaller uncertainty bounds on the

certified relative intensity values of SRMs 1976a and 1976b

compared to the original SRM 1976.

Mounting of powder specimens for analysis using Bragg–

Brentano geometry is a non-trivial process that typically requires

20 to 30 min. The objective is to achieve a maximum in packing

density of the powder with a smooth, flat surface. A 5 mm
displacement error in the position of the sample surface will have

a noticeable impact on the data collected. Side-drifted mounts

allow for realization of a flat surface with relative ease, though

maximizing the density of the compact can be challenging. Top-

mounted specimens can be compacted using a glass plate or bar

that allows the operator to see the sample surface through the

glass and, in real time, determine the success or failure in

obtaining the desired outcome. Some powders, such as that of

SRM 640e, ‘flow’ in the mount with the oscillation of the glass

plate across the sample surface. Others, such as SRM 676a do not

flow at all, but can be ‘chopped’ into the holder and compacted

with a single compression. Several attempts may be necessary to

realize a high-quality mount. A low-wetting-angle, low-viscosity

silicone-based liquid resin, such as those marketed as vacuum-

leak sealants for high-vacuum operations, can be used to infiltrate

the compact once it is mounted; this results in a stable sample that

will survive some degree of rough handling.

The diffractometer discussed in this work is a NIST-built

instrument with a conventional optical layout, although it has

several features that are atypical of equipment of this nature. It

was designed and built to produce measurement data of the

highest quality. This outcome is not only consistent with the

certification of SRMs, but is also requisite to critical evaluation of

modern data-analysis methods (another goal of this work), as

discussed below. The essence of the instrument is a superior

goniometer assembly that is both stiff and accurate in angle

measurement, in conjunction with standard but thoroughly

evaluated optics. The tube shield and incident-beam optics are

mounted on a removable platform that is located via conical pins

that constitute a semi-kinematic mount. This feature allows rapid

interchange between various optical geometries. Fig. 3.1.23 shows
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the instrument set up in conventional geometry with a post-

monochromator and point detector, while Fig. 3.1.24 shows the

setup with a Johansson IBM and a PSD. Data from these two

configurations are discussed below.

The goniometer assembly, which is of �–2� geometry, uses a

pair of Huber 420 rotation stages mounted concentrically with

the rotation axes horizontal. The stage that provides the � motion

faces forward while the 2� stage faces rearward; they are both

mounted on a common aluminium monolith, visible in Figs. 3.1.23

and 3.1.24, which forms the basis of the chassis for the instrument.

Both stages incorporate Heidenhain 800 series optical encoders

mounted so as to measure the angle of the ring gear. With 4096-

fold interpolation provided by IK220 electronics, an angle

measurement to within �0.00028� (1 arc second) was realized for

both axes. The stages are driven by five-phase stepper motors

that incorporate gear reducers of 10:1 for the � stage and 5:1 for

the 2� stage, yielding step sizes of 0.0002� and 0.0004�, respec-
tively. The manufacturer’s specifications for the Huber 420

rotation stage claim an eccentricity of less than 3 mm and a

wobble of less than 0.0008� (3 arc seconds). The construction of

the goniometer assembly necessitated the development of a

specialized jig to align the two 420 rotation stages with regard to

both the concentricity (eccentricity) and parallelism (wobble) of

their rotation axes. The result was that the overall eccentricity

and wobble of the assembly met the specifications cited for the

individual stages. The flexing of the detector arm, attached to the

rearward-facing 2� stage, was minimized by fabricating a

honeycombed aluminium structure, 7.6 cm deep, which maxi-

mized stiffness while minimizing weight. Furthermore, the entire

detector-arm assembly, including the various detectors, was

balanced on three axes to minimize off-axis stress on the 2�
rotation stage (Black et al., 2011). Thus, the goniometer assembly

is exceedingly stiff and offers high-accuracy measurement and

control of both the � and 2� angles.
The optics, graphite post-monochromator, sample spinner,

X-ray generator and tube shield of the machine were originally

components of a Siemens D5000 diffractometer, circa 1992. As

previously discussed, the parts for the IBM configuration were

obtained primarily from a Siemens D500, circa 1987. Both

configurations include a variable-divergence incident-beam slit

from a D5000. The PSD used in this work was a Bruker LynxEye

XE. The cable attached to the sample spinner (as seen in Figs.

3.1.23 and 3.1.24) is a flexible drive for the spinner itself; the

remote location of the drive motor (not shown) isolates the

sample and machinery from the thermal influence of the motor.

The machine was positioned on an optical table within a

temperature-controlled (�0.1 K) space. The temperature of the

water used for cooling the X-ray tube and generator was regu-

lated to within �0.01 K. Operation of the machine was provided

through control software written in LabVIEW. Data were

recorded in true x–y format using the angular measurement data

from the optical encoders.

In conventional configuration, the 2.2 kW copper tube of long

fine-focus geometry was operated at a power of 1.8 kW. This tube

gives a source size of nominally 12 � 0.04 mm, while the goni-

ometer radius is 217.5 mm. The variable-divergence slit was set to

�0.9� for the collection of the data discussed here. This results in

a beam width, or footprint at the lowest � angle, on the sample of

about 20 mm, conservatively smaller than the sample size of

25 mm. A Soller slit with a divergence of 4.4� defined the axial

divergence of the incident beam. A 2 mm anti-scatter slit was

placed approximately 113 mm in front of the 0.2 mm (0.05�)
receiving slit. The total path length of the scattered radiation

(the goniometer radius plus the traverse through the post-

monochromator) was approximately 330 mm. This setup reflects

what is thought to be a medium-resolution diffractometer that

would be suitable for a fairly broad range of applications and is

therefore a reasonable starting point for a study of instrument

calibration. With the IBM, the 1.5 kW copper tube of fine-focus

geometry was operated at a power of 1.2 kW. This tube had a

source size of nominally 8 � 0.04 mm. The variable-divergence

incident slit was also set to 0.9� with a 0.2 mm (0.05�) receiving
slit. The receiving optics were fitted with a 4.4� Soller slit. The
total beam-path length was about 480 mm.

With the scintillation detector, data were collected using two

methods, both of which encompassed the full 2� range available

with these instruments and for which the SRMs show Bragg

reflections. The first involves data collection in peak regions only,

as illustrated in Table 3.1.2 for SRM 660b. The run-time para-

meters listed in Table 3.1.2 reflect the fact that the data-collection

efficiency can be optimized by collecting data in several regions,

as both the intensity and breadth vary systematically with respect

to 2�. This was the manner in which data were collected for the

certification measurements of SRMs 660c, 640e and 1976b. The

Figure 3.1.23
The X-ray powder diffractometer designed and fabricated at NIST, in
conventional divergent-beam format.

Figure 3.1.24
The NIST-built powder diffractometer configured with the Johansson
incident-beam monochromator and a position-sensitive detector.
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second involved a simple continuous scan of fixed step width and

count time. It is generally accepted that a step width should be

chosen so as to collect a minimum of five data points above the

full-width-at-half-maximum (FWHM) to obtain data of sufficient

quality for a Rietveld analysis (Rietveld, 1967, 1969; McCusker et

al., 1999). This does not, however, constitute any sort of

threshold; collecting data of a finer step width can, with proper

data analysis, result in a superior characterization of the IPF.

However, one must consider the angular range of acceptance of

the receiving slit that is chosen. For a slit of 0.05� a step width of

0.005� would add only 10% ‘new’ information, so selecting this

step width would not be worth the extra data-collection time. We

did, however, collect some data sets we refer to as ‘ultra-high-

quality’ data; the step widths for these were half those shown in

Table 3.1.2 and the count times were approximately three times

higher than those in Table 3.1.2. For the reported instrument and

configuration, the run-time parameters of Table 3.1.2 result in a

minimum of 8 to 10 points above the FWHM. Count times were

selected to obtain a uniform number of counts for each profile. It

should be noted that it is probably not worth spending time

collecting quality data from the 222 line of LaB6, as it is of low

intensity and relatively close to other lines of higher intensity;

however, this is not the case with the 400 line. Selection of the

run-time parameters can be an iterative process; the total width

of each profile scan was set to include at least 0.3� 2� of apparent
background on either side of the profile. Except for the data for

SRM 676a, the continuous scans discussed were collected with a

step width of 0.008� 2� and a count time of 4 s to result in a scan

time of roughly 24 h. The scans of 676a were collected with 0.01�

2� step width and 5 s count time.

The PSD used on the NIST diffractometer was a one-

dimensional silicon strip detector operated in picture-taking

mode for all data collection. It has an active window length of

14.4 mm that is divided into 192 strips for a resolution of 75 mm.

With a goniometer radius of 217.5 mm this constitutes an active

angular range of 3.80� with 0.020� per strip. Slits that would limit

the angular range of the PSD window were not used; with each

step the counts from all 192 channels were recorded. The PSD

was stepped at 0.005� 2�, for 25% new information per strip;

however, to reduce the data-collection time a second coarse step

was also included. Therefore, the data-collection algorithm

includes the selection of three parameters: a fine step of 0.005�,
the number of fine steps between coarse steps (4), and the size of

a coarse step (typically 0.1� or 0.2� 2�). This approach allows for

the collection of high-resolution data without stepping through

the entire pattern at the high-resolution setting. Data were

collected with four fine steps per detector pixel and a coarse step

of 0.1� 2�. They were processed to generate x–y data for subse-

quent analysis. The operator can select the portion of the 192

channels, centred in the detector window, to be included in the

generation of the x–y file. The PSD was fitted with a 1.5� Soller
slit for collection of the data presented here.

3.1.5. Data-analysis methods

Data-analysis procedures can range from the entirely non-

physical, using arbitrary analytical functions that have been

observed to yield reasonable fits to the observation, to those that

exclusively use model functions, derived to specifically represent

the effect of some physical aspect of the experiment. The non-

physical methods serve to parameterize the performance of the

instrument in a descriptive manner. The origins of two of the

most common measures of instrument performance are illu-

strated in Fig. 3.1.25. The first is the difference between the

apparent position, in 2�, of the profile maximum and the position

of the Bragg reflection computed from the certified lattice

parameter. These data are plotted versus 2� to yield a �(2�)
curve; a typical example is shown in Fig. 3.1.26. An illustration of

the half-width-at-half-maximum (HWHM), which is defined as

the width of either the right or left half of the profile at one half

the value of maximum intensity after background subtraction, is

also shown in Fig. 3.1.25. These values can be summed to yield the

FWHM, and plotted versus 2� to yield an indication of the profile

breadth as it varies with 2� (Fig. 3.1.27). In addition, the left and

right HWHM values of Fig. 3.1.28 gauge the variation of profile

asymmetry with 2�; additional parameters of interest, such as the

degree of Lorentzian and Gaussian contribution to profile shape,

Table 3.1.2
Run-time parameters used for collection of the data used for certification
of SRM 660b

The ‘overhead time’ associated with the operation of the goniometer is included.

hkl
Start
angle (�)

End
angle (�)

Step
width (�)

Count
time (s)

Total peak
time (min)

100 20.3 22.2 0.01 2 6.3
110 29.1 31.4 0.01 1 3.8
111 36.4 38.4 0.01 3 10.0
200 42.7 44.4 0.01 5 14.2
210 48 50 0.008 2 8.3
211 53.2 54.896 0.008 5 17.7
110 62.5 64.204 0.008 11 39.0
300 66.7 68.596 0.008 4 15.8
310 70.9 72.7 0.008 6 22.5
311 75 76.904 0.008 9 35.7
222 79.3 80.804 0.008 47 147.3
320 83 84.904 0.008 15 59.5
321 86.9 88.9 0.008 8 33.3
400 95 96.704 0.008 42 149.1
410 98.6 100.8 0.008 9 41.3
330 102.7 104.9 0.008 12 55.0
331 106.9 108.9 0.01 27 90.0
420 111.1 113.1 0.01 20 66.7
421 115.3 117.6 0.01 10 38.3
332 119.9 122.1 0.01 19 69.7
422 129.6 131.796 0.012 32 97.6
500 134.9 137.396 0.012 27 93.6
510 140.5 144 0.014 7 29.2
511 147.5 150.908 0.016 15 53.2

Total time = 20.0 hours

Figure 3.1.25
Diagrammatic representation of a powder-diffraction line profile,
illustrating the metrics �(2�) and half-width-at-half-maximum
(HWHM). The full-width-at-half-maximum (FWHM) = left HWHM +
right HWHM.
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can be plotted versus 2� to describe the instrument and evaluate

its performance.

The least computationally intensive methods for the analysis of

XRPD data, which have been available since the onset of auto-

mated powder diffraction, are based on first- or second-derivative

algorithms. These methods report peak positions as the 2� value
at which a local maximum in diffraction intensity is detected in

the raw data. Typical software provides ‘tuning’ parameters so

that the operation of these algorithms can be optimized for the

noise level, step width and profile width of the raw data. These

methods are highly mature and offer a quick and reliable means

of analysing data in a manner suitable for qualitative analysis and

lattice-parameter refinement. However, they only give informa-

tion about the position of the top of the peak. Calibration of the

diffractometer via this method is useful only for subsequent

analyses that also use such peak-location methods.

Profile fitting with an analytical profile-shape function offers

the potential for greater accuracy, because the entire profile is

used in the analysis. As with the derivative-based methods, profile

fitting also reports the observed 2� position of maximum inten-

sity, in addition to parameters describing

profile shape and breadth. The discussion of

the IPF in Section 3.1.1, as well as a quick

look at Figs. 3.1.26–3.1.28, shows the

complexity in the line profile shape from a

Bragg–Brentano instrument. The profiles are

symmetric only in a limited region of 2�; in
other regions, the degree and direction of

profile asymmetry also vary as a function of

2�. To a first approximation, the optics of an

instrument contribute to the Gaussian nature

of the profiles; this Gaussian nature will be

constant with respect to 2�. The Lorentzian

contribution is primarily from the emission

spectrum; given the dominance of angular-

dispersion effects at high angle, one can

expect to see an increase in the Lorentzian

character of the profiles with increasing 2�.
While it can be argued that it is physically

valid to model specific contributions to the

IPF with Gaussian and Lorentzian PSFs,

either of these two analytical functions alone

cannot be expected to fit the complexities of

the IPF and yield useful results. Combina-

tions of these two functions, however, using

shape parameters that vary as a function of

2�, have given credible results for fitting of

data from the Bragg–Brentano diffract-

ometer and have been widely incorporated

into Rietveld structure-refinement software.

The Voigt function is a convolution of a

Gaussian with a Lorentzian, while the

pseudo-Voigt is the sum of the two. The

parameters that are refined consist of an

FWHM and shape parameter that indicates

the ratio of the Gaussian to Lorentzian

character. The Voigt, being a true convolu-

tion, is the more desirable PSF as it is more

physically realistic; the pseudo-Voigt tends to

be favoured as it is less computationally

intensive and the differences between the

two PSFs have been demonstrated to be

minimal (Hastings et al., 1984), although

there is not universal agreement about this.

Refining the profile shapes independently invariably leads to

errors when analysing patterns with peak overlap, as correlations

Figure 3.1.26
�(2�) curve using SRM 660b illustrating the peak-position shifts as function of 2�. The peak
positions were determined via a second-derivative algorithm, and �(2�) values (SRM � test)
were fitted with a third-order polynomial. Simulated data are from FPAPC and were analysed
via the second-derivative algorithm and polynomial fits as per the experimental data.

Figure 3.1.27
Simulated and actual FWHM data from SRM 660b using the two Voigt PSFs with (‘with
Caglioti’) and without constraints.

Figure 3.1.28
Left and right HWHM data from SRM 660b using the split pseudo-Voigt
PSF fitted with uniform weighting.
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occur between shape parameters of neighbouring profiles. This

problem can be addressed by constraining the shape parameters

to follow some functional form with respect to 2�. Caglioti et al.
(1958) developed such a function specifically for constant-

wavelength neutron powder diffractometers; it has been incor-

porated in many Rietveld codes for use with XRPD data. It

constrains the FWHM of the Gaussian contribution to the Voigt

or pseudo-Voigt PSF:

FWHM2 ¼ U tan2 � þ V tan � þW; ð3:1:1Þ

where the refineable parameters are U, V andW. The term U can

be seen to correspond with microstrain broadening from the

sample, and broadening due to the angular-dispersion component

of the IPF. InGSAS an additional term,GP, in 1/cos �, is included
to account for Gaussian size broadening. The Lorentzian FWHM

in GSAS can vary as

FWHM ¼ LX

cos �
þ LY tan �; ð3:1:2Þ

where LX and LY are the refineable parameters. Here LX varies

with size broadening while LY is the Lorentzian microstrain and

angular-dispersion term. Given that the emission spectrum is

described with Lorentzian profiles, we would expect the LY term

to model the effects of angular dispersion. Within the code

HighScore Plus, the Lorentzian contribution is allowed to vary as

FWHM ¼ �1 þ �2ð2�Þ þ �3ð2�Þ2; ð3:1:3Þ

where �1, �2, and �3 are the refineable parameters. Alternatives

to the Caglioti function have been proposed that are arguably

more appropriate for describing the FWHM data from a Bragg–

Brentano instrument (Louër & Langford, 1988; Cheary & Cline,

1995). However, they have not yet been incorporated into many

computer codes.

The asymmetry in the observed profiles can be fitted with the

use of a split profile, where the two sides of the PSF are refined

with independent shape and HWHM parameters. This approach

will improve the quality of the fit to the observations; however, it

is empirical in nature. The more physically valid approach is the

use of models to account for the origins of profile asymmetry. The

Finger et al. (1994) model for axial divergence has been widely

implemented in various Rietveld codes. It is formulated to model

the axial-divergence effects of a synchrotron powder diffraction

experiment where the incident beam is essentially parallel. The

two refineable parameters, S/L and H/L, refer to the ratios of

sample and receiving-slit length, relative to the goniometer

radius; they define the level of axial divergence in the diffracted

beam. This model is not in precise correspondence with the optics

of a Bragg–Brentano diffractometer where both the incident and

diffracted beams exhibit divergence in the axial direction. It does,

however, give quality fits to such data. The use of such a model, as

opposed to the sole use of a symmetric or split PSF, will yield

peak positions and/or lattice parameters that are ‘corrected’ for

the effects of the aberration in question. Therefore, results from

the use of model(s) cannot be directly compared with empirical

methods that simply characterize the form of the observation. In

the case of the Bragg–Brentano experiment, the correction that

the Finger model applies is not rigorously correct. However, the

impact of axial divergence, regardless of the details of diffract-

ometer optics, is universal; as such the use of the Finger model

results in a more accurate assessment of ‘true’ peak position and,

therefore, lattice parameters.

A third PSF that is in common use is the Pearson VII, or split

Pearson VII, that was proposed by Hall et al. (1977) for fitting

X-ray line profiles. No a priori physical justification exists for the

use of this PSF. The refineable parameters are the FWHM, or

HWHM, and an exponent, m. The exponent can range from 1,

approximating a Lorentzian PSF, to infinity, where the function

tends to a Gaussian. Owing to the lack of a clear physical justi-

fication for use of this PSF, it is not often used in Rietveld analysis

software.

Convolution-based profile fitting, as shown in Fig. 3.1.4, was

proposed by Klug and Alexander in 1954 (see Klug & Alexander,

1974) and much of the formalism of the aberration functions

shown in Table 3.1.1 was developed by Wilson (1963). However,

limitations in computing capability largely prevented the reali-

zation of the full fundamental-parameters approach method until

1992, with the work of Cheary & Coelho. This was made available

to the community through the public-domain programs Xfit, and

later KoalaRiet (Cheary & Coelho, 1996) and more recently via

TOPAS. Other FPA programs are available, most notably

BGMN (Bergman et al., 1998); more recently, PDXL 2 has had

some FPA models incorporated. Within the FPA there are no

PSFs other than the Lorentzians used to describe the emission

spectrum, the shapes of which are not typically refined. All other

aspects of the observation are characterized with the use of

model functions that yield parameters descriptive of the experi-

ment. Plausibility of the analysis is determined through evalua-

tion of these parameters with respect to known or expected

values. Direct comparison of the results from an FPA to those

from methods using analytical PSFs is difficult because of the

fundamental difference in the output from the techniques; for

example, FWHM values are not obtained directly from the FPA

method. However, the NIST program FPAPC can be used to

determine FWHM values numerically.

The FPA models of TOPAS, BGMN and PDXL 2 were

developed specifically for the analysis of data from a laboratory

diffractometer of Bragg–Brentano geometry. Analyses using this

method would be expected to result in the lowest possible resi-

dual error terms that characterize the difference between calcu-

lation and observation. As has been discussed, the various

aberrations affecting the diffraction line shape are such that the

observed profile maxima do not necessarily correspond to the

d-spacing of the diffracting plane (hkl), except perhaps in a

limited region of 2�, emphasizing the need for physically valid

modelling of the observed line shape to realize a credible value

for the lattice parameter. At NIST, we are particularly interested

in the capabilities of the FPA method, as one of the primary

interests of the NIST X-ray metrology program is obtaining the

correct values for lattice parameters. Furthermore, experience

has demonstrated that the refined parameters obtained through

the use of FPA models can be used in a ‘feedback loop’ to isolate

problems and anomalies with the equipment.

The instrument response, i.e. the diffracted intensity as a

function of 2�, is measured by Rietveld analysis using models for

intensity-sensitive parameters such as crystal-structure para-

meters and Lorentz–polarization factors. The extraction of

plausible crystal-structure parameters from standards via a

Rietveld analysis serves as an effective and independently veri-

fiable means of calibrating instrument performance. Considering

these refined values provides an effective way to detect defects

that vary smoothly over the full range of 2�. However, errors that

are only observable within limited regions of 2� may be difficult

to detect with a whole-pattern method; these should be investi-

gated with second-derivative or profile-fitting methods. SRM
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676a (alumina) is well suited to assessing instrument response

because it is non-orienting and of high purity. Alumina is of lower

symmetry than either silicon or lanthanum hexaboride; it has a

considerable number of diffraction lines and has well established

structure parameters. A Rietveld analysis of SRM 660c, however,

yields the IPF in terms of code-specific profile shape terms and

verifies that peak-position-specific aspects of the equipment and

analysis are working correctly.

The instrument response may be evaluated with the more

conventional data-analysis methods with use of SRM 1976b.

Measurements of peak intensities are obtained from the test

instrument, typically by profile fitting, and compared with the

certified values. However, the use of SRM 1976b with diffraction

equipment with different optical configurations may require the

application of a bias to the certified values to render them

appropriate for the machine to be qualified. This bias is needed to

account for differences in the polarization effects from the

presence, absence and character of crystal monochromators. The

polarization factor for a diffractometer that is not equipped with

a monochromator is (Guinier, 1994)

1þ cos2 2�

2
: ð3:1:4Þ

The polarization factor for a diffractometer equipped with only

an incident-beam monochromator is (Azároff, 1955)

1þ cos2 2�m cos2 2�

1þ cos2 2�m
; ð3:1:5Þ

where 2�m is the 2� angle of diffraction for the monochromator

crystal. The polarization factor for a diffractometer equipped

with only a diffracted-beam post-monochromator is (Yao &

Jinno, 1982)

1þ cos2 2�m cos2 2�

2
; ð3:1:6Þ

where 2�m is the 2� angle of the monochromator crystal. Equa-

tions (3.1.5) and (3.1.6) are appropriate when the crystal has an

ideal mosaic structure, i.e. the diffracting domains are uniformly

small and, therefore, the crystal is diffracting in the kinematic

limit. This is in contrast to a ‘perfect’ crystal, which would diffract

in accordance with dynamical scattering theory. Note that

equations (3.1.5) and (3.1.6) both have the cos2 2�m multiplier

operating on the cos2 2� term. Since this multiplier is less than

unity, the intensity change on machines equipped with a mono-

chromator exhibits a weaker angular dependence.

The certification data for SRM 1976b were collected with the

NIST machine equipped with the Johansson IBM and a scintil-

lation detector. The simplified IPF of this machine is advanta-

geous for the accurate fitting of the profiles and, therefore,

intensity measurement. The validity of the ‘ideal mosaic’

assumption embodied in equation (3.1.5) was evaluated using this

diffractometer; the validity of equation (3.1.6) was evaluated with

data from the machine configured with the post-monochromator.

With respect to equation (3.1.5), for a Ge crystal (111) reflection,

2�m was set to 27.3�; with regard to equation (3.1.6), for a pyro-

lytic graphite crystal (0002) basal-plane reflection, 2�m was set to

26.6�. Rietveld analyses of data from SRMs 660b, 1976b and 676a

included a refinement of the polarization factor, modelled

according to equations (3.1.5) and (3.1.6) in TOPAS, and yielded

fits of high quality, indicating that these models were appropriate

for these crystals and configurations. Equations (3.1.4), (3.1.5)

and (3.1.6) were used to bias the certified values to correspond to

those of alternative configurations. These values are included in

the SRM 1976b CoA as ancillary data.

3.1.6. Instrument calibration

The calibration procedure has traditionally involved the

comparison of measurements from a reference (an SRM) with

those of the test instrument. However, the exact form of this

comparison depends upon the data-analysis procedure to be

used. A classical calibration, permitting qualitative analyses and

lattice-parameter refinement, can be readily performed as per

Fig. 3.1.26. These data are fitted with a polynomial that describes

the 2� error correction that is then applied to subsequent

unknown samples. Furthermore, with this calibration method, the

actual form of the curve of Fig. 3.1.26 is largely irrelevant. As the

data-analysis methods become more advanced, physical models

are chosen to replace analytical PSFs. The calibration is then

based upon the observation that the machine performance does

indeed correspond to the models used, and that acceptable values

for refined parameters describing the experiment are obtained

from an analysis of data from an SRM. A systematic approach to

instrument calibration with a full evaluation of the data, including

those obtained from the empirical methods shown in Figs. 3.1.26

and 3.1.27, results in the ability to use the advanced methods in a

rational manner and obtain results in which one can have

confidence. The advanced methods, while more complex to use

and requiring a much more extensive instrument calibration

process, reward the user with a sample characterization of greater

breadth and reduced measurement uncertainty.

Consider the �(2�) curve illustrated in Fig. 3.1.26. The y-axis

values are the differences between the peak positions computed

from the certified lattice parameter of SRM 660b and those of

each observed profile determined via a second-derivative-based

peak-location algorithm. Therefore, each of the �(2�) data

points plotted on Fig. 3.1.26 were determined independently. It is

immediately apparent that the data follow a smooth, monotonic

curve with no substantive outliers. Discontinuities or non-

monotonicity would typically indicate mechanical difficulties with

the equipment, such as loose components or problems with the

goniometer assembly. Evaluation of independently determined

data such as these is critical to verifying that there are no ‘high-

frequency’ difficulties with the equipment that would otherwise

be hidden or smoothed out with the use of methods that apply

models or constraints across the entire 2� range, such as a Riet-

veld analysis. The �(2�) values were fitted with a third-order

polynomial that is also illustrated in Fig. 3.1.26. Consideration of

the deviation values between the observations and the third-

order fit indicates a random or ‘top hat’ distribution with a

maximum excursion of �0.0025� 2�; this provides further

evidence that a machine is operating properly.

FPAPC was used to generate simulated data, which were then

analysed using the same second-derivative algorithm as was

applied to the raw data. The aforementioned optical setup of the

NIST instrument was used in the as-configured simulation (see

the caption for Fig. 3.1.26), while the high-resolution and low-

resolution data were simulated with a 50% increase or decrease

of the incident and Soller slit angles. For the ‘high-resolution’ and

‘low-resolution’ data, third-order polynomial fits to the �(2�)
values are displayed in Fig. 3.1.26; for the ‘as-configured’ data, the

� values themselves are indicated. The correspondence between

the simulation and observation indicates that trends in the data

can be readily explained in the context of the aberration func-

tions discussed in Section 3.1.l and that such a machine can
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generate data for successful analysis with

the FPA method, i.e. the metrological loop

is closed. At low 2� the profiles are

displaced to low angle by the effects of the

flat specimen error and axial divergence.

The �(2�) curve crosses the zero point at

approximately 100� 2� where the profiles

are largely symmetric; the slight asymmetry

to low angle caused by the flat specimen

error is somewhat offset by asymmetry of

the emission spectrum at high angles. At

higher 2� the profiles are displaced to high

angle by the combined effects of axial

divergence and the asymmetry of the

emission spectrum. As illustrated with the

simulations at lower and higher resolution,

the experimental curve of Fig. 3.1.26 would

either flatten out or become steeper,

respectively, with changes in instrument

resolution. Given the uniformity of the data

and overall plausibility of this �(2�) curve,
the third-order polynomial fit is used as a

reference against which the merits of other

techniques can be judged.

It should also be noted that the data and

method shown Fig. 3.1.26 constitute the

‘low-hanging fruit’ of powder diffraction.

Data analogous to those of Fig. 3.1.26

can be used to correct peak positions

of unknowns via either the internal- or

external-standard method using a poly-

nomial fit. The external-standard method,

however, cannot account for specimen

displacement or sample-transparency

effects; these require use of the internal-

standard method, which is the same proce-

dure but applied to a standard admixed

with the unknown. Either of these methods

will correct for instrumental aberrations

regardless of their form; the nature of the

curve of Fig. 3.1.26 need only be continuous

to permit modelling with a low-order

polynomial. Studies performed in conjunc-

tion with the International Centre for

Diffraction Data (ICDD) demonstrate that

the use of the internal-standard method

routinely yields results that are accurate to

parts in 104 (Edmonds et al., 1986). Fawcett

et al. (2004) demonstrated the direct rela-

tionship between the use of standards, with

the vast majority of analyses being

performed via the internal- or external-

standard methods, and the number of high-

quality starred patterns in the ICDD data-

base. Thus, the community’s collective

ability to perform the most routine of

XRPD analyses, qualitative analysis, has

been greatly enhanced over the past 30 or

so years by these most basic methods and

the use of SRMs.

The�(2�) and FWHM calibration curves

shown in Figs. 3.1.27–3.1.31 were deter-

mined via profile fitting, using several PSFs,

Figure 3.1.29
Comparison of�(2�) curves determined with profile fitting of SRM 660b data without the use of
any constraints, as a function of 2�.

Figure 3.1.30
�(2�) curves from SRM 660b determined with profile fitting using the Caglioti function and the
unconstrained split pseudo-Voigt PSF with uniform weighting.

Figure 3.1.31
FWHM data from SRM 660b using various split PSFs fitted without constraints.
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of the same raw data from SRM 660b used to generate Fig. 3.1.26.

In general, results from the three commercial codes were in close

correspondence. When used on a split PSF, the Caglioti function

was applied independently to the left and right FWHM values. A

five- to seven-term Chebyshev polynomial was used for model-

ling the background in these refinements. The goodness of fit

(GoF) (which is the square root of reduced �2) residual error

term of the refinements ranged from 1.6 to 1.9, with the uncon-

strained refinements yielding the slightly improved fits to the

data. Fig. 3.1.32 illustrates the fit quality of typical results using

the split pseudo-Voigt PSF. However, as will be demonstrated,

the more plausible parameters, particularly in the context of the

FWHM values, were often obtained with the more constrained

refinements.

The results from the fitting of the Voigt PSF provide a refer-

ence for consideration of the�(2�) data of Fig. 3.1.29. The use of
any of the symmetric PSFs considered here, with or without the

Caglioti constraint, resulted in curves virtually identical to the

one displayed in Fig. 3.1.29 for the Voigt PSF. Not surprisingly,

the symmetric PSF performs quite well in the mid-angle region

where the profiles are symmetric but will report an erroneous

position in the direction of the asymmetry, when it is present.

However, the opposite effect was observed with the use of any of

the split PSFs, as can be seen in Figs. 3.1.29 and 3.1.32. When

two HWHM values are refined, the larger HWHM value will shift

the reported peak position in the direction of the smaller one.

This effect can be readily observed in the fit quality of the low-

angle 100 reflection displayed in Fig. 3.1.32. The spilt PSFs yield

results that reflect an overly asymmetric profile; thus the

reported peak positions are displaced to high angle at 2� angles
below 100�, and to low angle at 2� angles above 100�. Curiously
this effect was markedly reduced in one of the commercial

computer codes (not shown) and was the sole difference

observed between them when the models were equivalent. It is

apparent that subtleties in implementation of an ostensibly

identical PSF and minimization algorithm (the Marquardt algo-

rithm) can result in dramatic differences in results. Careful

examination of the fit quality is required to assess the reliability

of profile-fitting results. The data of Fig. 3.1.29 indicate that errors

in peak position of up to 0.015� 2� are plausible with profile fitting
of these data with these PSFs. In contrast to its use with

symmetric PSFs, the Caglioti function will improve results when

using split PSFs (Fig. 3.1.30).

Consideration of the issues related to profile fitting shown in

Fig. 3.1.32 led to the conjecture that fitting the data with a

uniform weighting as opposed to Poisson statistical weighting

might result in more accurate determination of the peak position

and FWHM parameters. (In the vast majority of circumstances

this approach would never be used, because the integrated

intensity is a critical metric.) This was tried, and resulted in

considerable success. Fig. 3.1.30 displays data from the use of split

pseudo-Voigt that are in very good agreement with second-

derivative values.

Experimental and simulated values of the FWHM are

displayed in Figs. 3.1.27 and 3.1.31. Data from the profile

refinements performed without the use of the Caglioti function,

displayed in Figs. 3.1.27 and 3.1.31, yield independently deter-

mined measures of the FWHM. Again, the lack of scatter and the

continuity of these FWHM values are consistent with proper

operation of the instrument, i.e. an absence of ‘high-frequency’

problems. The basic trends are also consistent with the instru-

ment optics: at low 2� the observed increase in FWHM is due to

both the flat specimen and axial divergence aberrations, while at

high 2� angular dispersion dominates and a substantial increase

in FWHM with tan � is apparent. The FPA simulations were

performed using the settings for high and low resolution. The

FWHM values were determined numerically from the simulated

patterns; no PSF was used. As shown with the simulated data, the

degree of upturn at low 2� increases with a decrease in instru-

ment resolution and vice versa. Angular-dispersion effects,

however, are less dependent on the instrument configuration;

FWHM values tend towards convergence at high 2� (Fig. 3.1.27).
As seen in Fig. 3.1.27, above 40� 2� the Voigt and split-Voigt

PSFs give similar values for the FWHM and a fairly accurate

representation of instrument performance. It was observed that

with regard to the correlation between FWHM values for split

versus symmetric PSFs, the other PSFs behaved in an analogous

manner to the Voigt (not shown): above 40� 2� the values

reported for the FWHM from split versus symmetric PSFs are

nearly identical. From Fig. 3.1.31, the split Pearson VII PSF

underestimates the FWHM throughout the mid-angle region; this

error was duplicated with the use of the symmetric Pearson VII

Figure 3.1.32
Fits of the split pseudo-Voigt PSF to the low-angle 100, mid-angle 310 and high-angle 510 lines from SRM 660b illustrating the erroneous peak position
and FWHM value reported for the 100 and 510 lines, respectively.
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PSF (not shown). When fitted with uniform

weighting, however, these FWHM data from

the Pearson VII PSF fell quite precisely (not

shown) on the simulated curve. Below 40� 2�,
a split PSF will provide results that over-

estimate true FWHM values, as shown in Figs.

3.1.27 and 3.1.31. The cause for this is analo-

gous to that discussed for the �(2�) values,
and can be readily observed in the fit quality

displayed in Fig. 3.1.32 for the low-angle 100

reflection. In accounting for the asymmetry to

low angle, the FWHM of the observed profile

is substantially overestimated by the calcu-

lated one. With all PSFs, the high-angle

FWHM values are observed to be over-

estimated, as shown in Figs. 3.1.27 and 3.1.31;

the problem is exacerbated with the use of the

Caglioti function. Inspection of the fit quality

of the high-angle 510 line shown in Fig. 3.1.32

indicates that there are two contributions to

this effect: one is that the PSF cannot model

the shape of the high side of the profile; the other is that the

height of the profile is underestimated. These two effects, parti-

cularly the inability of the PSF to correctly model the height of

the profile, were observed with all of the other PSFs considered

here.

The use of the pseudo-Voigt PSF with the Caglioti function

results in a reasonable fit to the FWHM values of the observa-

tion; however, the breadth of the high-angle lines is over-

estimated. The U, V andW terms of the Caglioti function vary in

a specific manner to account for various physical effects (e.g. see

Fig. 3.1.27): the U term, in tan �, accounts for angular dispersion;
the W term describes the ‘floor’ and the V term accounts for the

reduction of the FWHM values in the mid-2� region. Therefore,
the U and W terms should refine to positive values, while the V

term should tend to a negative value; negative values for V were,

indeed, obtained in these analyses. V should be constrained to

negative values or set to zero, as positive values for V are non-

physical. With an instrument configured for high resolution,

however, values of V = 0 are entirely reasonable as the trend

towards an upturn in FWHM at low 2� angle will be suppressed.
To some extent, the difficulties in determining profile positions

through the use of these PSFs can be ascribed to the Cu K�1/K�2
doublet as it is stretched by angular dispersion. The pattern can

be thought of as divided into three regions, each of which will

confound fitting procedures in a different manner: the low-2�
range, where profiles can be considered as a peak with a shoulder,

the mid-2� range (perhaps 40 to 110� 2�), where the profiles can

be considered as a doublet, and the high-angle region where they

are two distinct peaks. This ‘three-region’ consideration is

compounded by the direction and severity of the asymmetry in

these profiles. The data shown in Fig. 3.1.27 largely correspond to

the problematic effects of angular dispersion in the context of

these three 2� regions. These effects are particularly apparent, as
shown in Fig. 3.1.31, with the use of the Pearson VII function:

over-estimation of FWHM values occurs at low 2�, under-

estimation occurs in the mid-2� region, and credible values are

obtained at high angle. The use of the Caglioti function is

effective in addressing the more extreme excursions from plau-

sible FWHM values. Fig. 3.1.28 shows the left and right HWHM

values for SRM 660b using the split pseudo-Voigt PSF refined

with uniform weighting. For reasons discussed in Section 3.1.2,

the degree, direction and point of crossover in the profile

asymmetry indicated in Fig. 3.1.28 are in correspondence with

expectation and the previously discussed results from these data

from SRM 660b.

To consider the impact of instrument resolution on the use of

analytical PSFs for the determination of FWHM values, the

simulated high-resolution and low-resolution data were analysed

via profile fitting. Fig. 3.1.33 shows the results from the use of the

split Pearson VII and spilt pseudo-Voigt PSFs. The data of Fig.

3.1.33 indicate an effect that is dependent on the PSF used. The

performance of the split Pearson VII PSF is observed to improve

with instrument resolution; FWHM values from the narrower

profiles are observed to correspond with expectation in the low-

and mid-angle regions, while substantial deviation is noted with

the broader profiles. This is counter to expectation, as broader

profiles are generally easier to fit than narrow ones. The perfor-

mance of the split pseudo-Voigt PSF is observed to degrade

marginally with either an increase or decrease in instrument

resolution. Curiously, the breadths of the profiles in the high-

resolution data are overestimated, while those in low-resolution

data are largely underestimated. Both PSFs do quite poorly in

fitting the high-angle data from the high-resolution setting. These

observations emphasize the need to scrutinize the results with an

examination of the fit quality, as per Fig. 3.1.32.

When the IPF is simplified with the use of a Johansson IBM,

analytical PSFs can provide an excellent fit to the observations.

Fig. 3.1.34 shows the fit quality of the split Pearson VII PSF to

(high-quality) peak-scan data. The split Pearson VII PSF

consistently provides a better fit to IBM data than either the split

Voigt or split pseudo-Voigt PSFs. Note that the asymmetry

exhibited by the profiles follows the same trends as were outlined

previously, but to a much reduced extent because of the extended

incident-beam path length and the resulting reduction in the

effects of axial divergence. Fig. 3.1.35 shows the�(2�) calibration
curves that were obtained as per the procedures outlined for Fig.

3.1.29. Indeed, the trends that are followed, and the reasons why,

are largely analogous to those of Fig. 3.1.29, but to a much

reduced extent because of the reduced profile asymmetry. Use of

symmetric PSFs yields reported peak positions that are shifted in

the direction of the asymmetry, while use of split PSFs yields

positions shifted in the opposite direction owing to the fitted

profiles displaying excessive levels of asymmetry. One notes the

complete failure of the split pseudo-Voigt, split Voigt (not shown)

Figure 3.1.33
FWHM data from fits of the split pseudo-Voigt and split Pearson VII PSFs to simulated low-
and high-resolution data.
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and, to a lesser extent, the split Pearson VII

PSFs at high angle. However, the more

accurate peak positions are obtained from

the more intense reflections, indicating that

higher-quality data may improve the results.

Improvements in FWHM determination with

the use of an IBM are illustrated in Fig.

3.1.36, where it can be seen that the pseudo-

Voigt and Pearson VII yield values for the

FWHM that differ in a systematic manner,

but to a reduced extent than with the

conventional data. The virtues of the peak-

scan data are illustrated by the continuity of

the FWHM values of Fig. 3.1.36 relative to

the discontinuities observed in the corre-

sponding data from the conventional scans

that were fitted with the pseudo-Voigt PSF.

The results from the use of the Caglioti

function in Fig. 3.1.36 illustrate that other-

wise noisy FWHM data are effectively

smoothed out, but a significant bias at high

angle is indicated.

FWHM values from the machine equipped

with the IBM and PSD are shown Fig. 3.1.37,

again with data from SRM 660b. These

values were obtained from fits of the split

Pearson VII PSF using uniform weighting.

The resolution improvement from the use of

the PSD is due to the 75 mm strip width, as

opposed to the 200 mm receiving slit used

with the scintillation detector. This is analo-

gous to a reduction in the width of the top-

hat function used to model the impact of the

receiving slit or silicon strip width as

discussed in Section 3.1.2. The impact is

greatest at low 2� angles where the other

contributions to the overall breadth are

small. With increasing 2� angle, the contri-

bution of a top-hat function to overall

breadth is reduced because it is being

convoluted with profiles influenced by ever-

increasing spectral dispersion. The improve-

Figure 3.1.34
Fits of a split Pearson VII PSF to data from SRM 660b collected using a Johansson IBM.

Figure 3.1.35
�(2�) curves from the NIST machine configured with a Johansson IBM, illustrating a
comparison of results from second-derivative and various profile-fitting methods. Data are from
SRM 660b.

Figure 3.1.36
FWHM data from SRM 660b collected using the NIST machine configured with a Johansson
IBM, illustrating a comparison of results from various profile-fitting and data-collection
methods.
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ment in resolution with the reduction in the width of the PSD

window is apparent, and is in accordance with expectations as per

Fig. 3.1.7 of Section 3.1.2. Also, because of the 1/tan � depen-

dence of this broadening effect, the impact of the window size

nearly vanishes above 100� 2�.
Fig. 3.1.38 shows FWHM data obtained for SRMs 640e, 1976b

and 660c using the split Pearson VII PSF, fitted using uniform

weighting on data collected with the IBM and PSD with a 4 mm

window. The 660c data set, which exhibits the lowest FWHM

values, will be discussed first. The FPA analysis performed in the

certifications of SRM 660b and 660c included a Lorentzian

FWHM with a 1/cos � dependence to account for size-induced

broadening; a domain size of approximately 0.7 to 0.8 mm was

indicated. There is a high level of uncertainty in these values, as

they are reflective of an exceedingly small degree of broadening,

the detection of which is near the resolution limit of the equip-

ment. The term varying as tan �, interpreted as microstrain,

refined to zero. These values are found in the CoA for the SRMs.

The linear attenuation coefficient for a compact of LaB6, with an

intrinsic linear attenuation of 1125 cm�1 and a particle-packing

factor of 60 to 70%, would be approximately

800 cm�1. Therefore, the contribution to the

observed FWHM from specimen transpar-

ency with SRM 660c is negligible, as illu-

strated in Fig. 3.1.10. Likewise, the FPA

analysis performed for the certification of

SRM 640e included size and microstrain

terms; a smaller crystallite size of 0.6 mm was

obtained with a very slight amount of

microstrain broadening. However, the linear

attenuation coefficient for silicon is 148 cm�1;
for a powder compact it would be approxi-

mately 100 cm�1. The transparency of this

specimen would lead to significant broad-

ening. (See Fig. 3.1.10 for the effect of an

attenuation of 100 cm�1.) Therefore, these

three effects, in combination, would be

expected to lead to a small degree of broad-

ening throughout the 2� range for SRM 640e,

but with a substantial effect in the mid-angle

region because of the sin 2� dependence of

the transparency aberration. Lastly, SRM

1976b is a sintered compact of near theore-

tical density; therefore, considering the linear

attenuation coefficient for alumina, 126 cm�1,
a value for the actual SRM 1976b specimen of

somewhat less than this is expected. An FPA

analysis of SRM 1976b indicates a domain

size of 1 mm, but with a significant degree of

Gaussian microstrain broadening; this is

evident in the observed increase in FWHM

with 2� angle shown in Fig. 3.1.38. We

conclude that the FWHM data from all three

SRMs shown in Fig. 3.1.38 are in correspon-

dence with expectations and can be used to

select which SRM is best suited for a given

application. We do not, however, recommend

using an SRM other than SRM 660x for a

microstructure analysis. It should be added

that fitting the profiles of SRM 1976b is

complicated by the fact that many of them

overlap; this leads to the oscillations in the

FWHM values shown in Fig. 3.1.38 for this

SRM. The origins of this difficulty were discussed in Section 3.1.5

and can be addressed with the use of the Caglioti function.

With the use of model-based methods for calibration and

subsequent data analysis, it is appropriate to consider a strategy

for the refinement of the available parameters. The successful

refinement will yield the right answer and, with the use of models

that make sound physical sense with respect to the experimental

design, a good fit to the observation. The refinement strategies

for both FPA and Rietveld analyses can be based on a consid-

eration of which terms are specific to the IPF and the manner in

which they can be determined. Several parameters can be

measured explicitly from experiments other than the diffraction

experiment under examination. Examples of these ‘well deter-

mined’ parameters include the goniometer zero angles and the

incident- and receiving-slit sizes. Conversely, indeterminate

metrics that can only be determined through the diffraction

experiment itself include the impact of the post-monochromator

on the Cu K�1/K�2 ratio and the degree of axial divergence.

Indeterminate parameters specific to the IPF are only refined

using high-quality data from standards and are fixed for subse-

Figure 3.1.37
FWHM data from SRM 660b collected using the NIST machine configured with a Johansson
IBM and PSD, illustrating the contribution to defocusing at low angles with increasing window
width.

Figure 3.1.38
FWHM data from SRMs 640e, 1976b and 660c collected with the IBM and PSD (4 mm
window) and fitted using the split Pearson VII PSF with uniform weighting.
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quent analyses of unknowns. This approach tends to result in

stable and robust refinements. Parameters can, therefore, be

considered as falling into three groups: those that are specific to

any given sample and are always refined, ones that are specific to

the IPF and are refined using only high-quality data from stan-

dards, and lastly the highly determined parameters that are

refined only as a basic test of the model.

To consider the Thompson, Cox & Hastings (1987) (TCH)

formalism of the pseudo-Voigt PSF with the Finger model for

asymmetry, which is common to many Rietveld codes, a Rietveld

analysis of SRM 660b was performed using GSAS (using the

type-3 PSF) and TOPAS (using the PV_TCHZ peak type). The

TCH formalism allows for the direct refinement of the Gaussian

and Lorentzian FWHM values. The Caglioti function was used;

Lorentzian terms were constrained as per equation (3.1.2). The

S/L and H/L terms are highly correlated; S/L was refined, while

H/L was adjusted manually so that the two terms were nearly

equal. Additional parameters that were refined included the

lattice parameters, sample displacement and transparency terms,

Chebyshev polynomial terms (typically 5 to 7) to represent the

background, scale factors, the type-0 Lorentz–polarization term

(GSAS), the Cu K�1/K�2 ratio, and structural parameters. With

this strategy, the sample shift and transparency aberration func-

tions, in conjunction with the Finger asymmetry model, were used

to model the data of Fig. 3.1.26. Given that the Finger model is

not entirely appropriate for divergent-beam laboratory data, the

sample shift and transparency terms may refine to non-physical

values. They will, however, correctly indicate relative values for

sample z height and transparency. The model for specimen

transparency in TOPAS is the asymmetric function illustrated in

Fig. 3.1.10, while the model in GSAS consists of a profile

displacement in sin 2�. The TCH/Finger formalism of TOPAS

reproduced the certified lattice parameter and resulted in a GoF

of 1.5, whereas the GoF value realized with GSAS was 1.85. Fig.

3.1.39 displays the fit quality of the 100, 310 and 510 reflections

obtained with TOPAS. The fit to the asymmetry of the 100

reflection is reasonable, with a 0.007� shift in position. The fit to

the 510 reflection is not dissimilar to that shown in Fig. 3.1.32,

indicating that the Caglioti function is working analogously to the

manner previously discussed. The improvement in fit with the

TOPAS implementation was most notable around the 70 to 90�

2� region, where the transparency effects are at a maximum.

These results validate the TCH/Finger formalism and constitute a

valid calibration for this equipment and data-analysis method;

the utility of the aberration function for specimen transparency

as documented by Cheary & Coelho (1992) is demonstrated.

Differentiating between the profile-shape terms that are

specific to the IPF and those refined to consider the micro-

structure of unknowns yields a stable refinement strategy when

using the TCH/Finger formalism. The profile parameters GU,

GV, GW, LX, LY, S/L and H/L as determined from SRM 660b

constitute the IPF and are fixed, or used as floors, in subsequent

refinements (Cline, 2000). The IPF for the NIST machine was

described with only the GW, LX and LY parameters. In subse-

quent analyses only the GP, GU, LX and LY terms were refined

to represent Gaussian size and microstrain and Lorentzian size

and microstrain broadening, respectively, and thus yield micro-

structural information from the sample. Parameters that tend to

values less than the IPF were fixed at IPF values. The Finger

asymmetry parameters determined from the standard need not

be refined with unknowns; it has, however, been observed that

doing so will neither substantially improve the quality of the fit,

nor will it result in instability. Additional parameters that are

always refined with unknowns include: scale factors, lattice

parameters, specimen displacement and transparency terms,

background terms, and structural parameters.

While an analysis of SRM 660x permits the calibration of the

instrument with respect to profile shape and position, it is also

desirable to evaluate parameters related to the diffraction

intensity. However, the analysis of data from high-symmetry

materials such as silicon and lanthanum hexaboride may result in

some degree of instability with the refinement of the intensity-

specific parameters, perhaps because of the relatively small

number of lines. Use of SRM 676a addresses this difficulty (Fig.

3.1.40). With this analysis, the Lorentz–polarization factor refined

to a credible value and structure parameters were within the

bounds of those obtained from the high-q-range experiments

performed in the certification of SRM 676a (Cline et al., 2011).

We start the discussion on the FPA method for instrument

calibration by listing the parameters specific to the IPF that

Figure 3.1.39
Fits of three SRM 660b lines obtained with a Rietveld analysis using the Thompson, Cox and Hastings formalism of the pseudo-Voigt PSF and the
Finger model for asymmetry. TOPAS was used for the analysis.
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would have to be refined with a most basic calibration using an

analysis of an SRM. The parameters to be refined for the emis-

sion spectrum include the positions and intensities of the K�2
profile, the satellite components and the tube tails. When

addressing the K�2 profile, the relative positions and intensity

ratios of the K�21 and K�22 Lorentzian profiles were constrained

so as to preserve the overall shape as characterized by Hölzer et

al. (1997). For the geometric profile, a single Soller-slit angle was

refined, characterizing the degree of axial divergence and using

the case-2 axial-divergence model applied to both the incident

and diffracted beams. Other parameters of the geometric profile

were fixed at known values. Additional parameters included a

Lorentzian size-broadening term, background terms, and profile

intensities and positions. A Gaussian microstrain term was

included for analyses of SRM 1976b. Fig. 3.1.41 shows the quality

of the fits obtained from an FPA analysis of SRM 660b. These fits

present a substantial improvement over those using any of the

analytical PSFs (Figs. 3.1.32 and 3.1.39). Furthermore, the GoF

residual error term for an FPA profile analysis of a continuous

scan of SRM 660b was 1.08, while the corresponding terms from

analyses of the same data using the split pseudo-Voigt and split

Pearson VII PSFs were 1.65 and 1.43, respectively (these three

analyses were all from TOPAS). The FPA method can account

for subtleties in the observed X-ray line profiles that analytical

PSFs could never be expected to fit. In subsequent analyses of

unknowns, it is not imprudent to fix parameters associated with

the IPF; refining them, however, is typically not problematic with

the FPA.

There were indications that the breadths of the profiles of the

Cu K� emission spectrum as characterized by Hölzer et al. (1997)

were in excess of those of our observations. This was investigated

using the ultra-high-quality data. The FWHM ratios of the two

pairs of Lorentzian profiles, the K�11 versus the K�12 and the

K�21 versus the K�22, were constrained to those reported by

Hölzer et al. (1997). The positions and intensities of the K�2
doublet were also refined, again with constraints applied to

preserve the shape as per Hölzer et al. (1997). These refinements

indicated that the breadths given by Hölzer et al. (1997) were

significantly in excess of those that gave the best fit to the data.

After an extensive investigation, this observation was confirmed

to originate with the performance of the post-monochromator.

Several graphite monochromator crystals were investigated using

a beam diffracted from an Si single crystal (333 reflection)

mounted in the specimen position. The graphite crystals that

were manufactured within the last 15 years all gave identical

results: after an alignment procedure to optimize the intensity of

the K�1 line, they do clip the breadths of the profiles of the

emission spectrum by approximately 20%. They also alter the

position of diffraction lines by perhaps 0.01� in 2�; therefore, the
goniometer zero angles must be determined with the mono-

chromator installed. We therefore used a reduced-breadth

Hölzer emission spectrum in our FPA analysis. Note that these

breadths vary with tan � because of angular dispersion, as does

microstrain; therefore, only a microstrain-free specimen can be

used for an analysis of the impact of a monochromator on the

emission spectrum. We found that both SRMs 660c and 640e

were suitable for this analysis.

The refinement strategy for the case-2 Soller-slit angle was also

investigated with the ultra-high-quality data. Technically, the

axial divergence of the incident beam, with the inclusion of the

Soller slit, is less than that of the diffracted beam, which is limited

by its extended beam-path length through the monochromator.

Several strategies were investigated, some of which may have

represented a more accurate physical model than that of a single

divergence value applied to both beams, but none resulted in any

improvement in the fit quality. Lastly, it was observed that the

Figure 3.1.40
Fits of SRM 676a obtained from a Rietveld analysis usingGSAS with the
Thompson, Cox and Hastings formalism of the pseudo-Voigt PSFand the
Finger model for asymmetry.

Figure 3.1.41
Fit quality realized with a fundamental-parameters-approach analysis of SRM 660b peak-scan data using TOPAS.
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value for the width of the divergence slit, particularly with the use

of the IBM, refined to values in excess of the known value. This

observation will be discussed further.

With the certification of SRMs 640e, 660c and 1878b (respir-

able quartz, 2014), global refinements were set up allowing for

the simultaneous analysis of the 20 high-quality data sets

collected for the certification of each SRM. With this approach,

the analyses could be carried out in the context of highly

favourable Poisson counting statistics and permitted a robust

analysis of FPA models that would otherwise be problematic

because of parameter correlation. Data were collected from two

samples from each bottle. With SRMs 640e and 660c, the machine

was configured as per the work of this study with the post-

monochromator; for 1878b, the machine was configured likewise

with the IBM and scintillation detector. For SRM 660c the data

were collected in accordance to the run-time parameters of Table

3.1.2, and in an analogous manner for SRM 640e. For SRM 1878b,

the data were collected on mixtures of 50% SRM 1878b and 50%

SRM 676a in continuous, 24 h scans. Concurrent with the effort to

certify SRMs 640e and 660c, the agreement between the results

from FPAPC and TOPAS was established, indicating that both

codes operated in accordance with published FPA models

(Mendenhall et al., 2015). Initially with FPAPC and later with

TOPAS, the data from these three SRMs were analysed using the

global refinement strategy.

The global refinements were used to investigate possible

difficulties with the FPA models. First, the global refinements

were used to determine more robust values for the breadths of

the emission spectrum as influenced by the post-monochromator.

The issue concerning the refined value for the incident slit size

was revisited with the global refinements. Values of 25% in excess

of the known size were observed in refinements of IBM data from

several materials using TOPAS. While these refinements were

quite robust, corresponding analysis of ultra-high-quality post-

monochromator data sets resulted in a slow increase in the slit

value with little change in residual error terms, indicating a

shallow �2 minimization surface. With the global analysis of the

SRM 660c, 640e and 1878b data, however, the incident slit value

refined to a value of 15 to 25% in excess of the known value in a

robust manner. The reduced correlations between models with

the global refinements led to this improved ability to reach the

minimum in error space for both data types. An investigation into

the sensitivity of the lattice-parameter value and GoF on the

incident slit size was consistent with the shallow �2 minimization

surface; changes in lattice parameters were less than 2 fm and

only small changes in GoF were noted. The lowest-angle lines

used in our analyses were at 18�; given the 1/tan � dependence of
the incident-slit correction, lower-angle lines are required for

robust use of this model for refinement of incident-slit size. A

second observation of concern was the low values for sample

attenuation refined from data for SRM 660x. As previously

stated, a reasonable value for a compact of LaB6 would be

800 cm�1, yet the fits were giving values in the 400 cm�1 range.
Again, a sensitivity study indicated little dependence of either the

lattice parameter or the GoFon the attenuation values when they

are this large. In contrast, sensitivity studies on SRM 640x (silicon

in the 80 to 100 cm�1 range) indicated a high level of response to

changes in attenuation values. Again, in the range where the

model is active, results are in correspondence with expectations;

where there is little impact on the refinement, parameter values

may differ from true values with little impact on the refinement as

a whole. We are continuing to investigate the issue of the non-

physical values obtained for the refined divergence-slit width.

The �(2�) data shown in Fig. 3.1.42 illustrate results from an

FPA analysis of the 20 data sets collected for the certification of

SRMs 660c and 640e. The �(2�) values were generated using the

certified lattice parameters of SRMs 660c and 640e to compute

‘SRM’ or reference peak positions, and the unconstrained profile

positions from the FPA analysis were used as the ‘test’ data. The

analyses were performed using TOPAS with the divergence-slit

width fixed at the known value. The data in Fig. 3.1.42 clearly

reflect the efficacy of the FPA method. The certification data for

these SRMs were collected on the machine set up as for Fig.

3.1.26; the trends of the peak position for these data are identical

to those of Fig. 3.1.26. Yet the FPA has corrected the profile

positions to a degree indiscernible from the ‘true’ positions in the

40 to 120� 2� region. The trends observed otherwise in these data

are consistent with prior observations discussed at length above,

albeit in 2� regions limited to below 40� and above 120� and to a

vastly reduced level. These deviations are consistent with short-

comings in the model, although the deviations are so small that it

may be difficult to work out their origin. The unequivocal tech-

nical justification for use of the FPA in SRM certification is also

apparent in Fig. 3.1.42; when properly used, the method is

capable of reporting the ‘true’ d-spacing for profiles located in

the 40 to 120� 2� region.
Using SRM 1976b for calibration of the instrument response

entails determining the integrated intensity of 14 profiles from

the test instrument and comparing them with certified values.

However, the test instrument in this case was the NIST instru-

ment equipped with the graphite post-monochromator. There-

fore, the relative intensity values used for comparison were the

ones biased to account for the effects of polarization. They were

obtained from Table 4 of the SRM 1976b CoA. Fig. 3.1.43 shows

the results from various data-analysis techniques performed on a

common raw data set from the test instrument. With the note-

worthy exception of the split Pearson VII PSF, all methods gave

an acceptable result. It can be seen that when intensity

measurement is the issue, the use of unconstrained PSFs is more

effective than the analyses described earlier, which were intended

to determine the profile position or FWHM. With the use of

GSAS, the pattern was fitted with a Rietveld analysis using

a sixth-order spherical harmonic to model the texture. The

reported relative intensity data are computed from the observed

structure factors using theGSAS utility REFLIST. This approach

is identical to that used for the certification of SRM 1976b, except

the certification data were collected on the NIST instrument

setup with the IBM.

Figure 3.1.42
�(2�) data from the 20 data sets collected for the certification of SRMs
660c and 640e, determined via FPA analyses using TOPAS.
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The structure common to all the data sets of Fig. 3.1.43 is as yet

unexplained. With any of these methods, modelling the back-

ground is of critical concern. The intensity scale of the fitted

pattern must be expanded to allow for inspection of the back-

ground fit alone. The weak amorphous peak at approximately 25�

2�, which is associated with the anorthite glass matrix phase,

complicates the matter. Certain refinement programs allow for

the insertion of a broad peak to account for this. Alternatively an

11- to 13-term Chebyshev polynomial could be used. Keeping the

number of these terms to a minimum is consistent with

preventing the background function from interfering with the

modelling of the profiles. Lastly, the use of K� filters in

conjunction with a PSD can be problematic for the calibration of

instrument response using SRM 1976b. Such filters typically

impart an absorption edge in the background on the low-energy

side of the profiles. With the use of a high-count-rate PSD, this

effect can be quite pronounced and can cause difficulties in fitting

the background and, therefore, erroneous determination of the

profile intensity.

3.1.7. Conclusions

In this chapter, we reviewed the theoretical background behind

the well known complexity of X-ray powder diffraction line

profiles. A divergent-beam laboratory X-ray diffractometer with

a conventional layout was used to rigorously examine the full

range of procedures that have been developed for the analysis of

the instrument profile function. The machine featured superlative

accuracy in angle measurement, and attention was paid to the

precision and stability of the optical components and sample

positioning. The instrument was aligned in accordance with first-

principles methods and was shown to exhibit an optical perfor-

mance that conformed with the expectations of established

theories for powder-diffraction optics.

Data-analysis methods can be divided into two categories that

require fundamentally different approaches to instrument cali-

bration. Empirical profile-analysis methods, either based on

second-derivative algorithms or profile fitting using analytical

profile-shape functions, seek to characterize the instrument

performance in terms of shape and position parameters that are

used in subsequent analysis for determining the character of the

specimen. These methods, however, provide no information

about the origins of the peak shift or profile

shape that they describe. Model-based

methods seek to link the observation directly

to the character of the entire experiment. The

calibration procedure for the first category

can be regarded as a ‘classical’ calibration

where a correction curve is developed

through the use of an SRM and applied to

subsequent unknowns. With model-based

methods, it is the user’s responsibility to

calibrate the instrument in a manner that

ensures that the models that are being used

correctly correspond to the experiment. This

is best accomplished through the analysis of

results from empirical methods, particularly

�(2�) curves, as well as the analysis of data

from an SRM followed by a critical exam-

ination of the refined parameters.

Second-derivative-based algorithms for

determining peak locations are able to

provide the 2� positions (the positions of the
maxima in the observed profile intensity) to within �0.0025� 2�.
Profile fitting using analytical profile-shape functions to deter-

mine the peak position was shown to be problematic; errors of up

to 0.015� 2� were noted. The use of uniform weighting in the

refinements resulted in improved accuracy in the reported peak

positions and FWHM values. Using a Johansson incident-beam

monochromator led to high-quality fits of diffraction data using

analytical profile shape functions. The Caglioti function can be

used to improve the reliability of FWHM values.

The fundamental-parameters approach was found to be

effective in modelling the performance of the Bragg–Brentano

divergent-beam X-ray diffractometer. The form of the �(2�)
curve, determined via a second-derivative algorithm, can be

explained quantitatively through an examination of FPA models.

Furthermore, FPA simulations of diffraction data, computed

from the instrument configuration using both commercial and

NIST FPA codes, and analysed using the same second-derivative

algorithm, reproduced the �(2�) results from the experimental

data. This self-consistency verified the correct operation of both

the instrument and the FPA models. Using the FPA for modelling

the diffraction profiles provided the best fits to the observations

and the most accurate results for the ‘true’ reported peak posi-

tions. The TCH/Finger models for profile shape yielded credible

results for refinement of lattice parameters via the Rietveld

method.

This chapter is based on an article published in the Journal of

Research of the National Institute of Standards and Technology

(Cline et al., 2015).
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3.3. Powder diffraction peak profiles

R. B. Von Dreele

3.3.1. Introduction

The analysis of a powder diffraction pattern usually involves the

fitting of a model to the set of peaks that are found in that

pattern. The desired result may be accurate peak positions to be

used as input for an indexing procedure, or extraction of the suite

of reflection intensities for crystal structure determination or a

Rietveld refinement. In any case, a good description of the shape

of the powder peak profile and how it varies across the entire

pattern is of paramount importance for obtaining the highest-

quality results, and this topic was briefly reviewed in Volume C of

International Tables for Crystallography (Parrish, 1992).

The fitting is a least-squares procedure in which the model

used to calculate the intensity of the profile is

YðxÞ ¼P
j

IjPjð�Þ þ BðxÞ; ð3:3:1Þ

where Ij is the integrated intensity of the jth peak and P is the

shape function for that peak, which depends on the offset (� =

x � Tj) of its position Tj from the observation point x. The sum is

over all reflections that could contribute to the profile and B(x) is

a background intensity function. The observed shape of the peaks

arises from a convolution of the intrinsic source profile (G�), the

various instrumental profile contributions (GI) (e.g. from slits and

monochromators, discussed in Chapter 3.1) and the character-

istics of the sample (GS) that broaden the idealized reciprocal-

space points (see Chapter 3.6):

Pð�Þ ¼ G� �GI �GS: ð3:3:2Þ
In practice, the peak profile function is usually developed by

either selecting a peak-shape function that has the required shape

characteristics to fit the experimental peak profiles (the semi-

empirical function approach, or SFA) or by selecting a number of

contributing functions and doing the requisite convolutions (the

fundamental parameters approach, or FPA) (Cheary & Coelho,

1998b).

Both approaches have been used for the analysis of constant-

wavelength neutron and X-ray powder diffraction data and for

neutron time-of-flight (energy-dispersive) powder data. In addi-

tion, the peaks can be seen to be displaced from their expected

positions given by Bragg’s law. As we will see, this displacement is

partially a consequence of some geometric features of the

experiment but is also dependent upon the particular description

of the peak profile.

3.3.2. Peak profiles for constant-wavelength radiation (X-rays
and neutrons)

3.3.2.1. Introduction – symmetric peak profiles

The realization that the neutron powder diffractometer at the

Reactor Centrum Nederland, Petten, produced powder peak

profiles that were Gaussian in shape led Rietveld (1967) to

develop a full-pattern method for crystal structure refinement

(Rietveld, 1967, 1969), now known as the Rietveld refinement

method. The Gaussian is formulated as

PGð�;�G or �2Þ ¼ ð8 ln 2Þ
1=2

�Gð2�Þ1=2
exp
�4 ln 2�2

�2
G

� �

¼ 1

ð2��2Þ1=2 exp
��2

2�2

� �

; ð3:3:3Þ

where the width of the peak is expressed as either the full width

at half-maximum (FWHM = �G) or as the variance (�
2). Rietveld

also recognized the earlier analysis of the resolution of a neutron

powder diffractometer by Caglioti et al. (1958), who showed that

the contributions from the source size, collimators and mono-

chromator crystal mosaic spread and scattering angle could be

combined analytically to give

�2
G ¼ U tan2 � þ V tan � þW ð3:3:4Þ

with U, V and W adjustable during the Rietveld refinement. A

modified form of this may have more stability in refinement

(attributed to E. Prince by Young & Wiles, 1982):

�2
G ¼ U0ðtan � � K0Þ2 þ V 0ðtan � � K0Þ þW 0; ð3:3:5Þ

where K0 is arbitrarily chosen as 0.6.

Improvements in the resolution of neutron powder diffract-

ometers and (more importantly) attempts to apply the Rietveld

method to X-ray powder diffraction data required the develop-

ment of new powder profile functions (Malmros & Thomas, 1977;

Young et al., 1977; Young & Wiles, 1982); this is because the

Gaussian function [equation (3.3.3)] gave poor fits to observed

peak profiles, partially because of the Lorentzian emission line

profile (G�) from laboratory X-ray tubes. Many functions were

considered, including Lorentzian (‘Cauchy’), various modified

Lorentzians, Pearson VII and pseudo-Voigt. Of these the last two

performed (on individual peak fits) about equally well; functional

forms are:

Lorentzian ‘Cauchy’ function

PLð�;�LÞ ¼
�L

2�

� �
4

�2
L þ 2�ð Þ2� �

( )

; ð3:3:6Þ

Pearson VII function

PP7ð�; �; �Þ ¼
�ð�Þ

�� �� 1
2

� �ð��Þ1=2 = 1þ �2

��2

� ��
; ð3:3:7Þ

pseudo-Voigt function

PPVð�;�; �Þ ¼ �PLð�;�Þ þ ð1� �ÞPGð�;�Þ; ð3:3:8Þ
where �L is the FWHM of the Lorentzian peak and �(�) in the

Pearson VII function is the Gamma function; � may vary

between 0 and 1, and � is the half width at (1 + 1/�)�� of

the peak height (David, 1986); PP7(�, �, 1) ’ PL(�, �) and

PP7(�, �, 1) ’ PG(�, �). Although the Pearson VII function

performs well in individual peak fits, it is of little use for Rietveld

refinements because of the difficulty in relating its coefficients to

physically meaningful characteristics of the sample and will not

be considered further in this discussion.

International Tables for Crystallography (2019). Vol. H, Chapter 3.3, pp. 263–269.

Copyright © 2019 International Union of Crystallography

http://dx.doi.org/openurl?url_ver=Z39.88-2003&rfr_id=ori:rid:wiley.com&rft_id=doi:10.1107/97809553602060000948&rfr_dat=cr%5FsetVer%3D01%26cr%5Fpub%3D10%2E1002%26cr%5Fwork%3DPowder%20diffraction%20peak%20profiles%26cr%5Fsrc%3D10%2E1002%26cr%5FsrvTyp%3Dhtml


264

3. METHODOLOGY

The pseudo-Voigt function is an approximation to the Voigt

function, which is the convolution of a Gaussian and a Lorent-

zian:

Voigt function

PVð�;�L;�GÞ ¼
Z1

�1

PLð�;�lÞPGð�� �;�GÞ d�

¼ 4 ln 2

��2
G

� �1=2

Re½expð�z2Þerfcð�izÞ�; ð3:3:9Þ

where z ¼ 	þ i
, 	 ¼ ð4 ln 2Þ1=2�=�G and 
 ¼ ðln 2Þ1=2�L=�G.

A number of formulations have been proposed for the pseudo-

Voigt coefficients to make the best fit to the corresponding Voigt

function (Hastings et al., 1984; David, 1986; Thompson et al.,

1987). The latter is most commonly used and gives overall the

FWHM, � and the mixing coefficient, �, to be used in equation

(3.3.8) as functions of the individual FWHMs �G and �L:

� ¼ ½ð�5
G þ 2:69269�4

G�L þ 2:42843�3
G�

2
L þ 4:47163�2

G�
3
L

þ 0:07842�G�
4
L þ �5

LÞ�1=5; ð3:3:10Þ

� ¼ 1:36603 �L=�ð Þ � 0:47719 �L=�ð Þ2þ0:11116 �L=�ð Þ3:
ð3:3:11Þ

The alternative given by David (1986) uses a more generalized

version of the pseudo-Voigt function,

PPVð�;WG;WL; �G; �LÞ ¼ �LPLð�;WLÞ þ �GPGð�;WGÞ;
�G ¼ 0:00268�1 þ 0:75458�21 þ 2:88898�31 � 3:85144�41

� 0:55765�51 þ 3:03824�61 � 1:27539�71;

�L ¼ 1:35248�2 þ 0:41168�22 � 2:18731�32 þ 6:42452�42

� 10:29036�52 þ 6:88093�62 � 1:59194�72;

WG ¼ �ð1� 0:50734�2 � 0:22744�22 þ 1:63804�32

� 2:28532�42 þ 1:31943�52Þ;
WL ¼ �ð1� 0:99725�1 þ 1:14594�21 þ 2:56150�31

� 6:52088�41 þ 5:82647�51 � 1:91086�61Þ; ð3:3:12Þ
where � = �G + �L, �1 = �G/� and �2 = �L/�; this is claimed to

match the Voigt function to better than 0.3%.

3.3.2.2. Constant-wavelength powder profile asymmetry

Rietveld (1969) noted that at very low scattering angles the

peaks displayed some asymmetry, which shifted the peak

maximum to lower angles. He ascribed the effect to ‘vertical

divergence’ and proposed a purely empirical correction for it.

Subsequent authors (Cooper & Sayer, 1975; Howard, 1982;

Hastings et al., 1984) offered semi-empirical treatments of the

profile shape that results from the intersection of a Debye–

Scherrer cone with a finite receiving slit, which is described as

‘axial divergence’. A more complete analysis of the problem in

neutron powder diffraction was offered by van Laar & Yelon

(1984), who considered the effect of a finite vertical slit (2H)

intercepting a set of Bragg diffraction cones generated from a

finite sample length (2S) within the incident beam for a goni-

ometer radius (L). As seen in Fig. 3.3.1, this gives peak intensity

beginning at 2’min < 2� via scattering from only the ends of the

sample; at 2’infl the entire sample scatters into the detector. The

resulting intensity profile is then convoluted with a Gaussian

function to give the resulting asymmetric powder line profile (Fig.

3.3.2). This approach was then considered by Finger et al. (1994)

for synchrotron powder diffraction and they created a Fortran

code that was subsequently adopted via convolution with a

pseudo-Voigt function [equation (3.3.12)] for use by many

Rietveld refinement codes. Although originally formulated for

parallel-beam neutron optics, it was shown by Finger et al. (1994)

that it could be equally well applied to diverging X-ray and

neutron optics by allowing the sample length to vary during the

Rietveld refinement. They also showed that it could be applied to

the asymmetry observed at low angles with Bragg–Brentano

instrumentation. In that case the detector height is defined by the

diffracted-beam Soller slits.

Clearly, this asymmetric peak-shape function properly repre-

sents the offset of the peak top from the peak position, in contrast

to functions such as the split Pearson VII function. Consequently,

single peak fits using this function will give peak positions that

are more readily indexed using methods such as those described

in Chapter 3.4.

3.3.2.3. Peak-displacement effects

The position of the peak is also affected by various instru-

mental and geometric effects. For example, the sample position in

a Bragg–Brentano experiment is ideally tangent to the focusing

circle (Parrish, 1992). A radial displacement, s, of the sample will

shift the Bragg peaks according to

Figure 3.3.1
The band of intensity diffracted by a sample with height 2S, as seen by a
detector with opening 2H and a detector angle 2’moving in the detector
cylinder. For angles below 2’min no intensity is seen. For angles between
2’infl and 2�, scattering from the entire sample can be seen by the
detector. Figure and caption adapted from Finger et al. (1994).

Figure 3.3.2
Low-angle synchrotron powder diffraction line (2� ’ 4.1�) fitted by the
Finger et al. (1994) axial divergence powder line-shape function. The
observed points (+), calculated curve, background and difference curves
are shown. Note the offset of the peak top from the Bragg 2� position
(vertical line).
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�2� ¼ 360s cos �=�R; ð3:3:13Þ
where R is the goniometer radius. This is the major peak-

displacement effect and can be detected for sample displace-

ments as small as 10 mm.

A similar effect can be observed for Debye–Scherrer instru-

mentation when the goniometer axis is not coincident with the

sample axis; this is a more common problem for neutron powder

diffraction instruments where accurate placement of very

massive goniometers can be difficult. In this case the peak

displacement is

�2� ¼ 180

�R
ðsx cos 2� þ sy sin 2�Þ; ð3:3:14Þ

where sx and sy are displacements perpendicular and parallel to

the incident beam, respectively, all in the diffraction plane.

In high-resolution instrumentation (even at a synchrotron)

goniometer axis displacements less than 10 mm can be detected.

Specimen transparency in Bragg–Brentano diffraction can also

cause peak displacements arising from the shift in effective

sample position to below the surface at high scattering angles.

This shift for a thick specimen is

�2� ¼ 90 sin 2�=�eff�R; ð3:3:15Þ
where �eff is the effective sample absorption coefficient taking

into account the packing density.

3.3.2.4. Fundamental parameters profile modelling

An alternative method for describing the source and instru-

mental part of the powder peak profile is to develop a set of

individual functions that form the part of the profile arising from

each of the instrumental components that shape the beam profile

(Cheary & Coelho, 1992, 1998a,b). Ideally, each function is

parameterized in terms of the physical parameters of the corre-

sponding instrument component (e.g. slit width and height,

sample dimensions and absorption, source size and emission

characteristics, etc.), which are known from direct measurement.

The set of functions are then convoluted via fast mathematical

procedures to produce a line profile that matches the observed

one. Any remaining profile-broadening parameters (e.g. for

sample crystallite size and microstrain, see Section 3.3.5 for

details) are then allowed to adjust during a Rietveld refinement.

By employing this fundamental parameters (FP) approach, these

parameters are unaffected by any instrumental parameterization.

The FP method offers two clear advantages over the more

empirical approach outlined in Sections 3.3.2.1–3.3.2.3 above: (i)

it can more closely describe the actual instrumental effects that

contribute to the profile shape, thus improving the precision of

the fit to the observed data and (ii) it can be used to describe a

source characteristic or an instrumental arrangement that is

outside the normally used configuration, yielding a result that

would be difficult to obtain otherwise (Cheary et al., 2004).

3.3.3. Peak profiles for neutron time-of-flight experiments

3.3.3.1. The experiment

The neutron source in a time-of-flight (TOF) powder diffrac-

tion experiment produces pulses of polychromatic neutrons;

these travel over the distance from the source to the sample and

then to the detectors which are placed at fixed scattering angles

about the sample position; the travel times are of the order of

1–100 ms. This has been briefly described in Volume C of Inter-

national Tables for Crystallography (Jorgensen et al., 1992).

Because neutrons of differing velocities (v) have differing

wavelengths (�) according to the de Broglie relationship (� =

h/mv) given Planck’s constant (h) and the neutron mass (m), they

will sort themselves out in their time of arrival at the detector.

The powder pattern appears as a function of TOF via Bragg’s law

(� = 2dsin�) in which the wavelength is varied and � is fixed. The
approximate relationship between TOF, wavelength and

d-spacing observed in a particular detector can be derived from

the de Broglie relationship and Bragg’s law to give

TOF ¼ 252:7784L� ¼ 505:5568Ld sin �: ð3:3:16Þ
The constants are such that given � in ångströms and the total

neutron flight path length L in metres, then the TOF will be in ms.
An analysis of the possible variances in these components then

gives an estimate of the powder diffraction peak widths:

�d=d ¼ ½ð�t=tÞ2 þ ð�� cot �Þ2 þ ð�L=LÞ2�1=2; ð3:3:17Þ
where �d, �t, �� and �L are, respectively, the uncertainties in

d-spacing, TOF, scattering angle � and total flight path L

(Jorgensen & Rotella, 1982). Consequently, these three terms

also determine the instrumental contribution to the neutron TOF

powder peak profile.

3.3.3.2. The neutron pulse shape

The neutron pulse shape depends on the mode of production.

Early studies (Buras & Holas, 1968; Turberfield, 1970) used one

or more choppers to define a polychromatic pulse from a reactor

source, resulting in essentially Gaussian powder peak profiles

whose FWHM (�G) is nearly constant (B ’ 0):

�2
G ¼ Aþ Bd2; ð3:3:18Þ

so that the Rietveld technique can easily be used (e.g.Worlton et

al., 1976). Unfortunately, this approach gave very low intensities

and relatively low resolution powder patterns.

A more useful approach uses a spallation source to produce

the pulsed neutron beam. Neutrons are produced when a high-

energy proton beam (>500 MeV) strikes a heavy metal target

(usually W, U or liquid Hg) via a spallation process (Carpenter

et al., 1984). These very high energy neutrons strike small

containers of moderating material (usually H2O, liquid CH4 or

liquid H2) which then comprise the neutron source seen by the

powder diffraction instrument. The entire target/moderator

system is encased in a neutron-reflective material (usually Be) to

enhance the neutron flux and then further encased in a biological

shield. Each moderator may be encased on the sides away from

the instrument (e.g. powder diffractometer) in a thin neutron

absorber (e.g. Cd or Gd) and may also contain an inner absorber

layer (‘poison’) to sharpen the resulting pulse of thermal

neutrons. These sources produce a polychromatic neutron beam

that is rich in both thermal (<300 meV) and epithermal

(>300 meV) neutrons. The proton pulses can have a very short

duration (�200 ns) (from a ‘short-pulse’ source, e.g. ISIS,

Rutherford Laboratory, UK or LANSCE, Los Alamos National

Laboratory, USA) or a much longer duration (>500 ns) (a ‘long-

pulse’ source, e.g. SNS, Oak Ridge National Laboratory, USA or

ESS, European Spallation Source, Sweden); the pulse repetition

rate at these sources is 10–60 Hz. These characteristics are largely

dictated by the proton accelerator and neutron source design.

The resulting neutron pulse results from complex down-

scattering and thermalization processes in the whole target/

moderator assembly; it may be further shaped by choppers,
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particularly for long-pulse sources, to give what is seen at the

powder diffractometer.

Consequently, the neutron pulse structure from these sources

has a complex and asymmetric shape, usually characterized by a

very sharp rise and a slower decay, both of which are dependent

on the neutron wavelength. The resulting powder diffraction

peak profile (Fig. 3.3.3) is then the convolution [equation (3.3.2)]

of this pulse shape (G�) with symmetric functions (GI) arising

from beamline components (e.g. slits and choppers) and the

sample characteristics (GS).

3.3.3.3. The neutron TOF powder peak profile

An early attempt at representing the TOF peak profile used a

piecewise approach combining a leading-edge Gaussian, a peak-

top Gaussian and an exponential decay for the tail (Cole &

Windsor, 1980). Although single peaks could be fitted well with

this function, the variation with TOF was complex and required

many arbitrary coefficients.

A more successful approach empirically represented the pulse

shape by a pair of back-to-back exponentials which were then

convoluted with a Gaussian (Jorgensen et al., 1978; Von Dreele et

al., 1982) to give

Pð�Þ ¼ 	


	þ 


(

exp
	

2
ð	�2 þ 2�Þ

h i
erfc

	�2 þ�

�ð21=2Þ
� �

þ exp



2
ð
�2 � 2�Þ

� �

erfc

�2 ��

�ð21=2Þ
� �)

;

ð3:3:19Þ
where 	 and 
 are, respectively, the coefficients for the expo-

nential rise and decay functions; erfc is the complementary error

function. Analysis of the data that were available then gave

empirical relations for 	, 
 and � as

	 ¼ 	1=d; 
 ¼ 
0 þ ð
1=d4Þ; � ¼ �1d: ð3:3:20Þ

The two terms in this function are shown in Fig. 3.3.3. The

junction of the two exponentials defines the peak position (shown

as a vertical line in Fig. 3.3.3); it is offset to the low side of

the peak maximum. This arbitrary choice of peak position

then affects the relationship between the TOF and reflection

d-spacing; an empirical relationship (Von Dreele et al., 1982) was

found to suffice:

TOF ¼ Cdþ Ad2 þ Z; ð3:3:21Þ
with three adjustable coefficients (C, A, Z) established via fitting

to the pattern from a standard reference material.

Although this profile description was adequate for room-

temperature moderators (H2O or polyethylene) at low-power

spallation sources, it does not describe well the wavelength

dependence for cold moderators feeding neutron guides used at

higher-power sources. An alternative description, employing a

switch function to account for the fundamental change in the

neutron leakage profile from the moderator between epithermal

and thermal neutrons, was proposed (Ikeda & Carpenter, 1985;

Robinson & Carpenter, 1990) to accommodate the profiles seen

from liquid CH4 or H2 moderators. A drawback of this descrip-

tion is that the pulse profile is defined with the peak position at

the low TOF edge; convolution with GI and GS results in a

function where the peak position is far below the peak top. An

empirical approach by Avdeev et al. (2007) simply requires tables

to be established from individual peak fits to a standard material

powder pattern for the values of 	, 
 and TOF in place of the

expressions given in equations (3.3.20) and (3.3.21); this estab-

lishes the G� and GI contributions to the TOF line shape. More

recently, some simple extensions (Toby & Von Dreele, 2013) to

the empirical functions [equations (3.3.22) and (3.3.23)] appear to

better cover the deviations arising from the enhanced epithermal

contribution to the cold moderator spectrum:

TOF ¼ Cdþ Ad2 þ B=dþ Z; ð3:3:22Þ

	 ¼ 	1
d
; 
 ¼ 
0 þ


1
d4
þ 
2

d2
; � ¼ �0 þ �1d2 þ �2d4 þ

�3
d2
:

ð3:3:23Þ

3.3.4. Peak profiles for X-ray energy-dispersive experiments

In an X-ray dispersive powder diffraction experiment, a detector

with good energy-discrimination capability is placed at a fixed

scattering angle while the sample is illuminated by a ‘white’ beam

of radiation. The detector response is binned into discrete ener-

gies by a multichannel analyser (MCA) (Glazer et al., 1978).

Typically these instruments display peaks that are purely Gaus-

sian in shape with quite low resolution (�E/E ’ 1%) and have

widths that are proportional to the energy:

�G ¼ UEþW: ð3:3:24Þ
This is most useful for experiments with very limited angular

access (e.g. high-pressure multi-anvil setups, as described in

Chapter 2.7) using synchrotron radiation and can give very high

data collection rates on very small samples. Glazer et al. (1978)

showed that simple crystal structures can be modelled with the

Rietveld technique after suitable corrections to account for

the variation in source intensity, detector response and sample

absorption effects. Otto (1997) expanded the peak-profile

description to include possible sample-broadening effects via a

Voigt profile; this extended the expression in equation (3.3.24) by

adding a second-order term in energy and allowed extraction of

Figure 3.3.3
The observed and calculated Ni 222 diffraction line profile from the Back
Scattering Spectrometer, Harwell Laboratory, Chilton, UK. The curves
A and B are computed from the two terms in equation (3.3.19) and curve
C is the sum (from Von Dreele et al., 1982).
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size and microstrain sample-broadening effects in cases where

these were large.

A related alternative technique (Wang et al., 2004) collects

multiple energy-dispersive powder patterns over a narrow and

coarse angular step scan; this is easily done in a typical multi-anvil

high-pressure setup. The array of spectra are binned as multiple

angle-dispersive patterns which are then combined into a single

refinement; the complex corrections required for pure energy-

dispersive patterns reduce to refinable scaling factors. Typically a

scan over 10� 2� with 0.1–0.2� steps suffices to give suitable data;

binning into �E/E ’ 20% energy bands gives data that are used

in a conventional multiple-data-set Rietveld refinement.

3.3.5. Sample broadening

Very often, particularly for synchrotron-radiation experiments,

the powder diffraction peak profile is dominated by broadening

effects from the sample, e.g.

Pð�Þ ¼ G� �GI �GS ’ GS: ð3:3:25Þ
For the cases considered here, the focus will be on sample-

broadening models that allow improved fits within the context

of a Rietveld refinement; a more detailed treatment aimed at

extracting sample characteristics (e.g. crystallite size distribu-

tions) is covered in Chapter 5.1.

Two mechanisms for sample broadening are considered here:

crystallite size and ‘microstrain’ broadening; each will be

discussed in turn.

3.3.5.1. Crystallite size broadening

The reciprocal space associated with an ideal large crystal will

consist of a periodic array of infinitely sharp � functions, one for

each of the structure factors, as expected from the Fourier

transform of the essentially infinite and periodic crystal lattice.

For real crystals, this limit is reached for crystal dimensions

exceeding circa 10 mm. The Fourier transform of a crystal lattice

that is smaller than this will show a profile that follows the form

described by the sinc(x) = sin(�x)/�x function. Any dispersion in

the crystal sizes in a powder sample will smear this into a form

intermediate between a Gaussian and a Lorentzian, which is well

described by either a Voigt [equation (3.3.9)], a pseudo-Voigt

[equation (3.3.8)] or the less-useful Pearson VII [equation

(3.3.7)] function. The physical process used to form the powder

will influence the details of the size distribution; usually this will

approximate a log-normal distribution and the resulting peak-

shape contribution from crystallite size effects will be largely

Lorentzian with a width �SL. Predominantly Gaussian size

broadening can only occur if the size distribution is very tightly

monodisperse. Then, for isotropic crystal dimensions this

broadening is uniformly the same everywhere in reciprocal space;

e.g. �d* = constant ’ 1/p, where p is the crystallite size. Trans-

formation via Bragg’s law to the typical measurement of a

powder pattern as a function of 2� gives this Lorentzian width as

�pL ¼
180

�

K�

p cos �
ð3:3:26Þ

expressed in degrees and the Scherrer constant, K, which

depends on the shape of the crystallites; e.g. K = 1 for

spheres, 0.89 for cubes etc. (see Table 5.1.1 in Chapter 5.1). A

similar expression for the crystallite size from a neutron TOF

experiment is

�pL ¼
CK

p
; ð3:3:27Þ

where C is defined by equation (3.3.21). In some cases the crys-

tallites have anisotropic shapes (e.g. plates or needles), in which

case the peak broadening will be dependent on the respective

direction in reciprocal space for each reflection. Many Rietveld

refinement programs implement various models for this aniso-

tropy.

3.3.5.2. Microstrain broadening

The existence of imperfections (e.g. deformation faults) within

the crystal lattice produces local distortions of the lattice and thus

a broadening of the points in reciprocal space. To a first

approximation these points are broadened proportionally to their

distance from the origin, e.g. �d*/d* = �d/d ’ constant.

As for crystallite size, there is normally dispersion in the

density of defects and thus the peak shape will be intermediate

between a Gaussian and a Lorentzian form, and it is well

described by the Voigt, pseudo-Voigt or Pearson VII functions.

Usually, the Lorentzian form dominates this type of broadening

and it is the most common form of sample broadening in powder

diffraction. It usually arises because of defects introduced during

sample preparation (especially during grinding). The Lorentzian

width contribution from microstrain broadening is

�sL ¼
180

�
s tan �; ð3:3:28Þ

where s is the dimensionless microstrain; it is frequently multi-

plied by 106. A similar expression for neutron TOF is

�sL ¼ Csd; ð3:3:29Þ
where C is defined by equation (3.3.21).

In many cases, the microstrain broadening is not isotropic;

presumably this is a consequence of the interaction between the

defects and the elastic properties of the crystals. A phenomen-

ological description of these effects by Popa (1998) and Stephens

(1999) is obtained by considering the variance of

1

d2
¼ Mhkl ¼ 	1h2 þ 	2k2 þ 	3l2 þ 	4kl þ 	5hl þ 	6hk ð3:3:30Þ

with respect to each of the coefficients 	i.

�2
sL ¼

X

i;j

Sij
@M

@	i

@M

@	j
ð3:3:31Þ

where

@M

@	i

@M

@	j
¼

h4 h2k2 h2l2 h2kl h3l h3k

h2k2 k4 k2l2 k3l hk2l hk3

h2l2 k2l2 l4 kl3 hl3 hkl2

h2kl k3l kl3 k2l2 hkl2 hk2l

h3l hk2l hl3 hkl2 h2l2 h2kl

h3k hk3 hkl2 hk2l h2kl h2k2

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

: ð3:3:32Þ

Examination of this sum for the triclinic case collects terms to

give

�2
sL ¼ S400h

4 þ S040k
4 þ S004l

4 þ 3ðS220h2k2 þ S202h
2l2 þ S022k

2l2Þ
þ 2ðS310h3kþ S103hl

3 þ S031k
3l þ S130hk

3 þ S301h
3l þ S013kl

3Þ
þ 4ðS211h2kl þ S121hk

2l þ S112hkl
2Þ ð3:3:33Þ

with 15 coefficients Shkl. The subscript hkl in Shkl refers to the

powers used for h; k; l in equations (3.3.33)–(3.3.44).
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For Laue symmetries other than triclinic, there are restrictions

on the allowed Shkl terms and, as a practical matter, additional

equivalences from symmetry-forced reflection overlaps for

trigonal and tetragonal Laue symmetries.

Monoclinic (2/m, b axis unique; others similar, nine coeffi-

cients):

�2
sL ¼ S400h

4 þ S040k
4 þ S004l

4 þ 3S202h
2l2

þ 3ðS220h2k2 þ S022k
2l2Þ þ 2ðS301h3l þ S103hl

3Þ
þ 4S121hk

2l: ð3:3:34Þ

Orthorhombic (mmm, six coefficients):

�2
sL ¼ S400h

4 þ S040k
4 þ S004l

4 þ 3ðS220h2k2 þ S202h
2l2 þ S022k

2l2Þ:
ð3:3:35Þ

Tetragonal (4/m, five coefficients):

�2
sL ¼ S400ðh4 þ k4Þ þ S004l

4 þ 3S220h
2k2

þ 3S202ðh2l2 þ k2l2Þ þ 2S310ðh3k� hk3Þ: ð3:3:36Þ

The last coefficient (S310) cannot normally be determined

owing to exact reflection overlaps. Thus, equation (3.3.37) is

normally used for both 4/m and 4/mmm Laue symmetries:

Tetragonal (4/mmm, four coefficients):

�2
sL ¼ S400ðh4 þ k4Þ þ S004l

4 þ 3S220h
2k2 þ 3S202ðh2l2 þ k2l2Þ:

ð3:3:37Þ
Trigonal (3, rhombohedral setting, five coefficients):

�2
sL ¼ S400ðh4 þ k4 þ l4Þ þ 3S220ðh2k2 þ h2l2 þ k2l2Þ
þ 2S310ðh3kþ k3l þ hl3Þ þ 2S130ðh3l þ kl3 þ hl3Þ
þ 4S211ðh2kl þ hk2l þ hkl2Þ: ð3:3:38Þ

The pair of coefficients S310 and S130 cannot normally be

independently determined owing to exact reflection overlaps.

Thus, equation (3.3.39) is normally used for both rhombohedral

symmetries:

Trigonal (3m, rhombohedral setting, four coefficients):

�2
sL ¼ S400ðh4 þ k4 þ l4Þ þ 3S220ðh2k2 þ h2l2 þ k2l2Þ
þ 2S310ðh3kþ k3l þ hl3 þ h3l þ kl3 þ hl3Þ
þ 4S211ðh2kl þ hk2l þ hkl2Þ: ð3:3:39Þ

Trigonal (3, five coefficients):

�2
sL ¼ S400ðh4 þ k4 þ 2h3kþ 2hk3 þ 3h2k2Þ þ S004l

4

þ 3S202ðh2l2 þ k2l2 þ hkl2Þ þ S301ð2h3l � 2k3l � 6hk2lÞ
þ 4S211ðh2kl þ hk2lÞ: ð3:3:40Þ

The coefficient S301 cannot normally be independently deter-

mined owing to exact reflection overlaps. Thus, equation (3.3.42)

is normally used for 3 Laue symmetry.

Trigonal (3m1, four coefficients):

�2
sL ¼ S400ðh4 þ k4 þ 2h3kþ 2hk3 þ 3h2k2Þ þ S004l

4

þ 3S202ðh2l2 þ k2l2 þ hkl2Þ
þ S301ð3h2kl � 3hk2l þ 2h3l � 2k3lÞ: ð3:3:41Þ

The coefficient S301 cannot normally be independently deter-

mined due to exact reflection overlaps. Thus, equation (3.3.43) is

normally used for 3m1 Laue symmetry.

Trigonal (31m, four coefficients):

�2
sL ¼ S400ðh4 þ k4 þ 2h3kþ 2hk3 þ 3h2k2Þ þ S004l

4

þ 3S202ðh2l2 þ k2l2 þ hkl2Þ þ 4S211ðh2kl þ hk2lÞ:
ð3:3:42Þ

Hexagonal (6/m and 6/mmm, three coefficients):

�2
sL ¼ S400ðh4 þ k4 þ 2h3kþ 2hk3 þ 3h2k2Þ þ S004l

4

þ 3S202ðh2l2 þ k2l2 þ hkl2Þ: ð3:3:43Þ
Cubic (m�3 and m�3m, two coefficients):

�2
sL ¼ S400ðh4 þ k4 þ l4Þ þ 3S220ðh2k2 þ h2l2 þ k2l2Þ: ð3:3:44Þ

These equations can be used with the refined values of the

coefficients to produce a surface representing the extent of the

microstrain in reciprocal space. The surface resulting from

Stephens’ (1999) analysis of powder diffraction data from sodium

parahydroxybenzoate is shown Fig. 3.3.4. At the present time, the

connection between the elastic properties and defects with these

microstrain surface models is unclear. Some aspects of this for

cubic and hexagonal systems are discussed in Chapter 5.1.
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3.4. Indexing a powder diffraction pattern

A. Altomare, C. Cuocci, A. Moliterni and R. Rizzi

3.4.1. Introduction

The crystal structure solution process presupposes that the

crystal cell and the space group are known. In other words, the

first step in the solution pathway is the identification of the unit-

cell parameters. Knowledge of the crystal structure strongly

depends on the determination of the cell: a cell incorrectly

defined does not lead to the solution. The cell-determination

process (which operates in a 6-dimensional continuous parameter

space) is also called ‘indexing’ because it consists of assigning

the appropriate triple (hkl) of Miller indices of the lattice plane

to each of the Nl experimental diffraction lines (in a 3Nl-

dimensional integer-valued index space) (Shirley, 2003). (In this

chapter, ‘line’ and ‘peak’ are used synonymously.) In the case of

powder diffraction, the determination of the cell parameters is

not a trivial task, and it is much more difficult than in the single-

crystal case. This is because the information about the three-

dimensional reciprocal space is compressed into the one-

dimensional experimental powder pattern. Whatever the method

used, working in the parameter or index space, powder pattern

indexing aims to recover the three-dimensional information from

the positions of the diffraction peaks in the observed profile. In

particular, the experimental information used for carrying out the

indexing process is the dhkl interplanar spacings, which are related

to the diffraction angles by the well known Bragg law:

2dhkl sin �hkl ¼ �:
In theory, if we had available an experimental pattern at infi-

nite resolution with well resolved peaks with no overlapping, the

determination of the six cell parameters corresponding to a

problem with six degrees of freedom would be easy (Shirley,

2003). In practice, only the first 20–30 observed lines are useful

for two main reasons: (1) they are less sensitive to small changes

in the cell parameters than the higher-angle lines; and (2) higher-

angle lines (even if they seem to be single peaks) actually often

consist of more than one overlapping peak and their positions

cannot be accurately evaluated. Using higher-angle lines is

therefore unwise. The successful outcome of powder pattern

indexing is correlated to which and how many dhkl values derived

from the peaks in the diffraction pattern are selected and how

reliable they are. Precision and accuracy in detecting peak posi-

tions are essential conditions for successful indexing (Altomare et

al., 2008). Unfortunately they can be degraded by different

sources of errors: peak overlap, poor peak resolution, 2� zero

shift, errors in measurement, and a low peak-to-background

ratio. Moreover, impurity lines (i.e. peaks from a different

chemical phase in the sample to the compound being studied) can

hinder the attainment of the correct result. The history of

indexing, having its origin in the early 20th century (Runge,

1917), has produced several methods and software packages

(Shirley, 2003; Werner, 2002) with surprising progress in

strengthening and automating the cell-determination process.

Innovative approaches that aim to reduce the dependence on the

dhkl values (by avoiding the peak-search step and considering

the full information contained in the diffraction pattern) have

also been developed. Despite great advances, powder pattern

indexing is still a challenge in many cases. Factors that affect the

success or failure of the process include: the presence of

diffraction peaks from unexpected phases, the precision in the

peak-position value, the size of the unit cell to be identified

(indexing is easier if the unit cell is not too big) and the symmetry

(indexing a pattern from a compound with high symmetry is

generally more reliable than for a compound with lower

symmetry). Before the zeroth step of the indexing process (the

searching for peaks in the experimental pattern) it is always

necessary to obtain good-quality diffraction data. Of course, the

use of synchrotron radiation is preferable, but conventional

laboratory X-ray data are usually suitable. Whether automated or

manual, the peak search and each successive step of the indexing

process must be carefully checked. For example, in a first attempt

the positions that correspond to overlapping peaks could be set

aside. If one attempt fails, the most useful tactic is to try another

software package, since the programs available at present are

based on different approaches.

The aim of this chapter is first to illustrate the background of

the topic and the main theoretical approaches used to carry out

the powder pattern indexing, and then to give some examples of

applications. Section 3.4.2 is mainly devoted to the basic concepts

of a crystalline lattice, the main indexing equations and figures of

merits; Section 3.4.3 discusses the traditional and non-traditional

methods developed for indexing a powder pattern, and Section

3.4.4 discusses some applications, referring to the most widely

used indexing programs.

3.4.2. The basic concepts of indexing

We now describe some concepts that are fundamental in

crystallography and useful for understanding the indexing

process. The measured diffraction intensities correspond to the

reciprocal-lattice points

r�hkl ¼ ha� þ kb� þ lc�:

TheMiller indices (hkl) identify the plane of the direct lattice and

a�, b� and c� are the three vectors of the reciprocal lattice, which
are related to the direct lattice by

a ¼ b� � c�

V�
; b ¼ c� � a�

V�
; c ¼ a� � b�

V�
;

where

V� ¼ a� � b� � c�

is the reciprocal-cell volume (V� is the inverse of the direct-unit-
cell volume V).

In case of single-crystal data, the three-dimensional nature of

the experimental diffraction data makes it easy to identify

a�; b�; c�, from which the direct-space unit-cell vectors are

derived (Giacovazzo, 2011).

In case of powder diffraction, the three-dimensional nature of

the diffraction data is compressed into one dimension in the

experimental pattern, and the accessible experimental informa-

tion is the dhkl values involved in the Bragg law and related to the

International Tables for Crystallography (2019). Vol. H, Chapter 3.4, pp. 270–281.
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diffraction angles by

dhkl ¼ �=ð2 sin �hklÞ:
dhkl, the spacing of the planes (hkl) in the direct lattice, is

obtained by the dot products of the reciprocal-lattice vectors with

themselves:

ðr�hklÞ2 ¼
1

d2hkl
¼ h2a�2 þ k2b�2 þ l2c�2 þ 2hka�b� cos ��

þ 2hla�c� cos �� þ 2klb�c� cos ��; ð3:4:1Þ
where �� is the angle between b� and c�, �� is the angle between
c� and a�, and �� is the angle between a� and b�. If we introduce

QðhklÞ ¼ 104

d2hkl

[where Q(hkl) differs from sin2 �hkl by a scale factor of (200/�)
2],

(3.4.1) becomes

QðhklÞ ¼ h2A11 þ k2A22 þ l2A33 þ hkA12 þ hlA13 þ klA23;

ð3:4:2Þ
where

A11 ¼ 104a�2; A22 ¼ 104b�2; A33 ¼ 104c�2;

A12 ¼ 2� 104a�b� cos ��; A13 ¼ 2� 104a�c� cos ��;

A23 ¼ 2� 104b�c� cos��:

The number of parameters Aij in (3.4.2) depends on the type of

symmetry: from 1 in the case of cubic symmetry to 6 for triclinic

symmetry (see Table 3.4.1).

The quadratic form (3.4.2) relates the observed Q(hkl) values

to the reciprocal cell parameters and, consequently, to the direct

cell. It is the basic equation used in powder-indexing procedures.

Therefore the indexing problem (Werner, 2002) is to find Aij and,

for each observed Q(hkl) value, three crystallographic indices

(hkl) satisfying (3.4.2) within a suitable tolerance parameter �:

QðhklÞ ��< h2A11 þ k2A22 þ l2A33 þ hkA12 þ hlA13 þ klA23

<QðhklÞ þ�: ð3:4:3Þ
The importance of using accurate Q(hkl) values in (3.4.3) is

obvious. Moreover, it is worth noticing that (3.4.3) must lead to

physically reasonable indexing – low-angle peaks should corre-

spond to small integer values for h, k and l and the values of the

cell parameters and cell volume should be reasonable.

3.4.2.1. Figures of merit

An important task is the introduction of a figure of merit

(FOM) that is able to (a) describe the physical plausibility of a

trial cell and its agreement with the observed pattern, and (b)

select the best cell among different possible ones. de Wolff (1968)

made an important contribution in this direction. He developed

the M20 figure of merit defined by

M20 ¼
Q20

2h"iN20

; ð3:4:4Þ

where Q20 is the Q value corresponding to the 20th observed and

indexed peak, N20 is the number of different calculated Q values

up to Q20, and h"i is the average absolute discrepancy between

the observed and the calculated Q values for the 20 indexed

peaks; the factor 2 is a result of statistics, explained by the larger

chance for an observed line to sit in a large interval as compared

with sitting in a small interval. The rationale behind M20 is as

follows: the better the agreement between the calculated and the

observed peak positions (the smaller the h"i value) and the

smaller the volume of the unit cell (the smaller the N20 value),

the larger the M20 value and consequently the confidence in the

proposed unit cell. A rule of thumb for M20 is that if the number

of unindexed peaks whoseQ values are less thanQ20 is not larger

than 2 and if M20 > 10, then the indexing process is physically

reasonable (de Wolff, 1968; Werner, 2002). This rule is often

valid, but exceptions occur. The use of the first 20 peaks is a

compromise (coming from experience) between introducing a

quite large number of observed peaks (depending on the number

of parameters of the unit cell) and avoiding the use of high-angle

peak positions, which are more affected by errors. M20 is statis-

tically expected to be 1 in case of completely arbitrary indexing.

It has no upper limit (it can be very large when h"i is very small).

Smith & Snyder (1979) proposed the FN criterion in order to

overcome the limits of M20 with respect to its dependence on the

20 lines and on crystal class and space group. The FN figure of

merit is given by

FN ¼
1

hj�2�ji
N

Nposs

;

where hj�2�ji is the average absolute discrepancy between the

observed and calculated 2� peak position values and Nposs is the

number of possible diffraction lines up to the Nth observed line.

The values of hj�2�ji andNposs, (hj�2�ji,Nposs), are usually given

with FN. With respect to M20, FN is more suitable for ranking the

trial solutions and less for indicating their physical plausibility

(Werner, 2002).

Both M20 and FN, being based on the discrepancies between

observed and calculated lines, are less reliable if there are

impurity peaks; if the information about the unindexed lines is

not taken into account, the risk of obtaining false solutions

increases. Alternative FOMs based on joint probability have also

been proposed (Ishida & Watanabe, 1967, 1971). Among the

recently developed FOMs, we mention:

(1) Qpartial (Bergmann, 2007):

Qpartial ¼
X

i

min wi;
xi � x̂i
�i

� �2
" #

;

where the summation is over the number of observed lines, wi

is the observed weight of line i, x and x̂i are the observed and

simulated line positions, respectively, and �i is the observed

random error of line i. Qpartial is multiplied by a factor that

depends on the symmetry of the simulated lattice (triclinic,

. . . , cubic), on the unit cell volume and on the number of

ignored peaks.

(2) McM20 (Le Bail, 2008):

McM20 ¼ ½100=ðRpN20Þ�BrSy;

where N20 is the number of possible lines that might exist up

to the 20th observed line (for a primitive P lattice). Rp is

Table 3.4.1
Expressions for Q(hkl) for different types of symmetry

Symmetry Q(hkl)

Cubic (h2 + k2 + l2)A11

Tetragonal (h2 + k2)A11 + l2A33

Hexagonal (h2 + hk + k2)A11 + l2A33

Orthorhombic h2A11 + k2A22 + l2A33

Monoclinic h2A11 + k2A22 + l2A33 + hlA13

Triclinic h2A11 + k2A22 + l2A33 + hkA12 + hlA13 + klA23
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the profile R factor (Young, 1993). Br is a factor arbitrarily

set to 6 for F and R Bravais lattices, 4 for I, 2 for A, B and

C, and 1 for P. Sy is a factor equal to 6 for a cubic or a

rhombohedral cell, 4 for a trigonal, hexagonal or tetragonal

cell, 2 for an orthorhombic cell, and 1 for a monoclinic or

triclinic cell.

(3) WRIP20 (Altomare et al., 2009):

WRIP20 ¼ RAT2
Rp � RATInd � RATPres � wu � RAT1=2

M20:

ð3:4:5Þ
Based on M20 (M20 and FN remain the most widely used

FOMs), WRIP20 has been developed for exploiting the full

information contained in the diffraction profile. The factors

that appear in (3.4.5) are

RATRp ¼
1� Rp

1� ðRpÞmin

; RATInd ¼
PERCInd

ðPERCIndÞmax

;

RATPres ¼
ðPERCPresÞmin

PERCPres

; wu ¼ ðNobs � NuÞ=Nobs;

RATM20 ¼
M20

ðM20Þmax

; PERCPres ¼
P
Pres

mult=
P
all

mult:

Rp is the profile-fitting agreement calculated after the Le Bail

(Chapter 3.5) decomposition of the full pattern using the

space group with the highest Laue symmetry compatible with

the geometry of the current unit cell and no extinction

conditions. PERCInd, the percentage of independent obser-

vations in the experimental profile, is estimated according to

Altomare et al. (1995). For each extinction symbol compatible

with the lattice geometry of the current unit cell, normalized

intensities are calculated and subjected to statistical analysis

in order to obtain a probability value associated with each

extinction symbol in accordance with Altomare et al. (2004,

2005). For the extinction symbol with the highest probability

value, the value of PERCPres is calculated:
P

all mult is the

total number of reflections (symmetry-equivalent included)

for the space group having the highest Laue symmetry and no

extinction conditions. (It varies with the volume of the unit

cell and the data resolution.)
P

Pres mult, which varies

according to the extinction rules of the current extinction

symbol, coincides with the number of non-systematically

absent reflections (with the symmetry equivalents included).

The subscripts min and max mark the minimum and the

maximum values of each factor respectively, calculated for

the possible unit cells that are to be ranked. Nobs and Nu are

the number of observed and unindexed lines, respectively. All

the terms in (3.4.5) are between 0 and 1, so ensuring that

WRIP20 also lies between 0 and 1. In addition, WRIP20 has

the following properties: (a) it is continuous, that is, definable

in any interval of the experimental pattern; (b) it takes into

account the peak intensities, the number of generated peaks

and their overlap, and the systematically absent reflections

(through the extinction-symbol test); and (c) it is not very

sensitive to the presence of impurity lines (these usually have

low intensities). WRIP20 is effective in finding the correct cell

among a number of possible ones and selecting the corre-

sponding most probable extinction symbol (see Example 3 in

Section 3.4.4.6.2).

(4) Two new figures of merit based on de Wolff’s method, the

reversed figure of merit (MRev
n ) and the symmetric figure of

merit (MSym
n ), have recently been proposed (Oishi-Tomiyasu,

2013). As observed by Oishi-Tomiyasu, the de Wolff figure of

merit Mn does not use the observed and calculated lines in a

symmetrical way, consequently it is (a) insensitive to

computed but unobserved lines (i.e., extinct peaks) and (b)

sensitive to unindexed observed lines (e.g., impurity peaks).

MRev
n and MSym

n aim to compensate for the disadvantages of

Mn. In particular, MRev
n has characteristics opposite to those

of Mn with regard to sensitivity to extinct reflections and

impurity peaks, and MSym
n has intermediate properties

between Mn and MRev
n . They prove useful in selecting the

correct solution, particularly in case of presence of impurity

peaks. (See also Section 3.4.4.3.)

3.4.2.2. Geometrical ambiguities

Before discussing the concept of geometrical ambiguity in

indexing, it is useful to introduce the definition of a reduced cell.

While a unit cell defines the lattice, a lattice can be described by

an unlimited number of cells. The Niggli reduced cell (Niggli,

1928) is a special cell able to uniquely define a lattice. Methods

and algorithms have been derived for identifying the reduced cell

starting from an arbitrary one (Buerger, 1957, 1960; Santoro &

Mighell, 1970; Mighell, 1976, 2001). The reduced cell has the

advantage of introducing a definitive classification, making a

rigorous comparison of two lattices possible in order to establish

whether they are identical or related (Santoro et al., 1980). An

algorithm based on the converse-transformation theory has

been developed and implemented in the Fortran program

NIST*LATTICE for checking relationships between any two

cells (Karen & Mighell, 1991).

It is very important to recognize that two lattices are derivative

of each other, because many crystallographic problems (twinning,

indexing of powder patterns, single-crystal diffractometry) stem

from the derivative properties of the lattices. Derivative lattices

are classified as super-, sub- or composite according to the

transformation matrices that relate them to the lattice from which

they are derived (Santoro & Mighell, 1972).

A further obstacle to the correct indexing of a powder pattern

is the problem of geometrical ambiguities. It may occur when

‘two or more different lattices, characterized by different reduced

forms, may give calculated powder patterns with the identical

number of distinct lines in identical 2� positions’ (Mighell &

Santoro, 1975). The number of planes (hkl) contributing to each

reflection may differ, however. Such ambiguity, due to the fact

that the powder diffraction pattern only contains information

about the length of the reciprocal-lattice vector and not the

three-dimensional vector itself, is geometrical. It mainly occurs

for high-symmetry cells (from orthorhombic up). The lattices

having this property are related to each other by rotational

transformation matrices. In Table 3.4.2 some examples of lattices

giving geometrical ambiguities and the corresponding transfor-

mation matrices are given (Altomare et al., 2008). Where there

are geometrical ambiguities, additional prior information (e.g., a

single-crystal study) may be useful in order to choose one of the

two possible lattices.

A recent procedure developed by Kroll et al. (2011) aims to

reveal numerical and geometrical relationships between different

reciprocal lattices and unit cells. The procedure is based on the

assumption that distinct unit cells with lines in the same 2�
positions are derivatives of each other. However, two non-

derivative lattices can have identical peak positions. Very

recently, Oishi-Tomiyasu (2014a, 2016) has developed a new

algorithm able to obtain all lattices with computed lines in the

same positions as a given lattice. (See also Section 3.4.4.3.)
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3.4.3. Indexing methods

Indexing methods aim to reconstruct the three-dimensional

direct lattice from the one-dimensional distribution of dhkl
values. Systematic or accidental peak overlap, inaccuracy of peak

positions, zero shift in the 2�hkl Bragg angles and/or the presence
of impurity peaks make the reconstruction difficult. Data accu-

racy is fundamental for increasing the probability of success; as

emphasized by de Wolff: ‘The ‘indexing problem’ is essentially a

puzzle: it cannot be stated in rigorous terms ( . . . ). It would be

quite an easy puzzle if errors of measurements did not exist’ (de

Wolff, 1957).

Different approaches have been proposed for solving the

indexing puzzle since the pioneering work of Runge (1917). As

suggested by Shirley (2003), indexing procedures work in para-

meter space, or in index space, or in both spaces. As a general

consideration, the parameter space allows the inclusion of the cell

information and constraints, while the index space is more

suitable in cases where there are accidental or systematic

absences (Shirley, 1980). In this section an outline of the strate-

gies and search methods adopted by the main traditional and

non-traditional indexing approaches is given. For more details

see the papers by Shirley (2003) and Bergmann et al. (2004).

Among the main indexing procedures, zone indexing (Section

3.4.3.1.1), SIW heuristic (Section 3.4.3.1.2), successive dichotomy

(Section 3.4.3.1.5), the topographs method (Section 3.4.3.2.1) and

global-optimization methods (Section 3.4.3.2.2) operate in the

parameter space; index heuristics (Section 3.4.3.1.3) and index

permutation (Section 3.4.3.1.4) work in the index space; and scan/

covariance (Bergmann, 2007) operates both in index and

parameter space. Each method can be classified as exhaustive or

not. An exhaustive method systematically and rigorously

searches in the solution space; a non-exhaustive method exploits

coincidences and relations between the observed lines with the

aim of finding the solution quickly. The classification is not

rigorous: approaches that try to combine rigour and speed can be

defined as semi-exhaustive (Table 3.4.3).

Indexing procedures can also be classified as traditional and

non-traditional. Each indexing method generates a list of possible

cells. Their reliability is assessed by FOMs with the aim of

selecting the correct one (see Section 3.4.2.1).

3.4.3.1. Traditional indexing methods

The traditional indexing approaches adopted over the last

century are based on the following strategies and search methods:

(1) zone indexing, (2) SIW heuristic, (3) index heuristics, (4)

index permutation and (5) successive dichotomy. All of them

exploit information about a limited number of observed peak

positions.

3.4.3.1.1. Zone-indexing strategy

The zone-indexing strategy was originally developed by Runge

(1917), successively proposed by Ito (1949, 1950), generalized by

de Wolff (1957, 1958) and enhanced by Visser (1969). This

approach is based on the search for zones, i.e., crystallographic

planes, in the reciprocal lattice, defined by the origin O and two

lattice points. If r�hkl and r�h0k0 l0 are two vectors in reciprocal space,

i.e. the positional vectors of the lattice points A and A0, they
describe a zone containing any lattice point B whose positional

vector is of type mr�hkl � nr�h0k0l0 ; where m and n are positive

integers. If ! is the angle between r�hkl and r�h0k0 l0 , the squared

distance of B from O (i.e., Qm;n) can be expressed by (de Wolff,

1958; Visser, 1969)

Qm;n ¼ m2QA þ n2QA0 �mnR; ð3:4:6Þ
where QA ¼ QðhklÞ and QA0 ¼ Qðh0k0l0Þ are the squared

distances of A and A0 from O, respectively, and R ¼
2ðQAQA0 Þ1=2 cos!. R can be derived as

R ¼ jQm;n �m2QA � n2QA0 j=mn: ð3:4:7Þ
The method is applied as follows: QA and QA0 are chosen

among the first experimental Qi values; the {Qi}, up to a

reasonable resolution, are introduced in (3.4.7) in place of Qm;n;

and a few positive integer values are assigned to m and n.

Equation (3.4.7) provides a large number of R values; equal R

values (within error limits) define a zone, for which the ! angle

can easily be calculated. The search for zones is performed using

different (QA;QA0) pairs. The R values that are obtained many

times identify the most important crystallographic zones. The

zones are sorted according to a quality figure, enabling selection

of the best ones. In order to find the lattice, all possible combi-

nations of the best zones are tried. For every pair of zones the

intersection line is found, then the angle between them is

determined and the lattice is obtained.

Table 3.4.2
Examples of lattices leading to geometrical ambiguities

P = {Pij} is the transformation matrix from lattice I to lattice II, described by the
vectors {ai} and {bi}, respectively, with bi ¼

P
j Pijaj.

Lattice I Lattice II P

Cubic P Tetragonal P
0 �1=2 1=2
0 1=2 1=2
�1 0 0

0

@

1

A

Cubic I Tetragonal P
0 �1=2 1=2
0 �1=2 �1=2
1=2 0 0

0

@

1

A

Orthorhombic F �1=3 �1=3 0

0 0 �1
1 �1 0

0

@

1

A

Orthorhombic P
1=4 �1=4 0

0 0 1=2
�1=2 �1=2 0

0

@

1

A

Cubic F Orthorhombic C �1=2 0 1=2
0 1 0

�1=4 0 �1=4

0

@

1

A

Orthorhombic I �1=6 0 �1=6
1=2 0 �1=2
0 �1 0

0

@

1

A

Hexagonal Orthorhombic P
1=2 1=2 0

1=2 �1=2 0

0 0 �1

0

@

1

A

Rhombohedral Monoclinic P �1=2 0 �1=2
1=2 0 �1=2
0 �1 0

0

@

1

A
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The method has the advantage of being very efficient for

indexing low-symmetry patterns. The main disadvantage is its

sensitivity to errors in the peak positions, particularly in the low

2� region.

3.4.3.1.2. Shirley–Ishida–Watanabe (SIW) heuristic strategy

This needs only one single well-established zone, then it

arbitrarily chooses the 001 line from the first-level lines. The

indexing problem is thus lowered to two dimensions and an

exhaustive search is carried out.

3.4.3.1.3. Index-heuristics strategy

The index-heuristics strategy searches for the correct cell via a

trial-and-error approach, assigning tentative Miller indices to a

few experimental peak positions (basis lines), usually belonging

to the low 2� region of the experimental pattern. It was first

proposed by Werner (1964), then successively refined (Werner et

al., 1985) and made more robust and effective (Altomare et al.,

2000, 2008, 2009). This approach, which works in the index space,

was defined by Shirley as semi-exhaustive (Shirley, 1980). The

search starts from the highest-symmetry crystal system (cubic)

and, if no plausible solution is found, it is extended to lower

symmetry down to triclinic. The number of selected basis lines

increases as the crystal symmetry lowers. A dominant zone occurs

when one cell axis is significantly shorter than the other two; in

this case most of the first observed lines (in terms of increasing

2�hkl values) can be indexed with a common zero Miller index.

Special short-axis tests, aimed at finding two-dimensional lattices,

have been proposed for monoclinic symmetry in order to detect

the presence of dominant zones (Werner et al., 1985). The index-

heuristics method is based on the main indexing equation [see

equation (3.4.2)] that can be rewritten (Werner et al., 1985) as

QðhklÞ ¼ h2x1 þ k2x2 þ l2x3 þ hkx4 þ hlx5 þ klx6;

where {xi} = X is the vector of unknown parameters, which are

derived by solving a system of linear equations

MX ¼ Q; ð3:4:8Þ
where M is a matrix of Miller indices and Q is the vector of the

selected Q(hkl) values corresponding to the basis lines. The

dimensions of M, X and Q change according to the assumed

symmetry. From the inverse matrix M�1 the corresponding X is

obtained via X = M�1Q. In the case of monoclinic and higher

symmetry, {xi} are calculated by Cramer’s rule. Different X

vectors are derived by using a different selection of basis lines.

The possible solutions are checked by using the full list of peak

positions (up to the first 25 experimental lines). The method is

sensitive to errors on peak positions and to the presence of

impurities (the presence of only one impurity peak is not critical).

The correctness of the {xi} strongly depends on the accuracy of

the observed Q values, especially for low-2� region lines, which

are the most dominant ones for this indexing procedure. The

possibility of testing different combinations of basis-line sets

enables the correct cell to be found by bypassing the cases for

which errors in the basis lines occur.

The method has been recently enhanced (Altomare et al., 2000,

2009) by introducing new procedures that are able to increase the

probability of successful indexing (see Section 3.4.4.2.1); among

them are: (1) a correction for systematic errors in the experi-

mental 2� values (positive and negative trial 2� zero shifts are

taken into account); this correction should, in principle, describe

a real diffractometer error; in practice, it also approximates the

specimen displacement error well (perhaps coupled with trans-

parency for organic samples); (2) a more intensive search in

solution space for orthorhombic and monoclinic systems; (3) an

improvement of the triclinic search; (4) a new figure of merit,

WRIP20, which is more powerful than M20 in identifying the

correct solution among a set of possible ones (see Section 3.4.2.1);

(5) a check for geometrical ambiguities; (6) an automatic

refinement of the possible cells; and (7) a statistical study of the

parity of the Miller indices, performed at the end of the cell

refinement, aimed at detecting doubled axes or additional lattice

points (for A-, B-, C-, I-, R- or F-centred cells) (such information

is used in the successive steps).

3.4.3.1.4. Index-permutation strategy

This strategy was proposed by Taupin (1973), and is based on a

systematic permutation of indices associated to observed lines for

obtaining candidate cells. Because this trial-and-error strategy is

similar to the index-heuristics approach, we do not describe it

here.

3.4.3.1.5. Successive-dichotomy search method

The successive-dichotomy method, first developed by Louër &

Louër (1972), is based on an exhaustive strategy working in direct

space (except for triclinic systems, where it operates in reciprocal

space) by varying the lengths of the cell axes and the interaxial

angles within finite intervals. The search for the correct cell is

performed in an n-dimensional domainD (where n is the number

of cell parameters to be determined). If no solution belongs toD,

the domain is discarded and the ranges for the allowed values of

cell parameters are increased; on the contrary, if D contains a

possible solution, it is explored further by dividing the domain

into 2n subdomains via a successive-dichotomy procedure. Each

subdomain is analysed and discarded if it does not contain a

solution. The method was originally applied to orthorhombic and

higher-symmetry systems (Louër & Louër, 1972), but it has been

successively extended to monoclinic (Louër & Vargas, 1982) and

to triclinic systems (Boultif & Louër, 1991). The search can be

performed starting from cubic then moving down to lower

symmetries (except for triclinic) by partitioning the space into

shells of volume �V = 400 A3. For triclinic symmetry �V is

related to the volume Vest suggested by the method proposed by

Smith (1977), which is able to estimate the unit-cell volume from

only one line in the pattern:

Vest ’
0:60d3N

1
N � 0:0052

;

where dN is the value for the Nth observed line; in the case N = 20

the triclinic cell volume is Vest ’ 13:39d320.
Let us consider, as an example, the monoclinic case; in terms of

direct cell parameters, Q(hkl) is given by (Boultif & Louër, 1991)

QðhklÞ ¼ f ðA;C; �Þ þ gðBÞ;
where f ðA;C; �Þ ¼ h2=A2 þ l2=C2 � 2hl cos�=ðACÞ, A ¼ a sin �,
C ¼ c sin �, gðBÞ ¼ k2=B2 and B = b. The search using the

successive-dichotomy method is performed in a four-dimensional

space that is covered by increasing the integer values i, l, m and n

in the intervals [A�,A+] = [A� =A0 + ip,A+ =A� + p], [B�, B+] =

[B� = B0 + lp, B+ = B� + p], [C�, C+] = [C� = C0 + mp, C+ = C�
+ p] and [��, �+] = [�� = 90 + n�, �+ = �� + �], where the step

values of p and � are 0.4 Å and 5˚, respectively, and A0, B0 and C0

are the lowest values of A, B and C (based on the positions of

the lowest-angle peaks), respectively. Each quartet of intervals



275

3.4. INDEXING

defines a domain D and, by taking into account the current limits

for the parameters A, B, C and �, a calculated pattern is gener-

ated, not in terms of discrete Q(hkl) values but of allowed

intervals Q�ðhklÞ;QþðhklÞ
� �

. D is retained only if the observed

Qi values belong to the range [Q�(hkl) � �Qi, Q+(hkl) + �Qi],

where �Qi is the absolute error of the observed lines (i.e.,

impurity lines are not tolerated). If D has been accepted, it

is divided into 24 subdomains by halving the original intervals

[A�, A+], [B�, B+], [C�, C+] and [��, �+] and new limits

Q�ðhklÞ;QþðhklÞ
� �

are calculated; if a possible solution is found,

the dichotomy method is applied iteratively. In case of triclinic

symmetry the expression for Q(hkl) in terms of direct cell

parameters is too complicated to be treated via the successive-

dichotomy method; therefore the basic indexing equation (3.4.2)

is used. In this case, the [Q�(hkl), Q+(hkl)] intervals are set in

reciprocal space according to the Aij parameters of (3.4.2). To

reduce computing time the following restrictions are put on

the (hkl) Miller indices associated with the observed lines: (1)

maximum h, k, l values equal to 2 in case of the first five lines;

(2) h + k + l < 3 for the first two lines.

The outcome of the successive-dichotomy method is not

strongly influenced by the presence of a dominant zone. New

approaches have been devoted to overcome the limitations of the

method with a strict dependence on data accuracy and on

impurities (Boultif & Louër, 2004; Louër & Boultif, 2006, 2007),

see Section 3.4.4.2).

3.4.3.2. Non-traditional indexing methods

New indexing procedures that provide alternatives to the

traditional approaches outlined in Section 3.4.3.1 have recently

been proposed.

3.4.3.2.1. The topographs method

This method (Oishi et al., 2009) is based on the Ito equation

(de Wolff, 1957):

Qðh1 þ h2Þ þQðh1 � h2Þ ¼ 2½Qðh1Þ þQðh2Þ�; ð3:4:9Þ
where Q(h) is the length of the reciprocal vector r�hkl corre-

sponding to the Miller index vector h = (hkl). It uses Conway’s

topograph (Conway & Fung, 1997), a connected tree obtained by

associating a graph to each equation of type (3.4.9) and consisting

of infinite directed edges. According to Ito’s method, if quadru-

poles (Q1, Q2, Q3, Q4) detected among the observed Qi values

satisfy the condition 2(Q1 + Q2) = Q3 + Q4, two Miller-index

vectors h1 and h2 are expected to exist such that Q1 =Q(h1), Q2 =

Q(h2), Q3 = Q(h1 � h2) and Q4 = Q(h1 + h2). If an additional

value Q5 satisfying the condition 2(Q1 + Q4) = Q2 + Q5 is found,

the graph of the quadrupole (Q1, Q2, Q3, Q4) grows via the

addition of the Q5 contribution; this procedure is iterated. If

topographs share a Q value that corresponds to the same

reciprocal-lattice vector, then a three-dimensional lattice is

derived containing the two-dimensional lattices associated with

the original topographs. Three-dimensional lattices are also

obtained by combining topographs. The probability that topo-

graphs correspond to the correct cell increases with the number

of edges of the graph structure. The method is claimed by the

authors to be insensitive to the presence of impurity peaks.

3.4.3.2.2. Global-optimization methods

Global-optimization methods, widely adopted for solving

crystal structures from powder data, have also been successfully

applied to indexing. Among them, we provide brief descriptions

of genetic algorithms, and Monte Carlo and grid-search methods.

3.4.3.2.2.1. Genetic-algorithm search method

The use of genetic algorithms (GAs) for solving the indexing

problem was proposed by Tam & Compton (1995) and Paszko-

wicz (1996). Since then, Kariuki and co-workers (Kariuki et al.,

1999) have combined GAs with a whole-profile-fitting procedure

for indexing powder diffraction patterns. This approach exploits

the information of the full powder diffraction pattern. It is

inspired by the Darwinian evolutionary principle based on

mating, mutation and natural selection of the member of a

population that survives and evolves to improve future genera-

tions. The initial population consists of a set of trial cell para-

meters, chosen randomly within a given volume range; a full

pattern-decomposition process is performed using the Le Bail

algorithm (Chapter 3.5) and the agreement between the calcu-

lated and observed profiles is derived and used for assessing the

goodness of an individual member (i.e., a set of unit-cell para-

meters). The most plausible cell is therefore found by exploring a

six-dimensional hypersurface R0wpða; b; c; �; �; �Þ and searching

for the global minimum of R0wp (see Section 3.4.4.3.2). In contrast

to the main traditional methods, whose outcomes depend on the

reliability of a set of peak positions, this procedure has the

advantage of being insensitive to the presence of small impurity

peaks that have a negligible influence on the agreement factor

between the experimental and calculated profiles: the global

minimum of R0wp is reached if the majority phase is correctly

indexed. The main disadvantage of the method is the computing

time required, in particular in the case of low symmetry.

3.4.3.2.2.2. Monte Carlo search method

The Monte Carlo approach has also been applied to indexing

powder diffraction patterns (Le Bail, 2004; Bergmann et al., 2004;

Le Bail, 2008). It exploits all the information contained in the full

pattern, randomly generates and selects trial cell parameters, and

calculates peak positions to which it assigns the corresponding

Miller indices. An idealized powder pattern consisting of peak

positions d and extracted intensities I is considered to test the

trial cell. The cell reliability is assessed by suitable figures of merit

(e.g. Rp and McM20, see Section 3.4.2.1). The main drawback of

this approach is the significant computing time required, in

particular for triclinic systems.

3.4.3.2.2.3. Grid-search method

This performs an iterated ‘step-and-repeat search’ in the

parameter space. It has the advantage of being flexible, exhaus-

tive and not particularly sensitive to impurities or errors, and the

disadvantage of being slow (Shirley, 2003).

3.4.4. Software packages for indexing and examples of their use

The different strategies and methods described in Section 3.4.3

have been implemented in a variety of automatic indexing

programs (Bergman et al., 2004). Almost all use one of the two

different approaches working in parameter space (i.e., unit-cell

parameters) or index space (i.e., reflection indices). Only the

EFLECH/INDEX program (Bergman, 2007), applying the scan/

covariance strategy, works in both spaces: in parameter space

from cubic down to monoclinic, switching to index space for

triclinic. The different indexing methods are classified according

to Shirley (2003) in Table 3.4.3. Alternative classifications can be
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made by considering whether a program works in direct or

reciprocal space, or uses Bragg diffraction line positions or the

whole experimental diffraction profile. Using the whole experi-

mental diffraction profile requires a lot of computing time, but

has become possible as a consequence of recent increases in the

speed of computers. In the following, descriptions of the principal

(default) steps of the most widely used indexing programs are

given. Several non-default options are available for each

program. The chances of success of the indexing step increase if

more than one program is used.

3.4.4.1. Traditional indexing programs

3.4.4.1.1. ITO (Visser, 1969)

This program is based on the zone-indexing strategy and uses

the Runge–Ito–de Wolff–Visser method of decomposition of the

reciprocal space into zones, as described in Section 3.4.3.1.1.

The following steps are executed by the program:

(1) The potential zones are found always using the 20 lowest

Bragg angle peaks. The program does not work with fewer

peaks.

(2) All possible combinations of the six best zones (including the

combination of each zone with itself) are found by searching

for trial zones that share a row of common points. For every

pair of such zones, the angle between them is found, thus

giving a trial reciprocal lattice.

(3) The reduction of the resulting unit cells is carried out using

the Delaunay–Ito method (Pecharsky & Zavalij, 2009).

(4) The program tries to index the first 20 lines and repeats this

check after least-squares refinement of the unit-cell para-

meters.

(5) The figures of merit are calculated to assess the quality

of each trial unit cell and the four best lattices are

provided.

ITO is very efficient at indexing patterns with low symmetry

and is only weakly sensitive to impurity peaks, if they occur at

high angles. The most frequent causes of failure are inaccuracy or

incompleteness of the input data.

3.4.4.1.2. TREOR90 (Werner et al., 1985)

Classified by Shirley (1980, 2003) as semi-exhaustive,

TREOR90 is based on the index-heuristics strategy (see Section

3.4.3.1.3) and uses a trial-and-error approach. It performs the

following steps:

(1) Some basis lines are selected among the experimental d

values, generally from the low-2� region of the powder

diffraction pattern. Five sets of basis lines are generally

sufficient for orthorhombic tests, whereas more than seven

sets may be necessary for the monoclinic system. At least 20–

25 experimental d values are potentially required.

(2) The trial unit cells in the index space are searched by varying

the Miller indices that are tentatively assigned to the basis

lines.

(3) The analysis starts with cubic symmetry and, in a stepwise

manner, tests for lower-symmetry crystal systems are

performed. In the case of monoclinic symmetry, a special

short-axis test is carried out.

(4) The solution of the linear system in equation (3.4.8) gives the

possible cell parameters. Different combinations of the basis

lines are tested.

(5) Each possible solution is checked by using the full list of

experimental lines.

(6) The quality of the trial cell parameters is mainly assessed by

using the M20 figure of merit [see equation (3.4.4)]. An

effective rule for identifying a reliable solution is M20 > 10

and no more than one unindexed line.

The success of the program is related to the use of some

suitable standard sets of parameter values (maximum unit-

cell volume, maximum cell axis, tolerance of values etc.) arising

from the accumulated experience of the authors; they can

be easily changed by the user via suitable keywords in the input

file.

3.4.4.1.3. DICVOL91 (Boultif & Louër, 1991)

This program works in direct space (down to the monoclinic

system) by using the successive-dichotomy search method (see

Section 3.4.3.1.5), which was introduced for the automatic

indexing of powder diffraction patterns by Louër & Louër

(1972). DICVOL91 has been defined as exhaustive by Shirley

(1980, 2003). Its main steps are:

(1) The unit-cell volume is partitioned by moving from high to

low symmetry. Shells of 400 Å3 of volume are scanned for all

the symmetry systems except for triclinic; for the triclinic

system the shells are based on the definition of volume

proposed by Smith (1977) (see Section 3.4.3.1.5).

(2) A search using the successive-dichotomy method, based on

suitable intervals (see Section 3.4.3.1.5), is carried out. In the

case of the triclinic system the general expression for QðhklÞ
as function of the direct cell parameters is too complicated,

and the reciprocal-space parameters in equation (3.4.2) are

used for setting the intervals.

(3) The derived cell parameters are refined using the least-

squares method.

(4) The quality of each trial unit cell is evaluated by using theMN

and FN figures of merit (see Section 3.4.2.1).

The program is fast at performing exhaustive searches in

parameter space (except for the triclinic case); on the other

hand, its efficiency is strongly related to the quality of the data

and to the presence of impurities (in fact, impurities are not

permitted).

3.4.4.2. Evolved indexing programs

3.4.4.2.1. N-TREOR09 (Altomare et al., 2009)

Implemented in the EXPO program (Altomare et al., 2013) to

perform the powder pattern indexing step, N-TREOR09 is an

update of N-TREOR (Altomare et al., 2000), which in turn is an

evolution of TREOR90, and preserves the main strategies with

some changes introduced to make the program more exhaustive

and powerful. In particular:

Table 3.4.3
Classification of indexing methods

Method
(strategy/search) Space Exhaustive

Zone indexing Parameter No
SIW heuristic Parameter Semi
Scan/covariance Parameter (for cubic

to monoclinic);
index (for triclinic)

To monoclinic

Index heuristics Index Semi
Index permutation Index Yes
Successive dichotomy Parameter Yes
Grid search Parameter Yes
Genetic algorithms Parameter No
Monte Carlo Parameter No



277

3.4. INDEXING

(a) If the default indexing process fails, the unit-cell search is

automatically repeated by changing some default choices,

e.g., increasing the tolerance value on the observed d values.

If still no solution is obtained, the maximum (hkl) Miller

indices assigned to the orthorhombic or monoclinic base lines

are increased and the tolerance limits of the default values

are halved in order to avoid the generation of wrong large

unit cells.

(b) At the end of the first run, whatever the obtained results, a

possible 2� zero-position shift is taken into account: the

indexing process starts again by applying positive and nega-

tive 2� zero-position shifts to the original peak search result.

(c) An exhaustive triclinic search is performed. The dominant-

zone tests that are usually carried out for the monoclinic

system have been extended to include the triclinic case.

(d) A new figure of merit, WRIP20, more powerful than the

classical M20, is used. It is calculated when more than one

possible cell is found and takes into account the M20 value,

the full experimental pattern, the degree of reflection

overlap, the systematically absent reflections and the number

of unindexed lines (see Section 3.4.2.1).

This program is also able to index powder patterns from small

proteins: see Example 4 in Section 3.4.4.6.2.

3.4.4.2.2. DICVOL06 (Louër & Boultif, 2006, 2007) and
DICVOL14 (Louër & Boultif, 2014)

The most recent of a series of versions, DICVOL14 is the

successor of DICVOL04 (Boultif & Louër, 2004) and

DICVOL06. DICVOL06 includes DICVOL04 with its optimized

search procedure and an extended search in shells of volumes.

DICVOL04 represented an improvement ofDICVOL91. Among

the features of DICVOL06 are:

(a) A tolerance for unindexed lines that can result from the

presence of unwanted additional phases or inaccurately

measured peaks. The program can tolerate a user-defined

number of unindexed lines. Care must be taken when using

this option to avoid the possibility of generating erroneous

cells. It is worth noting that the inclusion of the possibility of

at least one unindexed peak has markedly increased the

success rate of DICVOL06.

(b) A correction of the zero-point error in the measured data.

Via an a priori zero-origin evaluation, two different approa-

ches can be followed: (i) if there is a non-negligible zero shift

(i.e., ~0.1˚), the reflection-pair method is adopted (Dong et

al., 1999); (ii) if the shift is small (<0.03˚), a refinement of the

experimental data zero point together with the cell para-

meters is carried out as soon as a solution is found. In the

monoclinic and triclinic systems, a reduced-cell analysis is

performed to choose among equivalent solutions.

(c) When a solution is found in a 400 Å3 shell of volume, the

exhaustive search is extended to the whole domain.

No formal limits on the number of input Bragg peaks have

been established but, for reliable indexing, it is recommended

that 20 or more peaks (in the low-2� region) are used.

Compared to DICVOL04/DICVOL06, DICVOL14 includes:

an optimization of filters in the final stages of the convergence of

the successive dichotomy process; an optimization and extension

of scanning limits for the triclinic case; a new approach for zero-

point offset evaluation; a detailed review of the input data from

the resulting unit cells; and cell centring tests. DICVOL14 has

been improved particularly for triclinic cases, which are generally

the most difficult to solve with the dichotomy algorithm.

3.4.4.3. Non-traditional indexing programs

The indexing programs described above are based on using, for

a limited number of lines, the measured positions of peak maxima

as directly obtained from the experimental powder diffraction

pattern. Conograph (Oishi-Tomiyasu, 2014b), which has been

more recently proposed, also belongs to that group of programs.

A brief description of Conograph follows

3.4.4.3.1. Conograph: indexing via the topographs method

Conograph is based on the topographs method, and its main

functions are the determination of the primitive unit cell and

lattice symmetry, and refinement of lattice parameters. Among

the main features we note:

(1) A new Bravais-lattice determination algorithm (Oishi-

Tomiyasu, 2012), which has been proved to be stable with

respect to peak-position errors under very general conditions.

The algorithm applies the Minkowski reduction to primitive

cells and the Delaunay reduction (Delaunay, 1933) to face-

centred, body-centred, rhombohedral and base-centred cells

in such a way that the computational efficiency of the process

is better than the Andrews & Bernstein (1988) method.

(2) The two figures of merit MRev
n and MSym

n proposed by Oishi-

Tomiyasu (2013) are used for for selecting the true unit cells.

They are also used to estimate the zero-point shift.

(3) The use of many observed peaks in the default setting, which

aims to make Conograph robust against dominant zones and

missing or false peaks (Oishi-Tomiyasu, 2014b).

(4) The method for exhaustively searching unit cells that involve

geometrical ambiguity (Oishi-Tomiyasu, 2014a, 2016). The

geometrical ambiguities that are detected also include lattices

with very similar calculated lines, because of the error toler-

ance in the d spacings.

Programs that use only the measured positions of peak maxima

are particularly vulnerable to experimental errors in the

measured peak positions and to the presence of impurity peaks.

For these reasons, at the end of the 1990s new indexing strategies

were developed that do not require the peak locations in the

experimental pattern. These approaches are completely different

from the methods described above because they use the whole

diffraction profile. They try to explore the parameter space

(direct space) exhaustively by applying different optimization

techniques in order to find the cells in best agreement with the

experimental powder diffraction pattern. Some of the most

widely used indexing programs in direct space are described

here.

3.4.4.3.2.GAIN: indexing via a genetic-algorithm search method

The use of genetic algorithms (GAs) for indexing powder

diffraction data by exploiting the diffraction geometry (as in the

traditional indexing methods) was firstly proposed by Tam &

Compton (1995) and Paszkowicz (1996). Subsequently, Kariuki et

al. (1999) applied GA techniques by using whole profile fitting

with the aim of exploring the parameter space {a, b, c, �, �, �} and
finding the global minimum of the R-factor {a, b, c, �, �, �}
hypersurface, yielding the parameter set able to generate the best

agreement between the observed and calculated powder

diffraction patterns.

This new strategy has been implemented in the programGAIN

(Harris et al., 2000), whose main features are:

(1) Starting from a population of Np sets of lattice parameters

and using the evolutionary operations of mating, mutation

and natural selection, the population is allowed to evolve
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through several generations, with the aim of generating sets

of possible trial cell parameters.

(2) The search procedure, using a GA, is performed in restricted,

sensible cell-volume ranges consistent with the knowledge of

the system under study.

(3) For each set of trial parameters a calculated powder

diffraction pattern is constructed. The peak positions and

parameters describing the shape and width of each peak are

used in the Le Bail profile-fitting procedure (Chapter 3.5).

(4) The pattern is split into different regions (defined by the

user), and the weighted profile R factor is calculated for each

region; all the values are summed to obtain the overall R0wp:

R0wp ¼
X

regions

P
i wiðyi � yciÞ2P

i wiy
2
i

� �1=2
;

where the summation is over the regions, i runs over the

experimental points belonging to each region and yi and yci
are the observed and calculated profile at the ith experi-

mental step, respectively. Via the R0wp formula the residual for

each region is scaled according to the total intensity in the

region, so a region with only low-intensity peaks can make an

important contribution to R0wp.
This approach is robust at handling the problems that may

affect the experimental powder pattern: peak overlap, (hkl)-

dependent effects and zero-point errors. It is time consuming

(particularly in the case of low symmetry) but not very sensitive

to the presence of minority impurity phases.

3.4.4.3.3. McMaille: indexing via a Monte Carlo search method

The information in the whole powder diffraction profile is

exploited by the program McMaille (Le Bail, 2004), which is

based on the random generation of cell parameters and uses the

Monte Carlo optimization technique. Once the trial cell para-

meters have been generated and the Miller indices and the peak

positions have been calculated, the quality of the cell is assessed

by using, as figure of merit, the conventional Rietveld profile

reliability factor Rp (Young, 1993) orMcM20 (see Section 3.4.2.1).

The program uses some tricks that can increase the success of the

Monte Carlo algorithm:

(1) Only the trial cells corresponding to a value of Rp that is

smaller than a user-defined value (�50%) are retained for

successive refinement.

(2) If all the observed peaks, except for a user-defined number of

tolerated impurity peaks, are ‘explained’ whatever the Rp

value, the cell is retained for successive examination.

(3) If either of the conditions (1) or (2) is fulfilled, the cell

parameters are randomly changed in 200 to 5000 attempts

(for cubic to triclinic cases, respectively) in which small

random parameter variations via the Monte Carlo algorithm

are carried out. The new parameters are preserved if an

improvement of Rp is verified in 85% of the attempts.

This procedure is not sensitive to impurity lines, provided that

the sum of their intensities is less than 10–15% of the total

intensity. A zero-point error up to 0.05˚ is tolerated. To reduce

the long computing time required to successfully complete the

procedure, a significant increase in speed has been obtained by

using idealized profiles generated by applying simplified line

profiles to extracted line positions. A parallelized version of

McMaille has also been developed. The indexing problem can

usually be solved in few minutes if: (a) no triclinic symmetry is

handled (because this requires more computing time); (b) the cell

volume is less than 2000 Å3; (c) no cell length is longer than 20 Å.

3.4.4.4. Crysfire: a suite of indexing programs

The Crysfire suite (Shirley, 2002) is a multi-program indexing

facility. It can perform a self-calibration, which is aimed at

detecting and correcting 2� zero errors, and is able to strip out

weak lines. Its single unified user interface and data-file format

make a wide set of indexing packages accessible with minimal

effort (especially to non-specialists). Crysfire provides a list of the

possible cells suggested by each indexing program, suitably

ranked. The Crysfire 2003 suite supports a total of 11 programs

(Bergmann et al., 2004), among which are ITO, TREOR90,

DICVOL91 and McMaille. The possibility of using different

indexing programs, working in parameter space or index space

and adopting different indexing approaches increases the prob-

ability of finding the correct cell.

3.4.4.5. Two commercial programs

3.4.4.5.1. SVD-Index

This commercial indexing program (Coelho, 2003a), which

uses the Monte Carlo method, is part of the TOPAS (Coelho,

2003b) suite from Bruker AXS. The reciprocal-cell parameters in

equation (3.4.2) are found by using, in an iterative way, the

singular value decomposition (SVD) approach (Nash, 1990) to

solve linear equations relating (hkl) values to d spacings. The

method is particularly useful in cases for which there are more

equations than variables. All the observed lines in the powder

pattern are involved in the indexing procedure. It is claimed that

the program is relatively insensitive to impurity peaks and

missing high d spacings; it performs well on data with large

diffractometer zero errors.

More recently, two indexing methods have been introduced in

TOPAS: LSI (least-squares iteration), an iterative least-squares

process which operates on the d-spacing values extracted from

reasonable-quality powder diffraction data, and LP-Search

(lattice parameter search), a Monte Carlo based whole-powder-

pattern decomposition approach independent of the knowledge

of the d-spacings (Coelho & Kern, 2005).

3.4.4.5.2. X-CELL

This commercial program is part of the Materials Studio suite

from Accelrys (Neumann, 2003). To perform an exhaustive

search, like DICVOL, the program uses the successive-

dichotomy approach. Its principal features are:

(1) the user can define how many impurity lines can be tolerated;

(2) a search for the zero-point shift of the diffraction pattern; and

(3) systematic absences are taken into account.

The program is described as ‘virtually exhaustive’; it is

expected to work well when faced with missing lines, impurities

and errors.

3.4.4.6. Examples of applications of indexing programs

3.4.4.6.1. Indexing using DICVOL06

The program DICVOL06, as implemented in theWinPLOTR/

FULLPROF suite (Roisnel & Rodrı́quez-Carvajal, 2001) and

recently introduced into EXPO, was applied to two experimental

diffraction patterns.

Example 1

Norbornene (Brunelli et al., 2001). Published information:

C7H10, monoclinic, a = 7.6063 (9), b = 8.6220 (1), c =

8.749 (1) Å, � = 97.24 (1)˚, P21/c, experimental range 5–60˚ 2�,
� = 0.85041 Å, RES = 1.0 Å (where RES is the data resolu-

tion), synchrotron data, indexed by Fzon (Visser, 1969).
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The 2� values of the first 25 peaks, in the range 5–25˚, were

determined by WinPLOTR and supplied to DICVOL06. The

first 20 peaks were used for searching for the solution. No

plausible cell was found when assuming that no impurity was

present and exploring all the systems (from cubic to triclinic).

DICVOL06 was also unsuccessful when the non-default stra-

tegies of extended search and data correction for zero-point

error were considered (by setting some flags to 1 in the input

file). If it was supposed that two impurity lines might be

present among the peaks (by setting the flag corresponding to

the maximum number of accepted impurity/spurious lines to

2),DICVOL06 was able to find the following monoclinic cell: a

= 8.7480 (36), b = 8.6313 (32), c = 7.6077 (26) Å, � =

97.201 (33)˚, with two unindexed lines, M18 = 41.5, F18 =

125(0.0041, 35). The refinement of the cell by considering all

the 25 lines gave a = 7.6087 (26), b = 8.6295 (30), c =

8.7459 (34) Å, � = 97.201 (34)˚, which is very similar to the

published one; 23 indexed lines,M20 = 30.1, F20 = 102.6(0.0048,

41). The presence of the two impurity lines has been ascribed

by the authors to a small amount of hexagonal plastic phase.

Example 2

Cu(II)–Schiff base complex (Banerjee et al., 2002). Published

information: Cu(C15H12NO2)2, triclinic, a = 11.928 (4), b =

12.210 (5), c = 9.330 (5) Å, � = 102.54 (4), � = 111.16 (5), � =

86.16 (4)˚, P�1, experimental range 6–100˚ 2�, � = 1.54056 Å,

RES = 1.22 Å, high-quality X-ray laboratory data, indexed by

DICVOL91. The 2� values of the first 30 peaks, in the range

6–25˚, were determined by WinPLOTR and supplied to

DICVOL06. The first 20 peaks were used for searching for the

solution. If it was assumed that no impurity was present, no

plausible cell was found down to the monoclinic system.

When the triclinic system was explored, DICVOL06 suggested

only one plausible solution: a = 12.2157 (73), b = 12.2031 (77),

c = 9.3071 (41) Å, � = 65.798 (46), � = 102.572 (59), � =

95.711 (61)˚, with no unindexed lines, M20 = 27.0, F20 =

77.0(0.010, 26). The refinement of the cell considering all the 30

lines gave a = 12.2125 (65), b = 12.1989 (61), c = 9.3016 (32) Å,

� = 65.826 (33), � = 102.569 (40), � = 97.755 (44)˚, no unin-

dexed lines, M20 = 27.9, F20 = 72.8(0.0106, 26). For this,

the corresponding conventional cell is a = 11.93313 (61),

b = 12.2125 (65), c = 9.3016 (32) Å, � = 102.569 (40), � =

111.152 (33), � = 86.151 (44)˚, similar to the published one.

3.4.4.6.2. Indexing using N-TREOR09

Two examples of powder diffraction pattern indexing by using

N-TREOR09, as implemented in the EXPO program, will be

described. To activate the procedure some specific instructions

must be given to EXPO via the input file or the graphical

interface. As a first step, the peak-search procedure is auto-

matically performed on the experimental powder pattern and the

list of corresponding d values are supplied to N-TREOR09.

During the indexing process a correction for zero-point error is

automatically carried out (positive and negative shifts are taken

into account). Both the examples below were successfully

indexed by a default run of EXPO.

Example 3

Decafluoroquarterphenyl (Smrčok et al., 2001). Published

information: C24H8F10, monoclinic, a = 24.0519 (9), b =

6.1529 (3), c = 12.4207 (5) Å, � = 102.755 (2)˚, I2/a, experi-

mental range 7–80˚ 2�, � = 1.79 Å, RES = 1.39 Å, medium-

quality X-ray laboratory data. The first 43 peaks (in the range

7–67˚) with intensities greater than a default threshold were

selected (an intensity-based criterion is automatically

adopted). The first 25 lines were used to find a possible cell

that was then refined by considering all the 43 peaks. At the

end of the automatic indexing procedure, N-TREOR09

suggested two possible cells ranked according to WRIP20

[equation (3.4.5)], as shown in Fig. 3.4.1 (WRIP20 is denoted as

Figure 3.4.1
The list of possible cells for the decafluoroquarterphenyl structure automatically found using N-TREOR09.
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FOMnew in N-TREOR09). The first one in the list is the

correct cell. It is worth mentioning that the classical M20

figure of merit was not able to pick up the solution. The best

cell parameters, found according to FOMnew, were a =

24.0951 (50), b = 6.1697 (21), c = 12.4578 (37) Å, � =

102.724 (18)˚, similar to those reported in the literature, with

FOMnew = 0.61, M20 = 12; all the lines in the pattern were

indexed. The program provided the solution thanks to its

automatic check for a zero-point correction (2� zero shift =

0.04˚) and was able to correctly identify the extinction group

(I_a_). For the second suggested cell (the wrong solution)

FOMnew = 0.41, M20 = 15, and two lines were unindexed.

Example 4

Hexagonal turkey egg-white lysozyme (Margiolaki et al.,

2005). Published information: hexagonal, a = 71.0862 (3), c =

85.0276 (5) Å, P6122, experimental range 0.4–12˚ 2�, RES =

3.35 Å, synchrotron data. The first 94 peaks (in the range 0.4–

6˚, � = 0.700667 Å) with intensities greater than a default

threshold were selected. An intensity-based criterion was

automatically adopted. The first 25 lines were used to find

possible cells that were then refined by considering all 94

peaks. Five possible unit cells were automatically suggested by

the program in the following systems: hexagonal (1), ortho-

rhombic (1) and monoclinic (3). The highest value for WRIP20

was 0.99, and was for the correct hexagonal cell parameters:

a = 71.0922 (4), c = 85.0269 (7) Å, which are similar to those

reported in the literature; all the 94 selected lines in the pattern

were indexed. For this cell, the program detected a geometrical

ambiguity (see Section 3.4.2.2) between hexagonal and

orthorhombic lattices and automatically selected the higher-

symmetry one.

3.4.5. Conclusion

Indexing a powder diffraction pattern is sometimes described as a

‘gateway technology’, because the determination of the cell

parameters is so fundamental: if no cell has been identified the

execution of the subsequent steps of the structure solution

process is impossible, and if a wrong cell has been used the

correct solution is unreachable. Therefore extremely close

attention must be paid to the indexing step of the process. From

the early 1970s, the increasing interest in powder pattern indexing

and the progress seen, in terms of both methods and algorithms,

have strongly contributed to opening the door to modern appli-

cations of powder diffraction techniques. The availability of a

quite large number of software packages, based on different

indexing strategies, enables the scientist interested in solving

crystal structures to switch from one program to another when

the first fails, so increasing the possibility of success. In some cases

indexing is still a challenging process. Good-quality data are

necessary and careful inspection of each indexing step, in parti-

cular in the selection of the experimental peak positions to be

used, is advisable.
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Smrčok, L., Koppelhuber-Bitschau, B., Shankland, K., David, W. I. F.,
Tunega, D. & Resel, R. (2001). Decafluoroquarterphenyl – crystal and
molecular structure solved from X-ray powder data. Z. Kristallogr. 216,
63–66.

Tam, K. Y. & Compton, R. G. (1995). GAMATCH – a genetic algorithm-
based program for indexing crystal faces. J. Appl. Cryst. 28, 640–645.

Taupin, D. (1973). A powder-diagram automatic-indexing routine. J.
Appl. Cryst. 6, 380–385.

Visser, J. W. (1969). A fully automatic program for finding the unit cell
from powder data. J. Appl. Cryst. 2, 89–95.

Werner, P.-E. (1964). Trial-and-error computer methods for the indexing
of unknown powder patterns. Z. Kristallogr. 120, 375–387.

Werner, P.-E. (2002). Autoindexing. In Structure Determination from
Powder Diffraction Data, edited by W. I. F. David, K. Shankland, L. B.
McCusker & Ch. Baerlocher, pp. 118–135. Oxford University Press.

Werner, P.-E., Eriksson, L. & Westdahl, M. (1985). TREOR, a semi-
exhaustive trial-and-error powder indexing program for all symmetries.
J. Appl. Cryst. 18, 367–370.

Wolff, P. M. de (1957). On the determination of unit-cell dimensions from
powder diffraction patterns. Acta Cryst. 10, 590–595.

Wolff, P. M. de (1958). Detection of simultaneous zone relations among
powder diffraction lines. Acta Cryst. 11, 664–665.

Wolff, P. M. de (1968). A simplified criterion for the reliability of a powder
pattern indexing. J. Appl. Cryst. 1, 108–113.

Young, R. A. (1993). Introduction to the Rietveld method. In The Rietveld
Method, edited by R. A. Young, pp. 1–38. Oxford: IUCr/Oxford
University Press.

references

http://dx.doi.org/openurl?url_ver=Z39.88-2003&rfr_id=ori:rid:wiley.com&rft_id=doi:10.1107/97809553602060000949&rfr_dat=cr%5FsetVer%3D01%26cr%5Fpub%3D10%2E1002%26cr%5Fwork%3DIndexing%20a%20powder%20diffraction%20pattern%26cr%5Fsrc%3D10%2E1002%26cr%5FsrvTyp%3Dhtml%26cr_rfr_dat%3Dreferences


282

3.5. Data reduction to |Fhkl| values

A. Le Bail

3.5.1. Introduction

Collecting the structure-factor amplitudes |Fhkl| is the key step

leading to structure solution from powder-diffraction data, just as

from single-crystal data. However, there are specific difficulties

and pitfalls associated with powder data, mainly because of

diffraction-peak overlap. Once indexing is realized, data reduc-

tion to |Fhkl| is a fast process, using whole-powder-pattern

decomposition (WPPD) methods. This comfortable situation was

not attained without past efforts, which are reviewed in this

chapter. The introduction of modern WPPD methods occurred

slowly and progressively over the past 30 years, thanks to

increases in computer power, improvements in graphical user

interfaces, diffractometer data digitalization, the availability of

synchrotron and neutron radiation, and last but not least, the

proposition of new algorithms. Innovations were not instantly

accepted, this also being true for the Rietveld (1969) method, or

could not be applied immediately to every type of powder data.

Predecessors of the current WPPD methods extracted peak

intensities without restraining the cell, so that each peak position

was a parameter to be refined (as well as the peak intensity, and

the peak shape and width). This is still useful if the aim is to

obtain peak positions for indexing, although simple derivative

methods can make searching for peak positions faster. Taking

advantage of the indexing (Bergmann et al., 2004), new WPPD

methods that applied cell restraints to the peak positions opened

the door to a long list of new possibilities and applications

(including first indexing confirmation and manual or automatic

space-group estimation) which are detailed in this chapter. A

partial review of the applications realized in thousands of

published papers is given, and the evolution of the methods will

be discussed. Additional information on the topic of reduction to

|Fhkl| values can be found in the books by Young (1993),

Giacovazzo (1998), David et al. (2002), Pecharsky & Zavalij

(2003), Clearfield et al. (2008) and Dinnebier & Billinge (2008) or

in selected reviews (Toraya, 1994; Langford & Louër, 1996; Le

Bail, 2005).

3.5.2. Algorithms

Whole-powder-pattern fitting (WPPF) is a general definition

including WPPD as well as the Rietveld method (Rietveld, 1969).

In the latter method, the atomic coordinates are required for the

intensity calculations, and the sum of all the peak contributions

produces a calculated powder pattern which is compared to the

observed one, allowing the least-squares refinement of profile

and structural parameters. The Rietveld method historically

preceded modern WPPD methods, though the latter are applic-

able without atomic coordinates. Of course, one may use WPPD

methods if the structure is known, but in some cases one does not

want to use that knowledge (not wanting to restrain the peak

intensities by the structural model, for instance, nevertheless

believing in the indexing or wanting to confirm it, using the

restraint of the cell parameters). Any WPPF approach should be

able to model the peak shape and width variations with diffrac-

tion angle (complications not considered here may occur in the

case of anisotropic broadening intrinsic to the sample). This can

be done by fitting some analytical profile shape and width

parameters in a semi-empirical approach. The angular variation

of these parameters is generally controlled by refining the U, V

and W terms in the Caglioti et al. (1958) expression [(FWHM)2 =

U tan2 � + V tan � +W] or a variation (where FWHM = full width

at half maximum). The alternative is to use the fundamental

parameter approach (FPA) (Cheary & Coelho, 1992). However,

some of the original computer programs did not apply any cell

restraint or even any restraint at all.

3.5.2.1. Unrestrained cell

Without a cell hypothesis, no |Fhkl| values can be extracted; the

intensity values collected will be noted by I(i) until Miller indices

are attributed, enabling the multiplicity correction. Obtaining all

the peak positions, areas, breadths and shape parameters as

independent values for a whole powder pattern is limited to

simple cases where there is not too much peak overlap. With such

an approach (both cell and space group unknown or unused) one

has to estimate the number of peaks to be fitted, so that the fit of

a complex group of peaks will lead to large uncertainties.

However, knowing the cell and space group provides at least the

correct number of peaks and an estimate of their starting posi-

tions. Such calculations were made as an alternative to the

Rietveld method, during the first stage of the so-called two-stage

method for refinement of crystal structures (Cooper et al., 1981).

In the case of X-ray data, the profile shapes applied in the

Rietveld method (Gaussian at the beginning for neutron data)

evolved a great deal (Wiles & Young, 1981), and on the WPPD

side happened to be described in these two-stage approaches by a

sum of Lorentzian curves, or double Gaussians (Will et al., 1983,

1987). The computer program PROFIT (Scott, 1987), derived

from software for individual profile fitting (Sonneveld & Visser,

1975) and extended to the whole pattern, was applied to the study

of crystallite size and strain in zinc oxide (Langford et al., 1986)

and for the characterization of line broadening in copper oxide

(Langford & Louër, 1991). Studying a whole pattern can also be

done in simple cases by using software designed for the char-

acterization of single or small groups of peaks; an example is a

ZnO study (Langford et al., 1993) using the computer program

FIT (Socabim/Bruker). WPPD on complex cases is mostly

realized today by using peak positions controlled by the cell

parameters, with the benefit of stronger accuracy of the |Fhkl|

values, even if the lost degrees of freedom may lead to slightly

worse fits, increasing the profile R factors. Before 1987, close

to thirty structure determinations by powder diffractometry

(SDPDs) were achieved using intensities extracted by using these

old WPPD methods without cell constraints (see the SDPD

database; Le Bail, 2007). It can be argued that freeing the peak

positions allows one to take into account subtle effects in position

displacement (in stressed samples, for example). But systematic

discrepancy of observed peak positions with regard to the

theoretical position, as expected from the cell parameters, can be

modelled as well in modern WPPD methods or in the Rietveld

method.

International Tables for Crystallography (2019). Vol. H, Chapter 3.5, pp. 282–287.
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3.5.2.2. Restrained cell

WPPD methods that strictly applied the peak positions

calculated from a cell (hypothesized from indexing results)

marked a great step forward in the quest for improving the SDPD

success rate. This is essentially because the quality of the esti-

mated intensities increased, and even if the main handicap of

powder diffraction (peak overlap) could not be completely

circumvented, it was at least more clearly delimited. Today two

generic names are retained for such cell-restrained WPPD

methods that can produce a set of extracted |Fhkl| values suitable

for attempting a structure solution: the Pawley and Le Bail

methods. Both were derived from the Rietveld (1969) method, so

they share with it many equations which will not be restated here

(see Chapter 4.7).

3.5.2.2.1. Pawley method

The idea of removing the crystal structure refinement part in a

Rietveld program and adding the potential to refine an individual

intensity for every expected Bragg peak produced a new software

package (named ALLHKL) allowing refinement of the cell

parameters very precisely and extraction of a set of structure-

factor amplitudes (Pawley, 1981). The process was much later

called the ‘Pawley method’. Overcoming the least-squares ill

conditioning due to peak overlap was achieved by using slack

constraints (Waser, 1963). Pawley clearly insisted on the useful-

ness of the procedure for the confirmation of the indexing of a

powder pattern of an unknown. Nevertheless, the structure of the

C6F10 (at 4.2 K) test case selected for demonstration purposes

remained unsolved (but see Section 3.5.4.2 below). No SDPD of

an unknown was realized using the Pawley method for several

years (although successful tests were published corresponding to

redeterminations of previously known structures). The first real

SDPD of an unknown using the Pawley method seems to be that

of I2O4 (Lehmann et al., 1987); its powder pattern had been

previously indexed, but the structure not determined because of

the lack of a suitable single crystal. During these pioneering

years, ALLHKL could not extract the intensities for more than

300 peaks, so that, in more complex cases, it was necessary to

subdivide the pattern into several parts. Moreover, it was rather

difficult to avoid completely the ill conditioning due to over-

lapping peaks. Successful fits yielded equipartitioned intensities

(i.e., equal structure factors for those Bragg peaks with exact

overlap). Unsuccessful fits could easily produce negative inten-

sities which, combined with positive ones for other peak(s) at the

same angle, reproduced the global positive value. Moreover, the

first version to apply Gaussian peak shapes could not easily

produce any SDPD because of the relatively poor resolution of

constant-wavelength neutron data, so that it needed to be

adapted to X-ray data, with the implementation of more complex

peak shapes. Several programs were subsequently developed,

based on the same principles as the original Pawley method. The

first of them, by Toraya (1986), extended the use to X-ray data

with non-Gaussian profile shapes, and introduced two narrow

band matrices instead of a large triangular matrix, saving both

computation time and memory space in a program namedWPPF.

Some programs were used to produce intensities in order to apply

the so-called two-stage method (Cooper et al., 1981) for structure

refinement, such as PROFIT (Scott, 1987) and PROFIN (Will,

1988) (no slack constraints, but equal division of the intensity

between expected peaks when the overlap was severe). There

was intense continuing activity on Pawley-like software with

other programs such as FULFIT (Jansen et al., 1988), LSQPROF

(Jansen et al., 1992) and POLISH (Byrom & Lucas, 1993).

Estimation of intensities of overlapping reflections was

improved in LSQPROF by applying relations between structure-

factor amplitudes derived from direct methods, and the Patterson

function was considered in the satellite program DOREES

(Jansen et al., 1992). The question of how to determine the

intensities of completely (or largely) overlapping reflections

(either systematic overlap due to symmetry or fortuitous overlap)

from a single powder pattern cannot have a definite simple

answer, but continues to be discussed, since it is essential for

improving our ability to solve structures. An early view with a

probabilistic approach was given by David (1987), later intro-

ducing Bayesian statistics (Sivia & David, 1994) into the Pawley

method. Early detection of preferred orientation on the basis of

analysis of the E-value distribution was another way (Peschar et

al., 1995) to improve the structure-factor-amplitude estimate.

New computer programs based on the Pawley method continue

to be written even today.

3.5.2.2.2. Le Bail method

In order to be able to estimate R factors related to integrated

intensities, Rietveld (1969) stated [see also the book The Rietveld

Method edited by Young (1993)]: ‘a fair approximation to the

observed integrated intensities can be made by separating the

peaks according to the calculated values of the integrated

intensities,’ i.e.

IhklðobsÞ ¼
P

j

½wj;hklS
2
hklðcalcÞyjðobsÞ=yjðcalcÞ�; ð3:5:1Þ

where wj,hkl is a measure of the contribution of the Bragg peak at

position 2�hkl to the diffraction profile yj at position 2�j [corre-
sponding to equation 7 in Rietveld (1969)]. S2hkl is the sum of the

nuclear and magnetic contributions for neutron diffraction, or is

more simply F2
hkl for X-rays. The sum is over all yj(obs) that can

theoretically contribute to the integrated intensity Ihkl(obs). Bias

is introduced here by apportioning the intensities according to

the calculated intensities; this is why the observed intensities are

said to be ‘observed’, in quotation marks, in the Rietveld method.

These ‘observed’ intensities are used in the RB and RF calcula-

tions (residuals on intensities and structure-factor amplitudes,

respectively). They are also required for Fourier-map estimations,

which, as a consequence, are less reliable than those from single-

crystal data.

A process using the Rietveld decomposition formula itera-

tively for WPPD purposes was first applied in 1988 (Le Bail et al.,

1988) and much later was called the ‘Le Bail method’ or ‘Le Bail

fit’, or ‘pattern matching’ as well as ‘profile matching’ in the

FULLPROF Rietveld program (Rodriguez-Carvajal, 1990). In

the original computer program (named ARITB), arbitrarily all

equal S2hklðcalcÞ values are first entered in the above equation,

instead of using structure factors calculated from the atomic

coordinates, resulting in ‘Ihkl(obs)’ which are then re-entered as

new S2hklðcalcÞ values at the next iteration, while the usual profile
and cell parameters (but not the scale) are refined by least

squares (ARITB used profile shapes represented by Fourier

series, either analytical or learned from experimental data,

providing an easy way to realize convolution by broadening

functions modelling size–strain sample effects, possibly aniso-

tropic). Equipartition of exactly overlapping reflections comes

from the strictly equal result from equation (3.5.1) for Bragg

peaks at the same angles which would have equal starting

calculated intensities. Not starting from a set of all equal

S2hklðcalcÞ values avoids equipartition for the exactly overlapping

reflections but produces Ihkl(obs) keeping the same original ratio
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as the S2hklðcalcÞ ones. It is understandable that such an iterative

process requires starting cell and profile parameters as good as

the Rietveld method itself. The process is easier to incorporate

within an existing Rietveld code than the Pawley method, so that

most Rietveld codes now include structure-factor amplitudes

extraction as an option (generally multiphase), with the possi-

bility of combining Rietveld refinement(s) together with Le Bail

fit(s).

A non-exhaustive list of programs applying this method

(either exclusively or added within a Rietveld code) includes

MPROF (Jouanneaux et al., 1990), later renamed WinMPROF;

FULLPROF (Rodriguez-Carvajal, 1990); EXTRACT (Baer-

locher, 1990); EXTRA (Altomare et al., 1995); EXPO (Altomare

et al., 1999), which is the integration of EXTRA and SIRPOW.92

for solution and refinement of crystal structures; and RIETAN

(Izumi & Ikeda, 2000). Then followed most well known Rietveld

codes (BGMN, GSAS, MAUD, TOPAS etc.) or standalone

programs (AJUST by Rius et al., 1996). In the work of the

Giacovazzo group, many modifications of the jFhklj values for

SDPD purposes were applied before or after the extraction and

were integrated in EXPO2011 (Altomare et al., 2011): obtaining

information about the possible presence of preferred orientation

by statistical analysis of the normalized structure-factor moduli;

using the positivity of the Patterson function in the decomposi-

tion process, this having been considered previously (David,

1987; Estermann & Gramlich, 1993); characterization of pseu-

dotranslational symmetry used as prior information in the

pattern-decomposition process; multiple Le Bail fits with random

attribution of intensity to the overlapping reflections, instead of

equipartition, followed by application of direct methods to large

numbers of such data sets; use of a located structure fragment for

improving the pattern-decomposition process; and use of prob-

ability (triplet-invariant distribution functions) integrated with

the Le Bail algorithm. Another approach for solving the over-

lapping problem was proposed by using maximum-entropy

coupled with likelihood evaluation (Dong & Gilmore, 1998). The

list of structure solutions made from intensities extracted by

using the Pawley and Le Bail methods is too long to be given

here; a partial list (>1000 first cases, including those using |Fhkl|

values extracted by other methods) can be found on the web (Le

Bail, 2007). The first application of the Le Bail method was to the

structure solution of LiSbWO6 (Le Bail et al., 1988) using the

ARITB software.

3.5.3. Pitfalls in the extraction of accurate |Fhkl| values using the
Pawley and Le Bail methods

In the Rietveld refinement guidelines published by the IUCr

Commission on Powder Diffraction (McCusker et al., 1999), it is

said that the Rietveld Rwp value should approach the value

obtained in a structure-free refinement (i.e. using WPPD

methods). Such a refinement is recommended for the estimation

of initial values of the Rietveld profile parameters. Consequently,

|Fhkl| values extracted by WPPD can be used to make a good

reproduction of the experimental powder pattern if the cell is

correct (which is ultimately only proven if the structure is solved

and refined). Pitfalls can occur during post-treatment and

application of the |Fhkl| data if one neglects the possible errors

that are inherently present due to exact or accidental overlap,

preferred orientation effects or wrong background estimations,

citing only three of the main possible causes of errors in these

|Fhkl| values.

3.5.3.1. Consequences of (exact or accidental) overlap

The uncertainties of the |Fhkl| values of overlapped reflections

cannot be overcome in a single powder-diffraction experiment.

This problem has led to various approaches, all being more or less

inefficient: equipartition, non-equipartition by random distribu-

tion etc. If direct methods are applied, the trend is to multiply the

number of solution attempts, trying to identify the most

convincing one by using structural arguments (such as atoms in

chemically reasonable positions). When applying real-space

methods (which require chemical knowledge, such as the three-

dimensional molecular structure or the presence of definite

polyhedra) one generally chooses to work either directly on the

raw powder pattern or on a pseudo pattern built from the

extracted |Fhkl| values, so that wrong individual values are less of

a problem, since only the sums of the contributions in over-

lapping regions are checked during the search for the molecule,

polyhedra or atom positions. Indeed, working on the raw powder

pattern does not need reduction to |Fhkl| values in theory, but in

practice either the Pawley or Le Bail methods are applied first in

order to fix the zero point, background, cell and profile para-

meters which will then be applied during the structure model

checking, and to speed the calculations. The extracted |Fhkl|

values can be used in mathematical expressions defining corre-

lations induced by the overlap. These equations were developed

by David et al. (1998) for the Pawley method in the real-space

structure solution program DASH and by Pagola et al. (2000) for

the Le Bail method in PSSP. Regenerating a powder pattern

from the extracted |Fhkl| values was carried out in the ESPOIR

real-space computer program (Le Bail, 2001) using a simple

Gaussian peak shape whose width follows the Caglioti relation

established from the raw pattern. With such a pseudo powder

pattern (without profile asymmetry, background etc.), the calcu-

lations are much faster than if the raw pattern is used. When

using direct methods instead of real-space methods, the

approaches are different, because direct methods require a more

complete data set (up to d = 1 Å) of accurate |Fhkl| values.

However, removing up to half of them (those with too much

overlap, i.e. where the overlap is greater than half the FWHM, for

instance) can lead to success with direct methods. One can even

remove up to 70–80% of the data if the Patterson method is

applied and if only a small number of heavy atoms are to be

located.

3.5.3.2. Preferred-orientation effects

One has to ensure that preferred orientation is minimized

during the recording of the powder pattern if the extracted |Fhkl|

values are to be used for structure solution. In transmission

geometry with a capillary specimen (provided that it is not

composed of long needle-shaped particles that are all aligned),

there is generally no problem. But in reflection geometry with

samples pressed on the holder, preferred orientation is not

rare, even if it is not obvious in the data. Collecting a second

pattern from a sample dusted onto the holder through a fine sieve

can be informative. However, some WPPD applications may

not be sensitive to such a problem. If only the cell parameters

have to be accurately estimated for thermal-expansion

studies (Evans et al., 1996), it can be much faster to use WPPD

rather than the Rietveld method. However, it is not recom-

mended to do this systematically, especially if the structure is

complex and the resolution is low [see the warnings in Peterson

(2005)].
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3.5.3.3. Background-estimation effects

Logically, a background value will never be higher than the

observed intensity at the diffraction angle where it is visually

estimated. In the first refinement cycles by the Pawley or Le Bail

methods, it is preferable to keep the background fixed as well as

the cell parameters, which assumes that the starting values have

been carefully estimated or even (in the cell-parameter case)

have already been refined from the peak positions that were used

for indexing. This is because all refinement processes need to

start from parameters close to the final values. Selecting back-

ground values leading to negative intensities after background

removal could result in negative |Fhkl| values if the software does

not account for this.

3.5.4. Applications and by-products

The first modern WPPD method with cell restraints was devel-

oped for neutron data by Pawley (1981), 12 years after the

publication of the paper that described the Rietveld (1969)

method. In Le Bail et al. (1988) a new WPPD approach was used

to extract intensities, making use of iterations of the Rietveld

decomposition formula. It is clear that both these WPPD

methods are children of the Rietveld method. Today most users

of the Rietveld method do not cite the original Rietveld papers,

but only refer to the computer program that they used. This is

also now increasingly the case for the WPPD methods.

From the Thomson Reuters ISI citation index consulted in

May 2015, the papers for the Pawley and Le Bail methods scored

892 and 1425 direct citations, respectively. There are several

highly cited papers that then cite these two papers. The most

highly cited paper (>5100 times) that cites both WPPD methods

concerns use of the Le Bail intensity-extraction method by

FULLPROF for solving magnetic structures (Rodriguez-

Carvajal, 1993). This paper is also given as a reference for

FULLPROF used in more standard Rietveld refinements. This

suggests that the impact of WPPD methods is higher than

commonly believed. The list of possible WPPD applications

includes phase identification, quantitative phase analysis,

measurement of crystallite sizes and strains, creation of Fourier

maps for partially solved structures, structure refinement by the

two-step method, studies of electron-density distribution, and

characterization of pole figures, using either the Pawley or Le

Bail methods. All routes to SDPD use at least one of them.

WPPD has even entered into the indexing step, with Kariuki et al.

(1999) using the Le Bail fit for testing cell hypotheses (for which

it is faster than the Pawley method) in a new computer program

that uses a genetic algorithm. But the main applications of the

WPPD methods are to provide support for cell-parameter

refinement and the determination of the space group, as a

Figure 3.5.1
Data reduction to |Fhkl| values for the C6F10 Pawley (1981) test case by the Le Bail method using FULLPROF. The neutron powder pattern (4.2 K) was
rebuilt (� = 1.909 Å) from the intensities given in the original paper (P2/m). The extraction of |Fhkl| values was carried out in the space group P21/n.

Figure 3.5.2
The C6F10 Monte Carlo molecule positioning by the real-space ESPOIR program produces that best fit (Rp = 13.6%) of the pseudo powder pattern
built from the previously extracted |Fhkl| values (Fig. 3.5.1), overcoming the equipartition problem at the reduction stage. Compared to Fig. 3.5.1, which
shows intensities, the multiplicity and geometrical factors are removed, leading to structure-factor amplitudes.
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prelude to the full use of the extracted |Fhkl| values for ab initio

structure solution.

3.5.4.1. Supporting indexing and space-group determination

As they yield the smallest possible profile Rp and Rwp factors

(smaller than from the Rietveld method, which is limited by the

crystal-structure refinement), the Pawley and Le Bail methods

provide strong support for both the proposed indexing and the

determination of the space group. Some computer programs

provide an automated suggestion for the latter. This support is

needed to show that it is worth attempting to solve the structure.

Once the structure is solved, the structure constraint will remove

the ambiguity between intensities of close Bragg peaks and

necessarily improve the quality of the cell parameters. If the

structure is already known, the best approach is the Rietveld

method. There is a progression in the precision of the refined cell

parameters from the lowest level (least squares from individually

extracted peak positions) to a medium level (WPPD with cell

restraint) to the highest possible level (Rietveld, adding the

structure constraint). With both Pawley and Le Bail methods, the

fit quality is checked using agreement factors which are the same

as with the Rietveld method: Rp and Rwp (moreover, a careful

visual check is recommended). The reliabilities relative to the

structure (RB and RF), which can still be calculated, are mean-

ingless (WPPD programs tending to obtain a value close to zero

for both of them).

3.5.4.2. Structure solution

SDPD can be undertaken by various approaches, depending

on the chemical knowledge of the sample (formula, molecular

formula, presence of defined polyhedra . . . ), either directly using
the |Fhkl| values for structure solution by direct or Patterson

methods, or by rebuilding a pseudo powder pattern from them, or

by applying fixed profile parameters from the Pawley or Le Bail

fits during whole-powder-pattern fitting wherein the structure

solution is attempted by real-space methods. In order to illustrate

the power of WPPD methods and to show the progress realized

over the last 30 years, the decafluorocyclohexene structure that

was unsolved in the Pawley method paper of 1981 is recon-

sidered. As stated by Pawley, from plausible extinctions the space

group of the C6F10 crystal structure at 4.2 K could well be P21/n.

The |Fhkl| values were extracted from the rebuilt neutron powder

pattern by applying the Le Bail method and used for attempting

the structure solution by real-space methods. The neutron

powder pattern was rebuilt from the 109 intensities extracted up

to 54˚ 2�, in space group P2/m, given in Table 2 of the original

paper. The fit (using FULLPROF) in P21/n of the data rebuilt in

P2/m is satisfactory (Fig. 3.5.1). The three-dimensional C6F10
molecule was rotated and translated (six degrees of freedom) in

the cell using the ESPOIR (Le Bail, 2001) Monte Carlo program,

leading to a plausible starting model (Rp = 13.6%) ready for

Rietveld refinement. This program builds a pseudo powder

pattern from the extracted |Fhkl| values, which is then compared

to the data calculated from the model (Fig. 3.5.2). Unrefined

atomic coordinates are available from the Crystallography Open

Database (COD, CIF No. 3500009) (Grazulis et al., 2009); a

projection of the corresponding structure is shown in Fig. 3.5.3.

The true crystal structure is apparently more complex (Solovyov

et al., 2014). Final resolution of the structure will require collec-

tion of a better experimental powder pattern. However, the

coordinates have been refined by energy minimization in the

solid state (Smrčok et al., 2013).

3.5.5. Conclusion

‘Which is best: the Pawley or the Le Bail method?’ is not a

question with a simple conclusive answer. The fact is that both

methods are able to estimate structure-factor amplitudes, which

can lead to structure solution from powder-diffraction data in a

more efficient way than was previously possible, even if the

problem of peak overlap precludes attaining single-crystal quality

data from only one powder pattern. The advantage of the Le Bail

method over the Pawley method is its speed, which becomes

apparent when several thousands of |Fhkl| values have to be

extracted, for instance from high-resolution synchrotron data of a

complex compound, since no more than about ten parameters

have to be refined instead of thousands. Chemical knowledge

may reduce the number of |Fhkl| values necessary for solving a

structure to the first 100 Bragg peaks at low diffraction angles, as

shown in the above example. Moreover, the small number of

successful participants in the three SDPD round robins held in

1998, 2002 and 2008 (Le Bail et al., 2009) did not allow us to

conclude whether one approach is really better than the other, or

even to be sure if all the further modifications of the extracted

|Fhkl| values in particular computer programs are really decisive

improvements (the conclusion was that SDPD ‘on demand’ was

still not an easy task). WPPD is not the only reef on the SDPD

journey; indexing remains a considerable bottleneck for complex

materials and low-resolution data.
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3.6. Whole powder pattern modelling: microstructure determination from powder
diffraction data

M. Leoni

3.6.1. Introduction

X-ray diffraction is a very simple technique, but is one of the

most flexible and powerful tools for the analysis of materials.

The diffraction pattern carries information about the atomic

arrangement and motion at both the short and the long range;

for nanostructured materials this means that a single technique

can simultaneously provide structural and microstructural

information.

Microstructure analysis via X-ray powder diffraction (XRD),

often termed line-profile analysis (LPA), is mostly performed

through the Scherrer (1918) formula. Just a few years after the

discovery of X-ray diffraction, Scherrer derived a very simple

relationship between the width of the diffraction peaks and the

size of the so-called Kristallchen (translated as crystallites), the

coherently scattering (nanocrystalline) domains composing

the colloids that he was studying (the formula is rewritten here

using an updated notation):

hDi ¼ Kw�

FWHMhkl cos �hkl
: ð3:6:1Þ

The calculation of an ‘average size’ hDi is therefore immediate

once the position and full-width at half-maximum of a peak (2�hkl
and FWHMhkl, respectively), measured with X-rays of wave-

length �, are available. The constant Kw (the Scherrer constant)

carries information on the shape of the domains and has an order

of magnitude of 1. Values of the Scherrer constant can be found

in the literature for both isotropic and anisotropic shapes (in the

latter case leading to different sizes for different reflections hkl):

Table 3.6.1 contains the data of Langford & Wilson (1978) for

common domain shapes. An elegant derivation of the Scherrer

formula can be found in the work of Patterson (1939) andWarren

(1990); a summary is also presented in Chapter 5.1.

Its simple mathematical nature is probably the main reason for

the widespread (ab)use of equation (3.6.1). Simple, in fact, does

not mean accurate.

The Scherrer formula and its variants are based on strong

assumptions about the peak shape. In the original derivation

[equation (3.6.1)] the peak was assumed to be Gaussian (see

Appendix A3.6.1 for the definition of a unit-area Gaussian); in

subsequent derivations, the peak-shape information is lost, as the

peak is transformed into an equivalent rectangle via the use of

the integral breadth (IB) � = A/I, where A and I are the area and

the maximum intensity of the peak, respectively (see Table 3.6.1

for the corresponding Scherrer constant values). Together with

this, we should consider that the size of the domains in a real

specimen is always disperse; it can be easily proven that the

quantity hDi, which is called the ‘average size’ or ‘mean size’, is

actually not the mean (first moment) of the size distribution, but

is related to its third moment (i.e. it is volume-weighted). If we

add that the finite size of the domains is not the only source of

peak broadening, we immediately see where the abuse of the

Scherrer formula can lie.

To try to sort some of those issues out, Williamson & Hall

(1953) proposed plotting the FWHM (or the IB) versus the

reciprocal of the lattice spacing (d�hkl ¼ 1=dhkl ¼ 2 sin �hkl=�). For
spherical domains (i.e. size independent of the direction), a

horizontal line is expected. An anisotropic shape would cause a

scattering of the points, whereas other sources of broadening

might also change the slope. Following the findings of Stokes &

Wilson (1944), Williamson and Hall proposed writing the integral

breadth in reciprocal space (reciprocal-space variable d�) as a

combination of the Scherrer formula with the differential of

Bragg’s law:

�ðd�Þ ¼ K�

hDi þ 2ed�: ð3:6:2Þ

Equation (3.6.2) describes a line for which the intercept (extra-

polation of the integral breadth to the origin of the reciprocal

space, i.e. to d!1) is related to the reciprocal of the Scherrer

size, and the slope parameter e accounts for the distribution of

local strain inside the domains. For a Gaussian distribution of this

local strain, the root-mean strain (also known as microstrain)

h"2i1/2 = e
ffiffiffiffiffiffiffiffi

2=�
p

can be obtained. The microstrain, which is mostly

caused by the presence of imperfections, is often quoted together

with the average size.

Even though the Williamson–Hall idea is straightforward,

there is no physical reason why the two terms in equation (3.6.2)

should be added: the only case where breadths are additive is

when the peaks are Lorentzian (see Appendix A3.6.1 for the

definition of a unit-area Lorentzian). The Williamson–Hall

equation is therefore valid for Lorentzian peaks and under the

condition that both the size and strain contributions are

Lorentzian as well. We therefore immediately envisage a problem

here, as the size contribution, described by the Scherrer equation,

was derived in the Gaussian limit. This inconsistency is seldom

reported or considered in the literature. The fact that, in the end,

the profiles are often highly Lorentzian in character mathema-

tically justifies the separation of a size and a strain term, but

dilutes the quantitative meaning of the result.

Modification of the Williamson–Hall approach to remove the

inconsistency of the size- and strain-broadening terms has been

extensively discussed by Balzar & Popović (1996). Using Voigt-

ians (i.e. the convolution of a GaussianG and a Lorentzian L; see

Appendix A3.6.1) to describe a profile, four combinations are

possible for the size and strain terms: L–L, L–G, G–L and G–G.

The Williamson–Hall method corresponds to the L–L case,

whereas the combinations involving a Gaussian size term are

more compatible with the Scherrer formula. Even in those cases,

though, ‘The pure-Gauss size-broadened profile is incompatible

Table 3.6.1
Scherrer constants (Kw and K�) for various domain shapes (Langford &
Wilson, 1978)

Shape Kw (FWHM) K� (integral breadth)

Sphere 0.89 1.07
Cube 0.83–0.91 1.00–1.16
Tetrahedron 0.73–1.03 0.94–1.39
Octahedron 0.82–0.94 1.04–1.14

International Tables for Crystallography (2019). Vol. H, Chapter 3.6, pp. 288–303.
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with the definitions of surface-weighted domain size and column-

length distribution function’ (Balzar & Popović, 1996): integral

breadth methods are therefore intrinsically limited for the

microstructure analysis of real materials. This is in stark contrast

to the fact that equation (3.6.2) is used, for example, by a large

number of Rietveld refinement codes to describe the observed

trend in line-profile broadening (and to perform a rough micro-

structure analysis). This situation can be improved a little

by properly considering at least the anisotropic broadening

component, as performed, for example, in the modified

Williamson–Hall method (MWH; Ungár & Borbély, 1996; Ungár,

2001; Scardi et al., 2004). The results are more accurate and

related to some physical quantities (a dislocation density and a

stacking fault probability), but they are still tightly bound to a

Voigtian profile approximation.

An alternative to the integral breadth methods was developed

by Warren & Averbach (1950, 1952) almost simultaneously with

the idea of Williamson and Hall, but took longer to be fully

employed owing to the lack of fast computing tools. It is based on

the extensive use of Fourier transforms and represents the

starting point of modern line-profile analysis techniques. The

whole profile carries information on the microstructure, as each

point in reciprocal space is related to the Fourier transform of

real space (and thus to the size and shape of the domains and also

the deviation from perfect three-dimensional periodicity). Each

profile also contributes to a better picture of the microstructure,

as it samples along a different direction in space.

For decades, these Fourier methods were only used in a very

small number of scientific areas; the availability of fast computers

and the fast Fourier transform has contributed greatly to their

further diffusion. It is, however, only in recent years that the full

power of the Fourier approach has been unveiled, with the

development of whole-pattern methods and the extension of

most models to a wider range of materials.

3.6.2. Fourier methods

3.6.2.1. Definitions

In the following, the diffraction peaks for a powder will be

described in reciprocal space with reference to the Bragg position

d�fhklg expected for the {hkl} reflection family in the absence of any

type of defect. The coordinate s, where

s ¼ d� � d�fhklg ¼
2

�
sin � � sin �fhklg
� �

; ð3:6:3Þ

will be employed. Moving from reciprocal to diffraction space

(‘2� space’) involves a trivial but nonlinear change of variables:

peaks that are symmetrical in reciprocal space will become

asymmetrical in 2� space and vice versa.

3.6.2.2. Peak profile and the convolution theorem

Each peak profile h(s) in a powder diffraction pattern can be

described as the convolution of an instrumental profile g(s) with a

function f(s) accounting for sample-related effects (micro-

structure; see, for example, Jones, 1938; Alexander, 1954; Klug &

Alexander, 1974; and references therein):

hðsÞ ¼ R

1

�1
f ðyÞgðs� yÞ dy ¼ f � gðsÞ: ð3:6:4Þ

The calculation of the integral in equation (3.6.4) can be

simplified through the use of a Fourier transform (FT). In fact,

the convolution theorem states that the FTof a convolution is the

product of the Fourier transforms of the functions to be folded:

CðLÞ ¼ FT½hðsÞ� ¼ FT½f ðsÞ� � FT½gðsÞ�: ð3:6:5Þ
In this equation, L is the (real) Fourier variable conjugate to s.

The properties of the Fourier transform allow equation (3.6.4) to

be rewritten as

hðsÞ ¼ FT�1½CðLÞ� ¼ FT�1
�

FT½hðsÞ�� ¼ FT�1
�

FT½f ðsÞ�FT½gðsÞ��:
ð3:6:6Þ

This equation is the basis of the Warren–Averbach approach and

also of all modern LPA methods.

3.6.2.3. The Warren–Averbach method and its variations

The convolution theorem can be employed to disentangle the

specimen-related broadening contributions described by f(s). In

fact, let us suppose, as in the Williamson–Hall method, that size

and microstrain are the only two sources of specimen-related

broadening. We call the Fourier transform of the profiles broa-

dened by size and distortion effects only AS
hklðLÞ and AD

hklðLÞ,
respectively. As the size and distortion profiles are folded into

f(s), the following holds:

AðLÞ ¼ FT½f ðsÞ� ¼ FT½hðsÞ�=FT½gðsÞ� ¼ AS
hklðLÞAD

hklðLÞ: ð3:6:7Þ
The separation of the size and distortion terms is straightforward

for spherical domains: the size effects for a sphere are indepen-

dent of the reflection order, whereas those related to distortions

(causing the change in the slope of the Williamson–Hall plot) are

order-dependent. To describe the distortion term it is convenient

to follow the idea of Bertaut (1949a,b, 1950), considering the

specimen as made of columns of cells along the c direction. The

profile due to distortions is calculated by taking the average

phase shift along the column due to the presence of defects. The

analytical formula for the distortion term is thus of the type

AD
hklðLÞ = hexp(2�iLn"L)i, where "L = �L/L is the average

strain along c calculated for a correlation distance (i.e. Fourier

length) L.

As a first-order approximation, the distortion terms give no

profile asymmetry; AD
hklðLÞ is just a cosine Fourier transform. We

can thus expand it as (Warren, 1990)

AD
hklðLÞ ¼ hcosð2�Ln"LÞi ¼ 1� 2�2L2n2h"2Li: ð3:6:8Þ

If we now rewrite equation (3.6.7) on a log scale, taking equation

(3.6.8) into account, we obtain

ln½AhklðLÞ� ¼ ln½AS
hklðLÞ� þ ln½AD

hklðLÞ�
¼ ln½AS

hklðLÞ� þ ln½1� 2�2L2n2h"2Li�
¼ ln½AS

hklðLÞ� � 2�2L2n2h"2Li: ð3:6:9Þ
Equation (3.6.9) represents a line in the variable n2: the intercepts

at increasing L values provide the logarithm of the Fourier size

term, whereas the slopes give the microstrain directly (Warren,

1990). From the size coefficients, we can obtain an average size,

again following the idea of Bertaut (1949a, 1950), related to the

properties of the Fourier transform:

hDi ¼ �@A
S
hklðLÞ
@L

�

�

�

�

L¼0

� ��1
: ð3:6:10Þ

This average size is thus related to the initial slope of the Fourier

coefficients [assuming that they are well behaved, i.e. that the

tangent is always below the AS
hklðLÞ curve].
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A long chain of operations is needed to obtain the size and the

strain contributions; there is thus a risk that the final result will no

longer be compatible with the experimental data. Only a few

years after the introduction of this method, Garrod et al. (1954)

wrote

Hence, in any attempt to distinguish between particle size or strain

broadening from a particular material, the use of the one or the

other of these functions [Gaussian and Lorentzian] (together with

the appropriate relationship between B, b, and �) involves an

intrinsic initial assumption about the cause of the broadening, when

the object of the investigation is to discover the cause. Such an

assumption must inevitably weight the experimental results,

partially at least, in favour of one or the other of the two effects.

In this connexion it is therefore perhaps significant that in most

previous work on the cause of line broadening from cold-worked

metals, those investigators who have used the Warren relationship

between B, b, and � have concluded that lattice distortion was the

predominant factor, whilst those who have employed the Scherrer

correction found that particle size was the main cause. The best

procedure in such work therefore is to make no assumptions at all

about the shape of the experimental line profiles . . .

This is owing to the fact that a direct connection between the

experimental data and the final microstructural result does not

really exist in those methods and that the whole information

contained in the pattern is not exploited.

3.6.2.4. Beyond the Warren–Averbach method

The work of Alexander (see, for example, Alexander, 1954;

Klug & Alexander, 1974; and references therein) was definitely

pioneering here. Alexander proposed a set of formulae for the

synthesis of the instrumental profile, with the aim of obtaining a

correction curve to subtract the instrumental contribution to the

measured breadth of the profiles (thus improving the accuracy of

the size determination). The true power of this idea was not fully

exploited, as the Scherrer formula was still used for micro-

structure analysis. A few decades later, Adler, Houska and Smith

(Adler & Houska, 1979; Houska & Smith, 1981) proposed the use

of simplified analytical functions to describe the instrument, size

and strain broadening and to perform the convolution of the

equation numerically via Gauss–Legendre quadrature. Rao &

Houska (1986) improved the procedure by carrying out part of

the integration analytically (for monodisperse spheres). The

microstructure parameters are directly obtained from a fit of this

numerical peak to the experimental data. The fit partly solves the

problem of peak overlap: in traditional methods it is in fact

impossible to establish the extent of overlap between the peaks

and therefore to correctly extract the area or maximum intensity.

The method is a major step forward, but is still related to the

Warren–Averbach approach, as just two multiple-order peaks are

considered.

Cheary & Coelho (1992, 1994, 1998a,b) pushed the idea

forward with the fundamental parameters approach (FPA). The

FPA is based on the intuition of Alexander (1954) and the

general idea of the Rietveld (1969) method: the calculation speed

is greatly improved to facilitate widespread use. The convolution

is performed directly in 2� space, where instrumental aberrations,

which were extensively explored by these researchers, occur.

Very simplistic models were employed to describe the broad-

ening due to the specimen; the whole pattern (and therefore all of

the measured information) is considered in place of one or more

peaks and of the extracted information. For structural analysis

and for the Rietveld method, the FPA is a huge step forward, as it

allows a more accurate determination of lattice parameters and

integrated intensities. Moreover, it enables some line-profile

analysis on low-quality patterns or on data affected by strong

peak asymmetry.

3.6.2.5. Whole powder pattern modelling (WPPM)

The techniques briefly illustrated in the previous section, as

well as other alternatives appearing in the literature before the

beginning of this century, lack full completeness for quantitative

microstructure analysis. The whole powder pattern modelling

method attempted to fill this gap. Starting with the same ideas as

in Section 3.6.2.1 (i.e. peaks as convolution), it uses equations

(3.6.5) and (3.6.6) to generate the peaks within a fully convolu-

tional approach. The peak profiles are therefore generated from

the Fourier transform of each broadening component; the

resulting h(x) function accounts just for the shape of the profile,

which in turn can be represented as (Scardi & Leoni, 2002)

IfhklgðsÞ ¼ kðd�ÞhðsÞ ¼ kðd�Þ R
1

�1
CðLÞ expð2�iLsÞ dL; ð3:6:11Þ

where kðd�Þ includes all constant or known functions of d� (e.g.
structure factor, Lorentz–polarization factor etc.), whereas CðLÞ
is the Fourier transform of the peak profile. The term k is a

function of d�; it is not necessarily a function of s, as the peak is

actually centred in d�fhklg.
Equation (3.6.11) assumes that the broadening sources act on

the entire family of symmetry-equivalent reflections {hkl} and

therefore that a multiplicity term [included in kðd�Þ] can be used:

however, certain types of defects (e.g. faults) can act indepen-

dently on each of the symmetry-equivalent reflections. Equation

(3.6.11) then becomes more correctly

IfhklgðsÞ ¼ kðd�ÞP
hkl

whklIhklðshklÞ ¼ kðd�ÞP
hkl

whklIhklðs� �hklÞ;

ð3:6:12Þ
where whkl is a weight function depending on the lattice

symmetry and actual broadening source, shkl = d� � ðd�fhklg þ �hklÞ
= s � �hkl is the distance, in reciprocal space, from the centroid of

the peak hkl, and �hkl is the shift from d�fhklg, the Bragg position in

the absence of defects. The sum is over independent profile

subcomponents selected on the basis of the specific defects (e.g.

two for the {111} family in f.c.c. when faults are present; selection

is based on the value of |L0| = |h + k + l|, i.e. 3 or 1).

According to equation (3.6.5), the function CðLÞ is the product
of the Fourier transforms of the broadening contributions. In a

real material, broadening is mostly due to the specific nature of

the instrument, to the finite size of the coherently diffracting

domain (size effect) and to the presence of defects such as, for

example, dislocations and faults (Cheary & Coelho, 1992; van

Berkum, 1994; Scardi & Leoni, 2002). Taking these into account,

CðLÞ ¼ TIPðLÞAS
hklðLÞhexp½2�i hklðLÞ�ihexp½2�i’hklðLÞ�i . . . ;

ð3:6:13Þ
where TIP(L) and AS

hklðLÞ are the FTs of the instrumental and

domain-size components, respectively, whereas the terms in angle

brackets hi are average phase factors related to lattice distortions
( hkl) and faulting (’hkl).

Equation (3.6.13) is the core of the WPPM method: as indi-

cated by the ellipsis, any other broadening source can easily be

considered by including the corresponding (complex) Fourier

transform (i.e. the corresponding average phase factor) in

equation (3.6.13). Expressions are known for several cases of

practical interest (see, for example, Scardi & Leoni, 2002, 2004,
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2005; Leoni & Scardi, 2004; Leineweber &Mittemeijer, 2004; van

Berkum, 1994; Cheary & Coelho, 1992).

The approach is strictly valid when the broadening sources can

be considered as diluted and independent (i.e. uncorrelated

defects). If this does not apply, then cross-terms should be

considered and the whole approach revised. In fact, here we

assume that the structure factor can be factored and the lattice is

fully periodic in three dimensions: under these conditions,

structure (peak intensity) and microstructure (peak shape) can

be decoupled as the peak positions can be determined in a

straightforward way. Extended defects (e.g. faults) cause the

appearance of diffuse effects and the displacement of the Bragg

peaks: in order to calculate the diffraction pattern, the structure

and the microstructure must be simultaneously known (see, for

example, Drits & Tchoubar, 1990).

3.6.2.6. Broadening components

A brief account is given of the main sources of broadening that

can be encountered in practice. An accent will be placed on

X-rays, but extension to electrons and neutrons is in most cases

straightforward. Concerning electron diffraction, precession data

can be used in a straightforward way, whereas for traditional

data, containing dynamical effects, further calculations, for

example of the intensity, are in principle needed.

3.6.2.6.1. Instrument

Each of the components of the diffraction instrument (i.e.

source, optics, specimen stage, measurement geometry and

detector) can have a dramatic impact both on the position and

the broadening of the peaks. Axial divergence, for instance,

introduces both an asymmetric broadening and an apparent shift

of the low-angle peaks. When microstructure (i.e. specimen-

related effects) is the focus of the analysis, the primary recom-

mendation is to try to limit the instrumental influence. Alter-

natively, it is preferred to have an instrumental profile (no matter

how complex) that can be well described and properly simulated:

for instance the profile of an instrument with a K�1 primary

monochromator (apparently advantageous) might be hard to

model if the K�2 removal is not perfect. This becomes more and

more important when the instrumental effects are of the same

order of magnitude as the specimen-related broadening.

Two possible paths can be followed when dealing with the

instrumental contribution: modelling using the fundamental

parameters approach (see, for example, Cheary & Coelho, 1992;

Kern & Coelho, 1998) or parameterization of the pattern of an

ideal specimen. In the fundamental parameters approach, the

geometry of the instrument and the effects of each optical

component on the peak profile are described mathematically in

2�. Most of the formulae for the various optical elements can be

found, for example, in the work of Wilson (1963), Klug &

Alexander (1974) and Cheary & Coelho (1992, 1994, 1998a,b).

The aberration profiles are folded into the (X-ray) source emis-

sion profile (Hölzer et al., 1997; Deutsch et al., 2004) to generate a

combined instrumental profile.

When no information on the instrument is available, it is

possible to predict the instrumental profile just by using the

nominal data for the optical components. It is however advised,

whenever possible, to tune the instrumental parameters using the

pattern of a line-profile standard [e.g. NIST LaB6 SRM 660(x)

series; Cline et al., 2010] showing negligible specimen effects.

These instrument-only parameters must then be kept fixed for

any subsequent microstructure refinement. It is of paramount

importance that all instrumental features are well reproduced

when dealing with microstructure effects. Provided that this

condition is met, we can therefore employ any arbitrary function

to describe the instrumental profile. Thus, as an alternative to

FPA, we can either ‘learn’ the instrumental profile from a stan-

dard (Bergmann & Kleeberg, 2001) or use a Voigtian to model it.

The Voigtian is particularly convenient as it can be defined

directly in L space and thus directly enter the Fourier product of

equation (3.6.13).

3.6.2.6.2. Source emission profile

For X-rays, the source emission profile at an energy El can be

well described by a Lorentzian of energy width �l (Hölzer et al.,

1997; Deutsch et al., 2004),

IlðEÞ ¼
2

�l�
1þ 4

E� El

�l

	 
2
" #�1

: ð3:6:14Þ

As dE/E = d�/� = ds/s, the function can also be represented as a

function of s:

IIPhkl;lðs; d�hklÞ ¼
2

�

El

d�hkl�l

1þ 4
shkl

d�hkl�l=El

	 
2
" #�1

: ð3:6:15Þ

For a laboratory tube emitting simultaneously a set of N�
wavelengths, we have

IIPhklðs; d�hklÞ ¼
P

N�

l¼1
wlI

IP
hkl;lðs; d�hklÞ; ð3:6:16Þ

where wl is the relative intensity of the lth wavelength component

(referred, for example, to w1 = 1). The corresponding Fourier

transform entering (3.6.13) can be written as

TIPðLÞ

¼P
N�

l¼1
exp 2�id�hkl 1� �l

El

	 


L

� �

exp �2�shkl
�l

El

L

	 


¼P
N�

l¼1

�

cos 2�d�hkl 1� �l

El

	 


L

� �

þ i sin 2�d�hkl 1� �l

El

	 


L

� ��

� exp �2�shkl
�l

El

L

	 


: ð3:6:17Þ

The complex term in (3.6.17) accounts for the shift of each

emission component with respect to the reference one. For more

flexibility (for example to consider the non-ideal behaviour of the

instrument), we can use a pseudo-Voigt (pV) in place of the

Lorentzian in equation (3.6.14).

3.6.2.6.3. Optical elements

The equation of Caglioti et al. (1958), modified by Rietveld

(1969) and originally developed for constant-wavelength neutron

diffraction, is frequently employed for parameterization of the

instrumental profile. The FWHM and the pV mixing parameter �
(replacing the Lorentzian and Gaussian widths of the Voigt) are

then parameterized according to functions in tan(�) and �,
respectively (Caglioti et al., 1958; Leoni et al., 1998; Scardi &

Leoni, 1999),

FWHM2 ¼ U tan2 � þ V tan � þW; ð3:6:18Þ
� ¼ aþ b� þ c�2: ð3:6:19Þ

The parameters of the Fourier transform of a Voigt or pseudo-

Voigt are then constrained to those of equations (3.6.18) and
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(3.6.19). This is particularly convenient, as the Fourier transform

of a Voigtian is analytical. In fact, for the pV case we have

TIP
pVðLÞ ¼ ð1� kÞ expð��2�2L2= ln 2Þ þ k expð�2��LÞ;

ð3:6:20Þ
where � = FWHM/2 and where (Langford & Louër, 1982; Scardi

& Leoni, 1999)

k ¼ 1þ ð1� �Þ= �
ffiffiffiffiffiffiffiffiffiffiffi

� ln 2
p
 �h i�1

: ð3:6:21Þ

Equation (3.6.18) can be found in the literature in a different

form and with additional terms accounting, for example, for size

effects: besides forcing a symmetry of the profile in 2� space,

these extra terms are a contradiction as they have nothing to do

with the instrument itself.

3.6.2.6.4. Domain size and shape

In nanostructured materials, the finite size of the scattering

domains is usually the dominant source of line-profile broad-

ening. Actually, when dealing with size, we should consider a size

and a shape distribution of the domains. In most cases, one or

more distributions of similar objects are considered. For an up-to-

date description of issues related to size broadening, see Chapter

5.1. The domain shape is not a property of the material and

therefore the use of symmetry constraints [e.g. spherical

harmonics to describe the shape of the scattering object as in the

model of Popa (1998) or as a size extension of Stephens’ (1999)

work] is not justified in the general case (Nye, 1987). Exceptions,

however, exist.

The size-broadening contribution in WPPM follows the ideas

of Bertaut (1949a,b, 1950) and of Stokes & Wilson (1942).

Bertaut proposed the division of the domains into columns and

the analysis of the independent scattering of these columns. The

column-length distribution can always be extracted from the

data: more complex models involving given shapes or distribu-

tions simply modify the way in which the columns are rearranged.

Stokes and Wilson introduced the concept of a ghost to calculate

the Fourier transform for a given shape: the volume common to a

domain of shape c and its ghost, i.e. a copy of the same domain

displaced by a quantity L along the scattering direction hkl, is

proportional to the (size) Fourier transform AS
c;hklðL;DÞ for the

given domain. The calculation has been already carried out

analytically for several simple shapes characterized by a

single length parameter (Stokes & Wilson, 1942; Lele &

Anantharaman, 1966; Wilson, 1969; Langford & Louër, 1982;

Vargas et al., 1983; Grebille & Bérar, 1985; Scardi & Leoni, 2001),

and can be performed numerically in the general case (Leonardi

et al., 2012). It is possible to relate the Fourier coefficients to the

size values obtained from traditional methods. In particular, the

area-weighted average size hLiS (Warren–Averbach method) and

the volume-weighted average size hLiV (Williamson–Hall

method) are obtained as

hLiS ¼ � dAS
c ðL;DÞ=dL

�

�

L¼0
� ��1¼ D=Kk ¼ �D=H1; ð3:6:22Þ

hLiV ¼ ½�ðsÞ��1 ¼ 2
R

D=K

0

AS
c ðL;DÞ dL ¼ D=K�; ð3:6:23Þ

where �(s) is the integral breadth and Kk and K� are the initial

slope and integral breadth Scherrer constants, respectively

(Langford & Wilson, 1978; Scardi & Leoni, 2001).

The average size might have little physical significance in real

cases: the size (and shape) distribution can in fact play a key role

in determining both the properties and the diffraction line-profile

shapes of the powder under analysis. Fortunately, the Fourier

coefficients for the polydisperse case can be easily calculated for

any given distribution: the log-normal and the gamma distribu-

tions are the most common (and the most flexible). The equations

and the corresponding moments are

glðDÞ ¼
1

D�l
ffiffiffiffiffiffi

2�
p exp � ðlnD� 	lÞ2

2�2l

� �

;

Ml;n ¼ exp n	l þ
n2

2
�2l

	 


; ð3:6:24Þ

ggðDÞ ¼
�p

	g�ð�gÞ
�gD

	g

	 
�g�1
exp � �gD

	g

	 


;

Mg;n ¼
	g

�g

	 
n �ðnþ �gÞ
�ð�gÞ

: ð3:6:25Þ

The scattered intensity for the given distribution gi, and the given

shape c, is

Ic;hklðsÞ /

R

1

0

R

D=Khkl

L¼0
AS

c;hklðL;DÞ expð2�iLsÞ dL
" #

wðDÞ dD
R

1

0

wðDÞ dD

/ R

1

L¼0

R

1

D¼LKhkl

AS
c;hklðL;DÞwðDÞ dD
R

1

0

wðDÞ dD

2

6

6

4

3

7

7

5

expð2�iLsÞ dL

/ R

1

L¼0
AS

hklðLÞ expð2�iLsÞ dL; ð3:6:26Þ

where w(D) = gi(D)Vc(D) and where

AS
hklðLÞ ¼

R

1

D¼LKhkl

AS
c;hklðL;DÞwðDÞ dD
R

1

0

wðDÞ dD
: ð3:6:27Þ

With a suitable definition of the Fourier coefficients, the

polydisperse case therefore becomes analogous to the mono-

disperse case. Analytic expressions can be obtained in particular

cases. For instance, the Fourier coefficients for the log-normal

and gamma distributions (Scardi & Leoni, 2001) are

AS
l ðLÞ ¼

X

3

n¼0
erfc

lnðLKcÞ � 	l � ð3� nÞ�2l
�l

ffiffiffi

2
p

� �

Ml;3�n
2Ml;3

Hc
nL

n

ð3:6:28Þ
and

AS
gðLÞ ¼

X

3

n¼0

�g
Mg;1

	 
n �½�g þ ð3� nÞ;KcL�g=Mg;1�
�ð�g þ 3Þ Hc

nL
n;

ð3:6:29Þ
respectively, where

�ðx; aÞ ¼ R
1

a

yx�1 expð�yÞ dy;

�ðxÞ ¼ �ðx; 0Þ;

erfcðxÞ ¼ 2��1=2
R

1

x

expð�y2Þ dy;
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with the definitions already given in equations (3.6.24) and

(3.6.25).

The functional forms of equations (3.6.28) and (3.6.29) clearly

suggest that the profile for a log-normal distribution of domains

(which is frequently encountered in practice) is not Voigtian: all

traditional line-profile analysis methods (based on Voigt or

pseudo-Voigt functions) are therefore unable to correctly deal

with a log-normally dispersed powder.

By analogy to the monodisperse case, it is possible to relate the

parameters of the polydisperse system to the size obtained with

traditional methods (Warren–Averbach and Williamson–Hall,

respectively). The following holds (Krill & Birringer, 1998; Scardi

& Leoni, 2001):

hLiS ¼
1

Kk

Mi;3

Mi;2

; hLiV ¼
1

K�

Mi;4

Mi;3

: ð3:6:30Þ

Here, it is clear that diffraction does not provide the first

moment of the distribution directly: ratios between high-order

moments are involved.

Using an analytical expression for the description of a size

distribution can help in stabilizing the results (as the size distri-

bution curve is forced to be zero at very small and very large size

values). Some doubts can, however, arise as to the physical

validity of this forcing. An example is the case of a multimodal

system. The traditional LPA techniques are unable to directly

deal with multimodal size distributions. In cases where the

multimodal character is clear and the various distribution are well

behaved (i.e. when they can be modelled with analytical func-

tions), the pattern can be usually modelled by considering the

material as made of different fractions, each of them character-

ized by a different size distribution.

A possible alternative has been proposed in the literature:

replacing the analytical distribution with a histogram. The ability

of this model to fit the experimental data has been demonstrated

(Leoni & Scardi, 2004; Matěj et al., 2011); a regularization might

be necessary to stabilize the shape and/or smoothness of the size

distribution. The quality of the measurement and the availability

of models describing all contributions to the peak broadening are

in most cases the limiting factors for extensive use of the histo-

gram model: correlations of small sizes with the background and

with features such as thermal diffuse scattering (Beyerlein et al.,

2012) can in fact occur. So far, this is the only available method

for exploring cases where the analytical models are unable to

correctly describe the observed broadening.

3.6.2.6.5. Strain broadening (lattice distortions)

A local variation of the lattice spacing (due, for example, to the

presence of a defect) leads to an average phase term that, in

general, is a complex quantity:

hexp½2�i hklðLÞ�i ¼ hcos½ð2�Ld�fhklg"fhklgðLÞ�i
þ ihsin½2�Ld�fhklg"fhklgðLÞ�i
¼ AD

fhklgðLÞ þ iBD
fhklgðLÞ: ð3:6:31Þ

The strain "{hkl}(L) represents the relative displacement of atoms

at a (coherence) distance L along the scattering vector hkl.

Knowledge of the actual source of distortion allows the explicit

calculation of the various terms (van Berkum, 1994). It is quite

customary to assume that the strain is the same for symmetry-

equivalent reflections ["hkl(L) = "{hkl}(L)]: this is a reasonable

hypothesis for a powder, where we assume that any configuration

is equally probable.

Traditional LPA methods such as the Warren–Averbach

method (Warren & Averbach, 1950, 1952; Warren, 1990) take a

first-order MacLaurin expansion of equation (3.6.31) to extract

the microstrain contribution from the measured data:

AD
fhklgðLÞ ffi 1� 2�2L2d�2fhklgh"2fhklgðLÞi; ð3:6:32Þ

BD
fhklgðLÞ ffi �

4

3
�3L3d�3fhklgh"3fhklgðLÞi: ð3:6:33Þ

The term in equation (3.6.33) would cause peak asymmetry.

However, we usually consider only the second-order moment of

the strain distribution (root-mean strain or microstrain) and thus

symmetric peaks. Owing to the anisotropy of the elastic proper-

ties, the broadening described by equation (3.6.32) is in general

anisotropic: an extensive discussion of strain anisotropy and of

the order dependence of strain broadening can be found, for

example, in Leineweber & Mittemeijer (2010) and Leineweber

(2011). It should be stressed that in their original form, tradi-

tional line-profile methods are unable to deal with this anisotropy

(corrections have been proposed for particular cases, for

example, in the so-called modified Williamson–Hall (MWH) and

modified Warren–Averbach (MWA) analyses; Ungár & Borbély,

1996).

3.6.2.6.6. Dislocations

Dislocations are often the main source of strain broadening.

The magnitude of this broadening depends not only on the elastic

anisotropy of the material, but also on the relative orientation of

the Burgers and diffraction vectors with respect to the dislocation

line (Wilkens, 1970a,b). This problem was analysed in the 1960s

by Krivoglaz and Ryaboshapka (Krivoglaz & Ryaboshapka,

1963; Krivoglaz, 1969) and then subsequently reprised and

completed by Wilkens (1970a,b). Further elements have been

added to put it into the present form (see, for example, Krivoglaz

et al., 1983; Groma et al., 1988; Klimanek & Kuzel, 1988; van

Berkum, 1994; Kamminga & Delhez, 2000). For the purpose of

WPPM, the distortion Fourier coefficients caused by dislocations

can be written as

AD
fhklgðLÞ ¼ exp½� 1

2�b
2Cfhklg
d

�2
fhklgL

2f ðL=R0eÞ�; ð3:6:34Þ

where b is the modulus of the Burgers vector, Cfhklg is the so-

called average contrast factor of the dislocations, 
 is the density

of the dislocations and R0e is an effective outer cutoff radius. Only

the low-L trend of equation (3.6.34) is well reproduced by

Wilkens’ theory: a decaying function f ðL=R0eÞ has thus been

introduced to guarantee a proper convergence to zero of the

Fourier coefficients for increasing L. Actually, the function f �ð�Þ
is mostly quoted in place of ðL=R0eÞ, where � ¼ ðe�1=4=2ÞL=R0e:
the multiplicative term can however be dropped, considering that

the cutoff radius is an effective value [some discussion of the

meaning of the f and f � functions and of the effective cutoff

radius can be found in Scardi & Leoni (2004), Armstrong et al.

(2006) and Kaganer & Sabelfeld, 2010)].

The most complete definition of f �ð�Þ is from Wilkens

(1970a,b):
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f �ð�Þ ¼ � ln �þ 7

4
� ln 2þ 256

45��
þ 2

�
1� 1

4�2

	 

Z

�

0

arcsin y

y
dy

� 1

�

769

180�
þ 41

90
�þ �

3

45

	 


ð1� �2Þ1=2

� 1

�

11

12�2
þ 7

2
þ �

2

3

	 


arcsin �þ �
2

6
; � � 1;

ð3:6:35Þ

f �ð�Þ ¼ 256

45��
� 11

24
þ 1

4
ln 2�

	 


1

�2
; � � 1:

ð3:6:36Þ

For � < 1, the integral in (3.6.35) can be calculated in terms of

special functions as

Z

�

0

arcsin y

y
dy

¼ i

12

�

�2 � 6 arcsin2 �� 12i ln 2� �� i
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� �2
p


 �h i

arcsin �

� 6Li2 1� 2�2 þ 2i�
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� �2
p


 �

�

¼ lnð2�Þ arcsin �þ 1

2
Im Li2 1� 2�2 þ 2i�

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� �2
p


 �h i

¼ lnð2�Þ arcsin �þ 1

2
Cl2ð2 arcsin �Þ; ð3:6:37Þ

where Li2(z) and Cl2(z) are the dilogarithm function (Spence’s

function) and the Clausen integral, respectively:

Li2ðzÞ ¼
P

1

k¼1
zk=k2; ð3:6:38Þ

Cl2ðzÞ ¼
P

1

k¼1
sinðkzÞ=z2 ¼ � R

x

0

ln½2 sinðt=2Þ� dt: ð3:6:39Þ

The approximation proposed by van Berkum (1994) for (3.6.35)

and (3.6.36),

f �ð�Þ ¼
� ln �þ 7

4
� ln 2þ �

2

6
� 32�3

225�
; � � 1

256

45��
� 11

24
þ 1

4
ln 2�

	 


1

�2
; � �1,

8

>

>

<

>

>

:

ð3:6:40Þ

should not be employed, as the derivative is discontinuous at � =
1. A simpler approximation, valid over the whole � range, was

provided by Kaganer & Sabelfeld (2010):

f �ð�Þ ¼ � ln
�

�0 þ �
	 


: ð3:6:41Þ

With �0 = 2.2, the results of equation (3.6.41) are similar to those

of (3.6.35) and (3.6.36).

Together with dislocation density and outer cutoff radius, a

parameter traditionally quoted for the dislocations ensemble

is Wilkens’ dislocation arrangement parameter M ¼ Re

ffiffiffi



p

(Wilkens, 1970a). By combining the information on dislocation

screening and dislocation distance, it gives an idea of the inter-

action of dislocations (strength of the dipole character; Ungár,

2001). Avalue close to or below unity indicates highly interacting

dislocations (for example, dipole configurations or dislocation

walls), whereas a large value is typical of a system with randomly

dispersed dislocations (weak dipole character).

The anisotropic broadening caused by the presence of dislo-

cations is mainly taken into account by the contrast (or orien-

tation) factor Chkl. The contrast factor depends on the strain field

of the dislocation and therefore on the elastic anisotropy and

orientation of the scattering vector with respect to the slip system

considered. The average of the contrast factor over all equivalent

slip systems, Chkl, is often used in the analysis of powders. The

averaging is usually performed under the assumption that all

equivalent slip systems are equally populated. The calculation of

the contrast factor can be lengthy: full details can be found in

the literature (Wilkens, 1970a,b, 1987; Krivoglaz et al., 1983;

Kamminga & Delhez, 2000; Groma et al., 1988; Klimanek &

Kuzel, 1988; Kuzel & Klimanek, 1989) for the cubic and hexa-

gonal cases. For a generalization, the reader is referred to the

recent work of Martinez-Garcia et al. (2007, 2008, 2009). It is

possible to show that the contrast factor of a given material has

the same functional form as the fourth-order invariant of the

Laue class (Popa, 1998; Leoni et al., 2007):

d4fhklgCfhklg
¼ E1h

4 þ E2k
4 þ E3l

4 þ 2ðE4h
2k2 þ E5k

2l2 þ E6h
2l2Þ

þ 4ðE7h
3kþ E8h

3l þ E9k
3hþ E10k

3l þ E11l
3hþ E12l

3kÞ
þ 4ðE13h

2kl þ E14k
2hl þ E15l

2hkÞ: ð3:6:42Þ
In the general case, 15 coefficients are thus needed to describe

the strain anisotropy effects. Symmetry reduces the number of

independent coefficients: for instance, two coefficients survive in

the cubic case, and the average contrast factor is (Stokes &

Wilson, 1944; Popa, 1998; Scardi & Leoni, 1999)

Cfhklg ¼ ðAþ BHÞ ¼ Aþ B
h2k2 þ h2l2 þ k2l2

ðh2 þ k2 þ l2Þ2 : ð3:6:43Þ

The values of A and B can be calculated from the elastic

constants and slip system according to the literature (Klimanek &

Kuzel, 1988; Kuzel & Klimanek, 1989; Martinez-Garcia et al.,

2007, 2008, 2009). Excluding the case of Cfh00g ¼ 0, the para-

meterization Cfhklg ¼ Cfh00gð1þ qHÞ proposed by Ungár & Tichy

(1999) can also be used. Some calculated values for cubic and

hexagonal materials can be found in Ungár et al. (1999) and

Dragomir & Ungár (2002), respectively.

As the calculation of the contrast factor for a dislocation of

general character is not trivial, it is customary to evaluate it for

the screw and edge case and to refine an effective dislocation

character ’ (Ungár et al., 1999),

Cfhklg ¼ ½’CE;fhklg þ ð1� ’ÞCS;fhklg�
¼ ½’AE þ ð1� ’ÞAS� þ ½’BE þ ð1� ’ÞBS�H; ð3:6:44Þ

where the geometric term H is the same as in equation (3.6.43).

Although not completely correct, the approach proposed in

equation (3.6.44) allows the case where a mixture of dislocations

of varying character are acting on equivalent slip systems to be

dealt with. For a proper refinement, however, the active slip

systems as well as the contrast factors of the edge and screw

dislocations should be known.

It is worth mentioning that the invariant form proposed by

Popa (1998) has been reprised by Stephens (1999) to describe the

strain-broadening anisotropy, for example, within the Rietveld

method: the formula correctly accounts for the relative broad-

ening (i.e. for the anisotropy), but it does not give any informa-

tion on the actual shape of the profiles. This is the major reason



295

3.6. WHOLE POWDER PATTERN MODELLING

why the Stephens model can be considered as only phenomen-

ological (it captures the trend but not the details): when the

source of microstrain broadening is known, we can obtain the

functional form of the profile (as proposed, for example, here for

dislocations) and the model can become exact.

3.6.2.6.7. Twin and deformation faults

Planar defects, i.e. a mismatch in the regular stacking of

crystallographic planes, are quite frequent in a vast family of

technologically important materials and, in some cases, are

responsible for their macroscopic properties. In the general case,

the analysis of faulting using a Bragg-type method is trouble-

some. The local change in the structure causes the appearance of

diffuse scattering (i.e. extra intensity) between the Bragg spots.

This can be handled in the single-crystal case (Welberry, 2004),

but can be challenging in a powder, where the reciprocal space is

rotationally averaged and the (weak) diffuse scattering is lost in

the background. The handling of diffuse phenomena is the main

difference between the Rietveld (1969) and the pair distribution

function (PDF) (Billinge, 2008) methods.

A simple description of the broadening effects of faulting,

useful for WPPM, is available only for a restricted class of

systems, namely face-centred cubic (f.c.c.) (Fm�3m), body-centred

cubic (b.c.c.) (Im�3m) and hexagonal close packed (h.c.p.)

(P63/mmc) lattices. Monatomic metals with f.c.c. (e.g. Cu, Ni and

Au), h.c.p. (e.g. Ti, Co and Zr) and b.c.c. (e.g. W and Mo) struc-

tures fall into this list. Faulting in the wurtzite structure (P63mc)

leading to a local transformation into sphalerite (F �43m) can be

handled with rules completely analogous to those for the h.c.p./

f.c.c. case. The main types of faults in all of these systems are the

so-called deformation and twin faults: looking at the planes on

the two sides of the faulting, a deformation fault appears as a

shear, whereas twinning causes a mirroring of the atomic posi-

tions. The effect of these defects can be modelled using recur-

rence equations for the stacking. Initially proposed for the h.c.p.

case by Wilson (Edwards & Lipson, 1942; Wilson, 1942), this idea

was then extended to the f.c.c. case (Paterson, 1952; Gevers,

1954a,b; Warren, 1959, 1963). More recently, Estevez-Rams et al.

(2003, 2008) improved the accuracy and extended the validity

range by including all terms in the stacking probability formulae,

whereas Velterop et al. (2000) corrected the formalism to prop-

erly take the various hkl components of a peak into account.

In an f.c.c. system, reliable information can be obtained up to a

few per cent of faults on the {111} plane. The trick is to describe

the lattice with hexagonal axes, effectively transforming the

problem into that of h001i stacking on the {111} plane. Under

these hypotheses, the average phase term due to faulting can be

written as

exp 2�i’ðL; d�fhklg;L0=h
2
0Þ

� �� � ¼ AF
hklðLÞ þ iBF

hklðLÞ; ð3:6:45Þ

where L0 = h + k + l and h20 ¼ h2 þ k2 þ l2. The lattice symmetry

influences the definitions of these two parameters. Faulting is one

of the typical cases where a complex (sine) term is present, as

peak shift and asymmetry in the profiles is expected (unless twin

faults are absent). Following the treatment of Warren (see, for

example, Warren, 1963), a set of recurrence equations can be

written for the probability of the occurrence of faulting. The

solution of the recurrence equations is used to generate the

Fourier coefficients for faulting. In particular, if the probabilities

of deformation and twin fault are � and �, respectively, then

S2 ¼ 3� 12�� 6�þ 12�2 � �2 þ 24��ð1� �Þ;
Z ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� �2Þ þ S2
p

=2 ð3:6:46Þ
and, introducing the sign function,

�L0
¼
þ1 for L0 ¼ 3N þ 1

0 for L0 ¼ 3N

�1 for L0 ¼ 3N � 1

8

<

:

N ¼ 0;	1;	2; . . . ;

ð3:6:47Þ
the Fourier coefficients can be obtained as

AF
hklðLÞ ¼ exp 1

2 lnðZÞjLd�fhklg�L0
L0=h

2
0j

� �

; ð3:6:48Þ
BF

hklðLÞ ¼ ��L0

L

jLj
L0

jL0j
�

S
AF

hklðLÞ: ð3:6:49Þ

Besides being asymmetric, each profile subcomponent can also

be shifted with respect to the average Bragg position. For the

subcomponent hkl the shift is

�hkl ¼ �
1

2�
arctan

s

1� �
	 


� 1

6

� �

d�fhklg
L0

h20
�L0
: ð3:6:50Þ

In a given reflection family {hkl}, reflections affected and unaf-

fected by faulting coexist, leading to peculiar shapes of the

corresponding peak profiles.

Analogous formulae can be obtained for the b.c.c. and h.c.p.

cases. In the former, the selection rule becomes L0 =� h� k + 2l,

whereas for the latter L0 = l and the condition for faulting is

based on h � k = 3N 	 1. Implementation requires the appli-

cation of the proper formula to the particular reflection hkl

considered in the analysis.

Analysing faults by observing just the peak shift, as in the

original treatment of Warren (1959, 1963) or within the Warren–

Averbach method (Warren & Averbach, 1950, 1952), would be

erroneous, as it does not take the fine details of the broadening

into account.

An alternative to the adoption of Warren’s formalism was

proposed by Balogh et al. (2006). Instead of performing the

calculation explicitly, the authors parameterized the profiles

obtained from the DIFFaX software (Treacy et al., 1991) calcu-

lated for increasing quantities of faulting. The DIFFaX software

is based on a recursive description of the stacking: the intensity is

calculated along rods in reciprocal space using the tangent

cylinder approximation. The parameterization, which is

performed in terms of a sum of Lorentzian curves, is then

employed for the evaluation of the fault-broadening profile at

any angle. The modelling should be performed on a profile that

contains a faulting-only contribution: note that for high faulting

probabilities, it becomes arbitrary whether to assign the diffuse

scattering part to one or another Bragg reflection. This intro-

duces some arbitrariness in the subsequent (directional) convo-

lution of the faulting profile with the other broadening effects.

When applicable, however, this parameterization has several

advantages: it takes the actual shape of the reciprocal-space rods

into account (in an effective way), it does not necessitate any hkl

selection rule and an analytical treatment can be employed, as

the Lorentzian has an analytical transform. With the above

caveats, it is in principle not even necessary to decompose the

DIFFaX-generated profile if a numerical convolution is

employed. This would also correspond to an extension of WPPM

to the DIFFaX+ idea (Leoni, Gualtieri & Roveri, 2004; Leoni,

2008), or vice versa, where DIFFaX+ uses a corrected and

improved version of the recursive approach of DIFFaX to
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generate the profiles, but allows the refinement of all

model parameters. [DIFFaX+ is available from the author

(matteo.leoni@unitn.it) on request.]

3.6.2.6.8. Antiphase domain boundaries

In the diffraction pattern of an ordered alloy, a dissimilar

broadening can often be observed for structure and super-

structure peaks (with the former being present in both the

ordered and disordered states). The superstructure peaks, in

fact, bear microstructural information on the interface between

the ordered regions in the material: broadening occurs when

domains meet out of phase, creating an antiphase domain

boundary (APB or APDB). A general formula for APDB-

related broadening does not exist: for a given ordered struc-

ture, the Fourier coefficients correspond to the normalized

value of AAPDB;hklðLÞ ¼ Fð0ÞF�ðLÞ, where F(0) is the structure

factor of a cell positioned at L = 0 and F�ðLÞ is the complex

conjugate of the structure factor of a cell at a distance L along the

direction [hkl]. Being the result of a combination of probabilities,

the peak is always expected to be Lorentzian.

Explicit formulae have been derived for the Cu3Au ordered

alloy (L12 phase; Wilson, 1943; Wilson & Zsoldos, 1966; Scardi &

Leoni, 2005). Several types of boundaries can form, depending on

the way that the domains meet: the broadening depends both on

the boundary plane and on the local arrangement of Au atoms

leading to conservative (no Au atoms in contact) or nonconser-

vative (Au atoms in contact) boundaries. By arranging the indices

in such a way that h � k � l and that l is always the unpaired

index, the broadening of the superstructure reflections can be

described as (Scardi & Leoni, 2005)

AAPDBðLÞ ¼ exp½�2L�f ðh; k; lÞ�: ð3:6:51Þ
In this formula, �= �APDB/a0 is the probability of occurrence of an

APDB, a0 is the unit-cell parameter and f(h, k, l) is a function of

hkl defined in Table 3.6.2, obtained from the results of Wilson

(1943) and Wilson & Zsoldos (1966).

The average distance between two APDBs is given by 1/�. For
a random distribution of faults, the broadening is Lorentzian and

AAPDB = exp(�4L�/3).
3.6.2.7. Assembling the equations into a peak and modelling the
data

As previously mentioned, the broadening contributions briefly

illustrated in the previous sections are employed to generate the

powder peak profile for reflections from the set of planes {hkl}

using equations (3.6.11) and (3.6.12) and where

IhklðsÞ

¼ kðd�Þ R
1

�1
CðLÞ expð2�iLsÞ dL

¼ kðsÞ R
1

�1
TIP
pVðLÞAS

hklðLÞ½AD
hklðLÞ cosð2�LsÞ þ iBD

hklðLÞ sinð2�LsÞ�

� . . .� ½AF
hklðLÞ cosð2�LsÞ þ iBF

hklðLÞ sinð2�LsÞ� dL:
ð3:6:52Þ

Table 3.6.2
Models for antiphase domain boundaries for the Cu3Au case

N = h2 + k2 + l2.

ID Model f(h, k, l)

1 Random 2/3

2 {100} planes 2

3

hþ kþ l
ffiffiffiffi

N
p

2.I {100} planes, no Au–Au contacts ðkþ lÞ= ffiffiffiffi

N
p

if h is the unpaired index

ðhþ lÞ= ffiffiffiffi

N
p

if k is the unpaired index

ðhþ kÞ= ffiffiffiffi

N
p

if l is the unpaired index

2.II {100} planes, only Au–Au contacts 2hþ kþ l

2
ffiffiffiffi

N
p if h is the unpaired index

hþ 2kþ l

2
ffiffiffiffi

N
p if k is the unpaired index

hþ kþ 2l

2
ffiffiffiffi

N
p if l is the unpaired index

3 {110} planes 2

3

4hþ 2k
ffiffiffiffiffiffi

2N
p

3.I {110} planes, Au displacement parallel or
perpendicular to plane normal

4h
ffiffiffiffiffiffi

2N
p if h is the unpaired index

2hþ 2k
ffiffiffiffiffiffi

2N
p otherwise

3.II {110} planes, Au displacement at 60˚
to plane normal

2hþ 2k
ffiffiffiffiffiffi

2N
p if h is the unpaired index

3hþ k
ffiffiffiffiffiffi

2N
p otherwise

4 {111} planes 8h

3
ffiffiffiffiffiffi

3N
p if h � (k + l)

4ðhþ kþ lÞ
3
ffiffiffiffiffiffi

3N
p otherwise
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Equation (3.6.52) represents an asymmetrical peak profile (the

asymmetry is given by the sine terms). Fast Fourier transform and

space remapping (usually s to 2�) are then employed to generate

the peaks in the measurement space; intensities are multiplied by

the Lorentz and, if needed, polarization terms, and a background

is added to the whole pattern. Other aberrations (affecting the

position, the intensity or the shape of the peak) can be included

as needed.

The various reflections are then positioned on the basis of the

(reference) Bragg angle 2�B calculated from the unit-cell para-

meters, and a background (for example, a Chebychev poly-

nomial) is suitably added. For completeness, thermal diffuse

scattering should be included, as it can contribute to the broad-

ening near the peak tails (see, for example, Beyerlein et al., 2012).

In addition, small-angle scattering can be considered to improve

the WPPM result and to account for the observed increase in the

background at low angle (Scardi et al., 2011). The final equation is

thus similar to that of the Rietveld (1969) or the Pawley (1981)

methods,

Ið2�Þ ¼ SAXSþ TDSþ bkgþ kð2�ÞLPP
hkl

IfhklgðxÞ; ð3:6:53Þ

the main difference being in the focus of the analysis and in the

way that the profiles are generated.

The model parameters are then refined using a nonlinear least-

squares routine (e.g. based on the Marquardt algorithm or

suitable modifications, as proposed, for example, by Coelho,

2005) to directly match the synthesized pattern to the experi-

mental data. The usual weight, related to Poisson counting

statistics, is employed.

As the shape of each peak is bound to the underlying physical

models, the number of parameters to be refined is usually quite

limited. Compared with the four parameters per peak (intensity,

width, shape and position) necessary for a Scherrer-type analysis,

in WPPM we refine, for example, two parameters for a domain-

size distribution, three parameters for dislocations (
, R0e and ’),
two parameters for faulting (� and �), at most six lattice para-

meters, a few background parameters (e.g. four parameters) and

one parameter (intensity) per peak. In addition, we can also

refine some further specimen-related parameters such as a

misalignment error. No atomic coordinates are involved.

A flexible software package implementing WPPM (PM2K:

Leoni et al., 2006) is available from the author on request

(matteo.leoni@unitn.it): the software includes all of the broad-

ening models illustrated here. The user can work with any type

and any simultaneous set of diffraction data (X-ray, neutrons or

electrons) and build their own model with no a priori restriction

on the quantity and type of parameters, the number of phases, the

models or the relationships between the parameters. The WPPM

method has also been implemented in the TOPAS refinement

software [version 5 (Coelho, 2009; Bruker, 2009)] using the

flexible macro language provided.1

3.6.2.7.1. Alternative approaches

Convolutional multiple whole profile fitting (CMWP; Ribárik

et al., 2004) and extended convolutional multiple whole profile

fitting (eCMWP; Balogh et al., 2006) have been developed to

solve the same problem.

CMWP, introduced as a convolutive version of multiple whole

profile fitting (MWP; Ungár et al., 2001; Ribárik, 2008), is very

similar to the WPPM. The notable differences are:

(i) The instrumental profile is employed directly without

interpolation and the profile of the instrumental peak closest

to the peak under analysis is used. The instrumental profile

imposes conditions on the range of L used in profile

modelling.

(ii) In CMWP a subset of data points is used for speed.

(iii) The background is given by the user (as a spline or Legendre

polynomial).

(iv) All points of a given (generated) peak are weighted by the

same value related to the maximum intensity. However, the

correct weighting scheme with individual weights for data

points is available as an option.

The authors also suggest using the MWP procedure in other

cases, for example separately measured profiles or single crystals.

The MWP procedure works in Fourier space so there is no direct

possibility of checking the agreement between the model and

data.

In the extended version (Balogh et al., 2006), (e)CMWP

introduces an interesting model for faults based on a para-

meterization of the profiles simulated with the DIFFaX software

(Treacy et al., 1991). This simulates the diffraction pattern of a

faulted structure within the tangent cylinder approximation. The

proposed parameterization allows more complex faulting models,

at the expense of the calculation and parameterization of the

profiles for any new, intermediate or mixed case or for any

peak lying outside the parameterized range. The application of

(e)CMWP is limited to cubic, hexagonal and orthorhombic

powders with spherical or ellipsoidal domain shapes and assumes

the presence of dislocations and faults.

It is worth mentioning two more alternative approaches: the

Debye scattering equation (Debye, 1915; for some applications,

see, for example, Cervellino et al., 2003; Cozzoli et al., 2006) and

the total scattering (TS) approach [also known as pair distribu-

tion function (PDF) analysis; Egami & Billinge, 2003; Billinge,

2008; see also Chapter 5.7]. Both techniques work in real space:

the first creates the pattern directly from atomic positions and the

other extracts the real-space information (the PDF) from the

diffraction data. As the information content does not change on

moving from reciprocal (measured) to direct space, provided that

similar hypotheses are employed (similar microstructure and, if

necessary, structure), real-space and reciprocal-space methods

should give similar results. Of course there are differences,

related to the way that the data are handled. For instance, it is

easier to visualize the anisotropic effects in reciprocal space, as

the information is contained in the peak broadening (different

peaks show different breadths): in the PDF this information is

sparser as it should be reflected in a variation in the correlation

lengths, but also (highly integrated) in a variation of the decay of

the curve. Conversely, information on the atomic arrangement

(i.e. on possible defects) appears more clearly in the PDF, where

variations in the distances and in coordination are well localized,

contrary to the diffraction pattern, where the information is

contained in the (weak) diffuse signal, in the broadening and in

the peak position.

Direct-space and reciprocal-space methods thus each

have their own advantages and disadvantages. Combined or

comparative modelling, whenever possible, is therefore always

the best solution: we can match the flexibility and immediacy

1 Some small errors are present in some versions of the WPPM macros
implemented in TOPAS. An example of a corrected macro for a lognormal
distribution of spheres is given in the supporting information. The implementation
using the mean and variance of the distribution versus the lognormal mean and
variance is straightforward. Please refer to Chapter 5.1 for corrected versions of
the Fourier coefficients and ancillary equations that should be present in the
macros.
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of a real-space approach with the possibility of working

directly with the measured data as typical in reciprocal-space

methods.

3.6.3. Examples of WPPM analysis

To illustrate the power of the WPPM approach, a few examples

are provided based both on simulated and on real data. The

analyses were performed using the PM2K software (Leoni et al.,

2006). Similar results are obtained using the WPPM imple-

mentation in the commercial program TOPAS.

3.6.3.1. Nanocrystalline ceria

The first example concerns a nanocrystalline ceria powder

obtained by the calcination of a cerium isopropoxide gel (Leoni,

Di Maggio et al., 2004; Leoni & Scardi, 2004; Scardi et al., 2004).

A large amount of XRD and transmisson electron microscopy

(TEM) data have been collected on the same system (and

specimen), starting from the xerogel and following calcination

(Scardi et al., 2010). Fig. 3.6.1(a) shows the X-ray powder

diffraction pattern of the gel calcined for 1 h at 673 K measured

with Cu radiation (40 kV, 45 mA) on a Rigaku PMG/VH

diffractometer.

The data were collected over the 2� range 18–154˚ (with a step

of 0.05˚) with a counting time of 60 s per step: a wide angular

range and a high signal-to-noise ratio (SNR) are prerequisites for

a proper line-profile analysis. The large span in reciprocal space is

important for the complete characterization of any anisotropy in

the broadening (a large set of independent directions in reci-

procal space needs to be sampled), whereas the high SNR

guarantees the collection of data at peak tails where the differ-

ences between similar microstructure models manifest them-

selves. The log scale employed in Fig. 3.6.1(a) highlights the low

level of noise present in the pattern.

The diffractometer had 0.5˚ divergence and 2˚ Soller slits

mounted on the primary arm and 0.15 mm antiscatter, 0.5˚

receiving and 2˚ Soller slits and a curved graphite analyser crystal

mounted on the secondary arm. This setup provided a narrow

and symmetrical instrumental profile that could be described by a

pseudo-Voigt curve and was thus ideal for line-profile analysis

studies. The Caglioti et al. (1958) parameterization of the

instrumental profile [cf. equations (3.6.18) and (3.6.19)]

performed on the profiles of the NIST SRM 660a standard

(LaB6) is shown in Fig. 3.6.2.

Analysis of the pattern using traditional methods (see Scardi et

al., 2004) required 59 parameters, 53 of which were actually

refined:

(i) one unit-cell parameter (a0),

(ii) six (fixed) parameters defining the instrumental contribution

[five parameters for the Caglioti parameterization (U, V, W,

a and b) and one for the K�2 intensity ratio],

(iii) three parameters for the background,

(iv) one parameter for the specimen displacement,

(v) 48 parameters for the peaks (intensity, FWHM and shape for

16 peaks).

An analysis using traditional analysis methods resulted in an

‘average domain size’ of 3.65 (10) nm using the (modified)

Warren–Averbach method and in the range from 4.95 (10) to

5.3 (1) nm using a (modified) Williamson–Hall approach. A

discussion of the meaning and accuracy of the results can be

found in Scardi et al. (2004).

The WPPM result, shown in Fig. 3.6.1(b), matches the

experiment quite well: this is remarkable considering that the

whole pattern (1800 data points) is modelled using just 32

parameters (26 free parameters):

(i) one unit-cell parameter (a0),

(ii) six (fixed) parameters defining the instrumental contribu-

tion [five parameters for the Caglioti parameterization

(U, V, W, a and b) and one for the K�2 intensity ratio],

Figure 3.6.1
X-ray powder diffraction pattern of nanocrystalline ceria calcined at
673 K. In (a) the pattern is shown on a log scale to highlight the weak
features in the data. In (b) the results of WPPM are shown: raw data
(dots), model (line) and difference (lower line).

Figure 3.6.2
Parameterization of the instrumental resolution function using a pseudo-
Voigt and the relationship of Caglioti et al. (1958).
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(iii) two parameters for the log-normal size distribution (	
and �),

(iv) three parameters for the dislocation contributions (
, Re

and the mixing parameter fe),

(v) three parameters for the background,

(vi) one parameter for the specimen displacement,

(vii) 16 parameters for the intensity of the peaks.

It is therefore possible to obtain more complete results with a

number of parameters that is dramatically lower than that needed

for the traditional analysis: the shapes of the peaks are inter-

linked via the microstructure models. It is suggested that the

parameters are initialized with values providing a minimal but

measurable effect (i.e., for instance, 	 = 2, � = 0.4, 
 = 1015 m�2, fe
= 0.5) to favour a rapid convergence.

By way of a check, Fig. 3.6.3 shows the good agreement

between the size distribution obtained by WPPM and that

obtained on the same specimen from the analysis of a large set of

TEM micrographs (800 grains surveyed; Fig. 3.6.4). The data

were collected on a 300 kV JEOL 3010 microscope (0.17 nm

point-to-point resolution) equipped with a Gatan slow-scan 974

CCD camera (Leoni, Di Maggio et al., 2004). Even if the particles

are well separated, the analysis is quite tedious and prone to bias

from the operator. The large and small particles are in fact easily

missed, and overlapping particles are hard to separate and are

usually not considered. Moreover, only the cross section is

measured, as the transverse direction is difficult to access.

The statistical validity of the WPPM result is quite clear: a few

million grains are probed by the X-rays versus the few hundred

actually considered in microscopy. The WPPM result allows not

only the mean (first moment) and variance to be obtained from

the refined size distribution, but also the recovery of the most

probable values for the traditional results (we know the shape

and we can weight the column-length distribution by the surface

or by the volume). In this case the numerical mean is
4.3 nm: we

can immediately understand the risk of placing faith in the results

of a traditional analysis. The agreement between TEM and XRD

is in any case excellent. The residual differences may be due both

to the issues related to sizing under the microscope and to the

simplified treatment employed in the WPPM (perfectly spherical

domains, monodisperse shape, absence of surface relaxation etc.).

A more complex model (accounting, for example, for surface

relaxation effects) can be considered (see Scardi & Leoni, 2002;

Leoni & Scardi, 2004), but the effects on the distribution are

minimal.

The possibility of extracting information on the type of defects

(e.g. dislocations, faults and APDBs) and on their amount is

definitely a major advantage of WPPM over traditional methods

and over TEM. For the determination of the dislocation density,

the average contrast factor is needed; the actual expressions can

be readily obtained from the single-crystal elastic constants (c11 =

403, c12 = 105 and c44 = 60 GPa; Nakajima et al., 1994) as

CCeO2;e
¼ 0:122945þ 0:358092

h2k2 þ k2l2 þ h2l2

ðh2 þ k2 þ l2Þ2 ; ð3:6:54Þ

CCeO2;s
¼ 0:105762þ 0:207999

h2k2 þ k2l2 þ h2l2

ðh2 þ k2 þ l2Þ2 ð3:6:55Þ

for edge and screw dislocations, respectively.

A dislocation density of 1.4 � 1016 m�2 was obtained for the

specimen analysed here. This dislocation density immediately

appears to be quite high when compared with the number of

dislocations that can be identified in high-resolution TEM

micrographs, as it corresponds to approximately one dislocation

every couple of grains (Leoni & Scardi, 2004). However, the

dislocations visible in the micrographs are just a small fraction of

the total: if a dislocation is not properly aligned with the zone

axis, it is in fact invisible (its presence can only be inferred from

the effects of the distortion field). It is true that a sufficiently large

number of dislocations must be present in order to give appre-

ciable effects on the diffraction pattern, and TEM is still the

better technique if the density of dislocations is below, for

example, 1014 m�2.

3.6.3.2. Copper oxide

The true power of WPPM, and of diffraction in general, can be

appreciated in multi-phase systems. The unequivocal assignment

of a structure to each grain is definitely impossible using TEM,

unless each grain is individually sampled and carefully analysed.

It is therefore quite hard to identify the phases present in the

specimen and to characterize their microstructure independently

from a micrograph alone. Conversely, information on the various

phases is well separated in a diffraction pattern. The various

(known) phases in a specimen can easily be identified (for

Figure 3.6.3
Size distribution of the ceria powder: WPPM (line) and TEM
(histogram).

Figure 3.6.4
TEM micrograph of the calcined ceria powder. The scale bar represents
10 nm.
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example by search/match in a large database such as the ICDD

Powder Diffraction File): each diffraction peak belongs to a well

defined phase and bears information on the microstructure of

that phase.

As an example, Fig. 3.6.5 shows the diffraction pattern of a

Cu2O powder specimen obtained by grinding commercial Cu2O

powder (Carlo Erba) in a high-energy shatter mill (Fritsch

Pulverisette 9). To limit the heating of the cup that would lead to

dynamic recrystallization, milling was performed in 30 steps

consisting of 10 s milling followed by 120 s room-temperature

cooling (Martinez-Garcia et al., 2007). The powder diffraction

pattern was collected on the same diffractometer that was used

for the analysis of the ceria powder. To obtain a sufficient SNR,

the data were collected in the 18–154˚ 2� range with a step size of

0.1˚ and a fixed acquisition time of 150 s per point. The fluores-

cence of the Cu present in the specimen is responsible for the

large background that was not eliminated by the crystal analyser.

From a quick comparison of Figs. 3.6.5 and 3.6.1, we notice a large

difference at high angle: high strain effects (due to dislocations)

are expected in this specimen as an effect of the extensive cold-

work deformation introduced by the milling process.

A search match signals the presence of not just Cu2O (cuprite,

Pn�3m) but also metallic Cu (f.c.c. copper, Fm�3m) and CuO

(tenorite, Cc) as minor phases, presumably due to reduction of

the higher oxide. WPPM of the diffraction pattern, performed by

considering all three observed phases, shows a flat residual (see

Fig. 3.6.5). The severe peak overlap and the large broadening at

high angle do not help in the analysis: the intensities of tenorite

peaks (minor and broadened phase) were then constrained by a

structural model (only a scale parameter was refined). Atomic

coordinates and Debye–Waller factors for CuO were taken from

the ICSD file (FIZ#69094; Brese et al., 1990) and were considered

to be constant.

Spherical domains were chosen for all phases. A log-normal

distribution was used to model the minor phases. A histogram

distribution was chosen for cuprite instead: the peaks clearly have

a peculiar shape with a rather sharp tip, possibly indicating a

wide, bimodal or odd size distribution (Leoni & Scardi, 2004).

The size distribution resulting from the WPPM analysis is shown

in Fig. 3.6.6(a): in this case it would be impossible for a traditional

method to provide a physically sound result. The breadth of the

profile is not fully informative: as the diffraction signal is

proportional to the volume of matter, the actual distribution

‘seen’ in the experiment is that of Fig. 3.6.6(b), obtained by

multiplying the result of Fig. 3.6.5(a) by D3.

The larger size fraction therefore makes a non-negligible

contribution to the pattern: as a rule of thumb, the smaller the

domains and the wider the distribution, the stronger the contri-

bution of the large domains. This problem of ‘visibility’ of small

domains is attenuated when an analytical distribution (e.g. a log

normal) can be used as the function goes smoothly to zero at zero

size.

Dislocations can also be observed in these specimens: their

quantification by TEM is nearly impossible due to the high

defect density. The anisotropy term, i.e. the average contrast

factor, has to be calculated for each of the three phases (Scardi et

al., 2007).

The slip system for Cu (c11 = 169, c12 =122, c44 = 75.3 GPa;

Every & McCurdy, 1992a) is 1
2 h1�10if111g and the corresponding

average contrast factor (for edge and screw dislocations,

respectively), is

CCu;e ¼ 0:304062 � 0:500211
h2k2 þ k2l2 þ h2l2

ðh2 þ k2 þ l2Þ2 ; ð3:6:56Þ

CCu;s ¼ 0:298340� 0:708805
h2k2 þ k2l2 þ h2l2

ðh2 þ k2 þ l2Þ2 : ð3:6:57Þ

Figure 3.6.5
Result of WPPM of ball-milled Cu2O: raw data (dots), model (line) and
difference (lower line).

Figure 3.6.6
Domain-size distribution of cuprite: (a) WPPM result and (b)
distribution multiplied by D3.
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For cuprite, the literature (Tromans &Meech, 2001) suggests that

the main slip system is h001i{100}. The contrast factor can be

calculated analytically from the single-crystal elastic constants of

cuprite (c11 = 121, c12 = 105 and c44 = 12.1 GPa; Every &

McCurdy, 1992b) following Martinez-Garcia et al. (2007):

CCu2O;e
¼ 0:355963� 0:609491

h2k2 þ k2l2 þ h2l2

ðh2 þ k2 þ l2Þ2 ; ð3:6:58Þ

CCu2O;s
¼ 2

3

h2k2 þ k2l2 þ h2l2

ðh2 þ k2 þ l2Þ2 : ð3:6:59Þ

For tenorite, a different approach was followed. The phase is

minor and the single-crystal elastic constants are not readily

available: we can therefore use the contrast factor in an effective

way by refining the coefficients of the corresponding invariant

[see equation (3.6.42)]. This preserves the profile shape deter-

mined by Wilkens’ theory and just dilutes the meaning of the

dislocation density. The average contrast factor is

CCuO;fhklg

¼
�

4
�

E1h
4 þ E2k

4 þ E3l
4 þ 2ðE4h

2k2 þ E5k
2l2 þ E6h

2l2Þ

þ 4ðE7h
3kþ E8h

3l þ E9k
3h
��Y4Z4 sin4 �

�

�
	

�

k2Z2 þ 2Y2ðl2 þ h2Z2Þ � Z½4hlY2 cosð�Þ þ k2Z cosð2�Þ��2

�1

;

ð3:6:60Þ

where a, b, c and � are the unit-cell parameters of tenorite,

Y = b/a and Z = c/a.

The dislocation density in Cu2O is quite high [
 = 2.8 (5) �
1016 m�2]: dislocations are more of the edge character [fE =

0.85 (3)] and the outer cutoff radius Re = 9 (3) nm leads to a

Wilkens’ parameter of approximately 1.5, suggesting a strong

dislocation interaction. The high dislocation density in this

material is justified by the very low shear modulus (G = 10.3 GPa;

Every & McCurdy, 1992b), whereas the high dislocation inter-

action is the result of the severe deformation induced by the

milling.

APPENDIX A3.6.1
Functions for profile shapes

The unit-area GaussianG(x, !) and Lorentzian L(x, !) functions
are defined as

Gðx; !Þ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffi

ln 2=�
p
!

exp � 4x2 ln 2

!2

	 


; ð3:6:61Þ

Lðx; !Þ ¼ 2

�!

1

1þ 4x2=!2

	 


; ð3:6:62Þ

where x is the running variable and ! is the full-width at half-

maximum. Based on these definitions, the Voigt and pseudo-

Voigt are

Vðx; !L; !GÞ ¼ Lðx; !LÞ �Gðx; !GÞ ð3:6:63Þ
and

pVðx; !L; !GÞ ¼ �Lðx; !LÞ þ ð1� �ÞGðx; !GÞ; ð3:6:64Þ
respectively, where � is the mixing parameter (ranging between 0

and 1) and wL and wG are the width of the Lorentzian and

Gaussian components, respectively.
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Balzar, D. & Popović, S. (1996). Reliability of the simplified integral-
breadth methods in diffraction line-broadening analysis. J. Appl. Cryst.
29, 16–23.

Bergmann, J. & Kleeberg, R. (2001). Fundamental parameters versus
learnt profiles using the Rietveld program BGMN. Mater. Sci. Forum,
378–381, 30–37.

Berkum, J. G. M. van (1994). Strain Fields in Crystalline Materials. PhD
thesis, Technische Universiteit Delft, Delft, The Netherlands.

Bertaut, E. F. (1949a). Etude aux rayons X de la répartition des
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3.7. Crystallographic databases and powder diffraction

J. A. Kaduk

3.7.1. Introduction

Identifying compounds using powder-diffraction data requires a

comparison of the current experimental pattern with essentially

all previous crystallographic information. This information is

incorporated into the Powder Diffraction File (Fawcett et al.,

2017), which is traditionally the primary tool for phase identifi-

cation, but other databases are important to the process, as well

as being the repositories of the atom coordinates necessary for

Rietveld refinements. This chapter summarizes the characteristics

of the various databases that the author has found useful in the

practice of powder diffraction. It also provides several examples

of the thought processes and capabilities which can be used to

identify phases.

3.7.1.1. History of the PDF/ICDD

Although powder-diffraction experiments date from the

beginning of the 20th century (Debye & Scherrer, 1916, 1917;

Hull, 1919), what we now know as the Powder Diffraction File

and the International Centre for Diffraction Data date from two

papers from the Dow Chemical Company (Hanawalt & Rinn,

1936; Hanawalt et al., 1938). The importance of these papers lies

not only in the compilation of a database but also in a method for

the identification of materials, and how the database was orga-

nized to work with the method. Discussion among industrial and

academic scientists made the need for a central collection of

powder-diffraction patterns apparent. The Joint Committee for

Chemical Analysis by Powder Diffraction Methods was founded

in 1941. It produced a primary reference of X-ray powder

diffraction data, which became known as the Powder Diffraction

File (PDF). This effort was supported initially by Committee E-4

of the American Society for Testing and Materials (ASTM). Over

the next two decades, other professional bodies added their

support, culminating in 1969 with the establishment of the Joint

Committee on Powder Diffraction Standards (JCPDS). The

JCPDS was incorporated as a separate nonprofit corporation to

continue the mission of maintaining the PDF. In 1978 the name

was changed to the International Centre for Diffraction Data to

highlight the global nature of this scientific endeavour. Addi-

tional information on the history of the powder method is given

in Parrish (1983) and on the early history of the Powder

Diffraction File in Hanawalt (1983).

3.7.1.2. Search/match

What is now known as the Hanawalt search method (Hanawalt

& Rinn, 1936; Hanawalt et al., 1938) is an empirical scheme which

was based on earlier ideas (Hull, 1919; Davey, 1922, 1934;

Winchell, 1927; Waldo, 1935; Boldyrev et al., 1938). The basic

ideas behind the scheme have been summarized in more modern

language by Hanawalt (1986). Other discussions of the method

can be found in Jenkins & Rose (1990) and Hull (1983).

The patterns in the PDF are divided into 40 groups according

to the d-spacing of the strongest peak and including error limits

on the d-spacing. The entries within each group are sorted by the

position of the second strongest peak. Because the peak inten-

sities can be more difficult to measure than the positions and may

vary from sample to sample, PDF entries appear in the index

multiple times (‘rotations’ in the current nomenclature). All

patterns appear at least once. Patterns appear twice when I2/I1 >

0.75 and I3/I1 � 0.75, three times when I3/I1 > 0.75 and I4/I1 �
0.75, and four times when I4/I1 > 0.75 (where I1 is the strongest

peak, I2 is the second strongest and so on). There are four more

rules, dealing with things such as low-angle peaks, rounding of

d-spacings and closely spaced peaks.

The phase-identification process actually involves several

steps. This was realized by Hanawalt, Rinn and Frevel even in

1938. The first step is to search the experimental data against an

index (a structured subset of a database) to identify potential

compounds. The printed Hanawalt Search Manual was such an

index, and contemporary search/match programs all generate

indices to enhance the speed of the phase-identification process.

The second step is the match of the full PDF entry against the full

experimental pattern to use all peaks in the identification process.

Typically, the quality of the match is evaluated at this point to

rank the potential candidate match among the others in the list;

the hit list is sorted on goodness of match, similarity index, figure

of merit or some similar quantity generated by the program. The

third step is to identify the phase (generally by computer, but

best with some human judgement). The pattern of the identi-

fied phase is then subtracted from the experimental pattern

and the process is repeated to identify additional phases. The

final step in the process is often quantification of the concen-

trations. Ultimately, the errors introduced during the subtrac-

tions limit the number of phases which can be identified in a

mixture, and additional techniques are required to identify

minor or trace phases. As specimen-preparation methods and

equipment and standardized reference data have improved

with time (over decades), the residual errors in the subtraction

process have diminished, generally increasing the number of

phases that can be identified when appropriate techniques are

applied.

An early computer version of the Hanawalt search algorithm

was implemented by Frevel (Frevel, 1965; Frevel et al., 1976). This

program used a 300-phase microfile database of common phases

resulting from empirical work performed over decades at the

Dow Chemical Company. Another early computer implementa-

tion of the Hanawalt search algorithm was developed by Snyder

(1981). The index file stored the d/I pairs in the PDF as 16-bit

integers: 11 bits for 1/d and five bits for I. The index file was an

indexed sequential file with the PDF entries sorted on d1 (the

d-spacing of the strongest peak). Each PDF set was indexed

separately, and smaller MICRO (300 phases) and MINI (2500

common phases) index files were also generated to permit faster

searches on the slow computers of the day. After input of the d/I

list for the experimental pattern, the program located PDF

entries whose d1 values lay within �0.1˚ 2� (copper radiation) of
the observed d1. If the reference pattern passed three tests – it

was a member of a user-specified subfile, all PDF entry peaks with

I � 50 were present in the unknown pattern and user-specified

chemical constraints were satisfied – a figure of merit (FOM) was

calculated. The pattern with the highest FOM was saved for the

match step, and the process was repeated for d2 and d3. If no hits

were obtained, larger error windows and then weaker peaks

were used.
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The FOM was calculated as

FOM ¼ dRI
2
RdU; ð3:7:1Þ

where dR is the percentage of the reference peaks which match

the unknown (within the error window) and have I greater than

that of the lowest-intensity matched peak, IR is the percentage of

the reference intensity (Iref) matched and dU is the percentage of

the unknown peaks (with intensities Iunk) matched.

PDF hits were considered for the match step if the FOM was

>10. For the hit with the highest FOM, an I-weighted linear

regression between Iref and Iunk was carried out. Peaks with Icalc <

Iobs � 5 were assigned as overlapped, and the least-squares scale

factor was recalculated using only the non-overlapped peaks. The

scaled PDF entry was subtracted from the unknown pattern and

the residual was sent back to the search step.

Several commercial search/match programs have been devel-

oped, not from Snyder’s implementation of the Hanawalt algo-

rithm, but from the Johnson–Vand algorithm (Johnson & Vand,

1967, 1968; Cherukuri et al., 1983). This algorithm used constant

error windows in 1/d and log(I) and used integer arithmetic. The

d/I pairs were packed into characteristic integers PSI = (1000/d)

� 10 + 5 log10 I3. An inverted PDF was created, an index which

contained the characteristic integers of the strongest lines of the

reference patterns (PSI, PDF No. pairs) sorted by decreasing PSI.

The input d/I list was compared with the index. All patterns that

contained the characteristic integers within the bandpass were

considered as potential hits. The full PDF was used to compare

observed and reference patterns. A Davey minimum concentra-

tion (DMC) was calculated; this was the largest value in the range

0 � DMC � 1 for which IPDFDMC � Iunk for all peaks. The PDF

entry was then subtracted from the unknown pattern and the

process was repeated. Initially, there were no chemistry or user

filters; these appeared in later versions.

The Johnson–Vand figure of merit,

FOM ¼ A 1�
P

N j�Dj
ðIWÞN

� �

1�
P

N j�Ij � K
P

N I

� �

; ð3:7:2Þ

was calculated, in which A is the percentage of peak match in the

d-space range considered (above the background), �D = dunk �
dref (integer), N is the number of peaks under consideration,

�I = Iunk� Iref, K is a scale factor and IW = d is the error window

(integer).

A derivative of the Johnson–Vand program was �PDSM

(Marquart et al., 1979; Marquart, 1986). This program also used

the integer 1000/d internally, and considered the probability of

the occurrence of a d-spacing in calculating its figure of merit. It

used the 15 strongest peaks of the reference patterns in the

search step and was the first to make extensive use of pre-screens

(especially chemistry) to speed up the search. In addition to the

similarity index, other measures of the quality of a match were

the numbers of matched and missing lines.

Sometimes, references to ‘generations’ of search/match

programs will be encountered. The first-generation programs

include those of Johnson & Vand (1967, 1968), Nichols (1966),

Frevel et al. (1976), Marquart et al. (1979) and O’Connor &

Bagliani (1976). The distinction between first- and second-

generation programs (Snyder, 1981; Jobst & Goebel, 1982; Huang

& Parrish, 1982; Schreiner et al., 1982; Goehner & Garbauskas,

1984; Toby et al., 1990; Caussin et al., 1988) is fuzzy, and is

partially a matter of timing and features. Contemporary third-

generation programs such as Jade (Materials Data, 2016), EVA

(Caussin et al., 1989; Nusinovici & Bertelmann, 1993; Nusinovici

& Winter, 1994), HighScore (Degen et al., 2014), Match! (Crystal

Impact, 2012), Crystallographica Search-Match (Oxford Cryo-

systems, 2012) and Siroquant (Sietronics, 2012) are distinguished

mainly by the ability to use raw data in addition to peak lists. The

presence and absence of peaks in particular regions are both

considered in the calculation of the figure of merit. The width of

the peak profiles serves as an error window. After the mid-1990s,

there is virtually nothing in the open literature about search/

match programs, and we are forced to rely on the help docu-

mentation of the commercial programs. Occasionally, one will

encounter references to a fourth-generation program such as

SNAP (Barr et al., 2004; Gilmore et al., 2004), PolySNAP (Barr et

al., 2009) or FULLPAT (Chipera & Bish, 2002). There is current

development in using similarity indices as a complementary

method for the analysis of noncrystalline materials, as these

methods depend on whole-pattern fitting instead of peak location

and intensity. These methods also cluster isotypical and

isostructural crystalline materials, and can be applied to nano-

material analyses, where there is frequently severe peak overlap.

Originally developed for use with both electron and/or X-ray

diffraction data, the Fink search (Bigelow & Smith, 1964) uses the

d-spacings of the eight strongest peaks in the pattern, but does

not otherwise use the intensities. The justification for not using

the intensities was that electron-diffraction intensities were not

very reliable, often as a result of poor counting statistics in the

small areas analysed in a typical electron-diffraction attachment

to a scanning or transmission electron microscope coupled with

the effects of dynamical scattering and sample decomposition in

the electron beam. The search was named in honour of William

H. Fink, a long-time chairman of the JCPDS/ICDD. In the

current SIeve+ module of the PDF, all eight rotations (consid-

ering each of the eight peaks as the strongest in turn) are

commonly used. SIeve+ also incorporates a ‘Long 8’ search,

which uses the eight lowest-angle peaks. Fundamentally, searches

using electron-diffraction data have deviated from traditional

powder-diffraction searches because of the unreliability of both

the intensities and the peak locations often brought about by the

limited space within an electron microscope. Most modern

electron-diffraction searches incorporate elemental data as an

integral part of the method. As for X-ray diffraction, there are

various generations that integrate elemental composition data,

d-spacings or crystallographic data into a search/match process.

The SIeve+ program can also incorporate composition data into

the search process.

3.7.2. Powder Diffraction File (PDF)

The PDF is a collection of single-phase X-ray powder patterns

in the form of tables of characteristic interplanar spacings

and corresponding relative intensities, along with other

pertinent physical, chemical and crystallographic properties. The

PDF contains various subfiles, which include alkaloids, amino

acids, peptides and complexes, battery materials, bioactive

compounds, carbohydrates, cement materials, ceramics

(bioceramics, ferroelectrics, microwave materials, perovskites

and semiconductors), common phases, education, explosives,

forensic, hydrogen-storage materials, inorganics, intercalates,

ionic conductors, Merck Index compounds, metals and alloys,

meso- and microporous (clathrates, metal–organic frameworks

and zeolites), mineral-related (minerals, gems, natural and

synthetic), modulated structures, nucleosides and nucleotides,

organics, pharmaceuticals, pigments and dyes, polymers,

porphyrins, corrins and complexes, steroids, superconducting
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materials (conventional superconductors, superconductor reac-

tion products, superconductor-related and high-Tc super-

conductors), terpenes and thermoelectric materials. There is an

educational package for classroom use, and the complete PDF is

available for educational use on a time-limited basis. A primary

purpose of the subfile system is to limit the size of the search

universe by applying prior knowledge of the system being

studied. This greatly reduces the number of false positives in a

database that contains hundreds of thousands of materials. Field

experts are consulted to guide the criteria for subfile selection,

allowing novices to use the subfiles without being a subject

expert.

3.7.2.1. Sources and formats of the PDF

The data incorporated into the Powder Diffraction File are

acquired through contributions from individual scientists,

corporate laboratories, literature surveys and a Grant-in-Aid

programme. Approximately 200 leading scientific journals are

searched manually for powder-diffraction data. Additional

literature surveys covering patents, dissertations and the

remaining open literature are performed using various online

resources and search techniques.

Release 2019 (the current release as of this writing) contains

more than 893 400 unique material data sets. The large size and

comprehensive coverage of the PDF is achieved through the

ICDD’s historical sources of powder data (searches of the

original literature, contributions and the Grant-in-Aid

programme) as well as current and historic collaborations with

crystallographic database organizations. Each PDF entry is

assigned a unique identifying number of the format ss-mmm-

nnnn. The integer ss indicates the source of the data: 00, ICDD

location/generation of powder data; 01, Inorganic Crystal Struc-

ture Database; 02, Cambridge Structural Database; 03, NIST (a

short-term collaboration focused on metals and alloys); 04,

Pearson’s Crystal Data; 05, ICDD extraction of atomic coordi-

nates from published sources (including incommensurate/

modulated structures). Powder-diffraction data for sources 01

through 05 are computed from the crystal structures provided by

these sources.

The Powder Diffraction File is designed and produced in

several different formats in order to serve different groups of

users. The PDF-2 database is designed for phase identification of

inorganic materials; many common organic materials have also

been added to this database. The PDF-4+ database is the most

advanced database and is designed for both phase identification

and quantitative analysis. This database has comprehensive

coverage of inorganic materials and contains numerous addi-

tional features such as digitized (raw) patterns, molecular

graphics and atomic coordinates to facilitate Rietveld refine-

ments. The PDF-4+ database is also available as a portable full-

function WEBPDF-4+ version. The PDF-4/Minerals database is a

subset of the PDF-4+ database, and is the most comprehensive

collection of mineral diffraction data. The PDF-4/Organics

database is designed for phase identification of organic and

coordination compounds. It contains data from ICDD sources

(both experimental powder patterns and extraction of coordi-

nates) as well as patterns calculated from CSD entries.

Advances in hardware, software and computing power have

led to the collection of higher-quality powder data, and thus have

necessitated higher-quality reference data to perform more

complex multiphase analyses and total-pattern analyses. The

PDF now includes tools that permit users to evaluate different

types of data collected using different types of detectors and

different sources, including X-rays, neutrons and electrons. The

goal is to include ideal specimen patterns in the PDF, patterns

that can be modified by the user to correspond to the current

experiment. The user can select the wavelength type and various

instrumental parameters to simulate the whole diffraction

pattern. A crystallite size calculation was added in 2007 and an

orientation function in 2011.

Since 2006, the ICDD has begun to include several types of

less-crystalline materials in the database, materials for which too

much information is lost when reducing the raw data to a list of

d-spacings and intensities. These materials include clays and

other layered materials, mixed-crystallinity polymers, amorphous

materials and nanomaterials.

Nanomaterials often contain crystalline and amorphous frac-

tions, and their powder patterns are difficult to generate from an

ideal crystal structure. The ICDD has developed quality-

evaluation methods for noncrystalline materials, and has estab-

lished two additional quality marks: ‘good’ (G) and ‘minimal

acceptable’ (M). These marks reflect the quality of the supporting

data used to characterize the material. An amorphous material

with a G quality mark has been characterized by independent

analyses verifying the stated composition or thermogravimetric/

differential scanning calorimetry analyses confirming the physical

stability or the presence of a glass transition. A G quality mark

indicates that the editors are satisfied that the pattern is repre-

sentative of both the diffraction conditions and the stated

chemistry and have confidence that the user can reproduce the

pattern using similar conditions. The quality mark M indicates

that the ICDD received some supporting documentation but it

was insufficient for structural interpretation and classification of

the material.

Great care needs to be taken in interpreting the patterns of

mixtures of crystalline and amorphous phases, particularly in the

definition and subtraction of the background. Significant work is

under way to develop and adapt numerical techniques for

processing full patterns of low-crystallinity materials.

3.7.2.2. Quality marks in the PDF

All data are critically reviewed and evaluated by the PDF

editorial staff. Each pattern must pass through a four-tiered

editorial review process before it can be included in the PDF. As

technology evolves, the quality requirements for reference data

also evolve. As a result, the information in the PDF is continu-

ously reviewed and upgraded for accuracy and quality.

For many years, a quality mark has been assigned to each

experimental PDF entry. A Star (*/S) pattern represents high-

quality diffractometer or Guinier data. Several criteria must be

satisfied for a pattern to be assigned a Star quality mark:

(i) The chemical composition must be well characterized.

(ii) The intensities must have been measured objectively; no

visual estimation is allowed.

(iii) The pattern has a good range and an even spread of

intensities.

(iv) The completeness of the pattern is sensible.

(v) The d-spacing of each reflection with d � 2.500 Å is given

to at least three decimal places. The d-spacings of reflec-

tions with d � 1.2000 Å are given to at least four decimal

places.

(vi) No serious systematic errors exist.

(vii) The |�2�| value (i.e. the difference between the observed

peak position and the position calculated from the unit
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cell) of a qualifying reflection is �0.05˚. In the case of

multiply-indexed reflections, only the minimum absolute

�2� is considered.
(viii) The average |�2�| � 0.03˚ for qualifying reflections.

(ix) No unindexed, space-group-extinct or impurity reflections

are present.

An Indexed (I) quality mark indicates that the pattern has

been indexed; therefore, the material is almost certainly single-

phase. There is a reasonable range and spread of intensities, and

the completeness of the pattern is sensible. The d-spacings of

reflections with d � 2.000 Å have at least three significant figures

after the decimal point. No serious systematic errors exist. No

qualifying reflection has |�2�| � 0.20˚ and the average |�2�| is
�0.06˚. The maximum number of unindexed, space-group-extinct

or impurity reflections is two, but none of these reflections are

among the eight strongest lines.

A Blank (B) quality mark represents a mid-range quality. An

O quality mark means that the data have been obtained from a

poorly characterized material or that the data are known (or are

suspected) to be of low precision and accuracy. Such patterns

include those from multiphase mixtures or from a phase that is

poorly characterized chemically. The O mark is commonly

assigned to patterns for which no unit cell is reported, unless

qualifying information indicates a single-phase material. Usually,

the editor will have inserted a comment to explain why the O

mark was assigned. For patterns with a unit cell, the following

criteria are used to suggest the presence of two or more phases:

the number of unindexed, space-group-extinct or impurity

reflections is�3, or one of the three strongest peaks is unindexed.
Beginning with Release 2006, the quality-mark system was

extended to patterns calculated from structural data supplied by

ICDD partners. The focus of the quality mark is to determine the

confidence level of the structural model used and its impact on

the calculated pattern (especially for the purpose of phase

identification). The major step involves several crystallographic

and editorial checks by the ICDD, followed by extraction and

flagging of the warnings/comments in the structural databases.

The resulting calculated patterns are classified based on the

significance and nature of the warnings. Any possible corrections

that can be applied to resolve the errors are performed before

publishing the calculated pattern.

The crystallographic checking rules are designed based on the

expected quality of a contemporary crystal structure. An estimate

of the missing electron density is made based on the difference

between the reported composition and the structural composi-

tion. Transformations of nonstandard space groups are checked;

the reported site multiplicities must match those generated by the

symmetry operators. All of the eigenvalues of the anisotropic

tensor matrix for each atomic displacement must be positive. All

anisotropic tensor coefficients must be permitted by the site

symmetry. Displacement coefficients should fall in the range

0.001 < U < 0.1 Å2. Isotropic displacement coefficients must be

positive. Mixed displacement coefficients are converted to a

standard type. The reported value of Z must be consistent with

the sum of the site multiplicities. Lattice parameters are checked

for missing decimal points, missing standard uncertainties and the

magnitudes of the uncertainties. R factors close to the theoretical

limits (0.83 for centrosymmetric structures and 0.59 for non-

centrosymmetric structures) are signs of potential errors in the

conversion to/from absolute/percentage values. Site occupancies

cannot be greater than 1. Refining part of the structure as a group

without locating the positions of the constituent atoms (for

example, in C60) will generate a warning. Possible typographical

errors in element symbols are checked by comparing the

chemical formula, atomic coordinate list and chemical name.

When a measured density is available, the percentage difference

between the measured and calculated density is determined.

Many warnings/comments from the collaborating databases

are used in assignment of the quality mark. Editorial comments

on unusually short or long bond lengths or questionable bond

angles are considered; the comment needs to be very specific for

structures exhibiting disorder or partial/mixed occupancies. A

listing of other types of comments considered is contained in the

PDF-4+ database help documentation. Entries are assigned a

quality mark of * (no warning found during data evaluation), I

(minor warning), B (significant warning found), O (major

warning), P (the structure was assigned by the editor based on a

prototype) or H (hypothetical) according to the criteria in

Table 3.7.1.

3.7.2.3. Features of the PDF

Most users access the PDF through the software provided by

their instrument manufacturer, but it is a powerful standalone

database. The PDF is a large relational database consisting of

many linked tables. The complete set of features can be accessed

through the PDF front end supplied by the ICDD. It is possible to

directly access a PDF entry by entering its PDF number.

However, one can search for an entry or a class of entries through

a series of search tabs. Queries from multiple tabs can be

combined in a single search, or individual searches can be saved

in a history and combined using Boolean operations. The results

of such searches can be analysed as a group or can be used as

subfiles for SIeve, the search/index phase-identification add-on

for the PDF.

Selections on the main search screen permit selection by the

source of data, quality mark, primary/alternate, ambient/non-

ambient and subfile or subclass. The comprehensive nature of the

PDF means that there are often many entries for an individual

material. The ICDD editorial staff and volunteer task groups

assign one experimental and one calculated entry (if present) as

primary entries for each phase so that the user can avoid the

duplication if desired. The other entries are designated as alter-

nates. The subfiles and subclasses provide a convenient means for

the user to limit the size of the search universe based on prior

knowledge and result in faster searches and fewer false-positive

matches.

Perhaps the most commonly used screen is the Periodic Table

tab for chemistry searches. Individual elements, groups, periods

and pre-defined selections (nonmetals, semimetals etc.) can be

selected and combined in various ways. The ‘and’ operation

requires that all selected elements be present in the entries in the

selection set, but other elements can also be present. The ‘or’

operation requires at least one of the selected elements to be

present. The ‘only’ operation requires that all of the selected

elements, and only those elements, be present in the hit. The ‘just’

operation results in a hit list of entries that contain the selected

elements in all combinations: elements, binaries, ternaries etc.

The results of these four types of element searches can also be

combined using Boolean operations. An alternative way of using

periodic-table screening is through the labelling of each element

with ‘yes’, ‘no’ or ‘maybe’ to indicate elements that are known to

be present, absent or unsure in the specimen.

The Formula/Name tab facilitates searches on formula,

empirical formula, structural formula and formula type ANX [as

in the Inorganic Crystal Structure Database (ICSD)]. The

formulae may be exact or contain individual elements or strings.
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Searches on the number of elements present in the compound, as

well as composition searches (by weight or atom per cent, i.e.

wt% or at.%), are also possible.

The Formula/Name tab also permits searches on compound

name, common name, mineral name and all names. It is also the

screen from which searches on zeolite structure-type code (the

International Zeolite Association codes are used) and mineral

classification (according to the International Mineralogical

Association) are performed.

Under the Reference tab, searches on author, journal name,

CODEN, year, volume and title of the paper are possible. The

titles were not originally included in PDF entries, but have been

added to all entries in recent years. Also possible from this tab

are searches on the Chemical Abstracts Service Registry Number

(CASRN). Such searches are very powerful for organic

compounds, with their complicated nomenclature. CASRNs are

present for many, but not all, PDF entries.

The Classification and Crystallography tabs contain searches

on Pearson symbol code, space group and space-group

number, prototype structure, centrosymmetric/noncentrosym-

metric and whether the entry contains atomic coordinates.

Searches on the authors’ cell, the Pearson’s Crystal Data cell

or the reduced cell are also possible. I find it useful to

use fairly large tolerances (say 0.3–0.5 Å on edges) in such

searches. I prefer to examine a longer list of potential matches

which contains the correct phase, rather than risk missing an

identification.

The Diffraction tab includes searches on the longest (lowest-

angle or highest d-spacing) and strongest lines in the pattern. A

line can be specified to be one of the three longest/strongest, or

the first, second or third. This screen also includes searches on

density, I/Ic (which is I/Icorundum, a measure of the inherent scat-

tering power of a phase and useful in quantitative phase analysis),

melting point, R value, colour and Smith–Snyder figure of merit.

There are check boxes to select whether the entries in the hit list

include ‘PD3’ patterns (raw data) and property sheets. These

property sheets are PDF documents embedded in an entry. These

sheets are starting to be included for materials in subfiles that are

defined by a particular property, such as superconductivity or

thermoelectricity. These sheets are generated by groups of ICDD

consulting editors.

Once a hit list has been generated, an individual entry can be

selected (double clicked) to bring up the complete PDF entry.

The results display can be customized using the Preferences

menu (or by right clicking in the entry). The powder pattern can

be plotted and additional PDF entries and/or raw data can be

overlaid and scaled. In the Plot window, a PDF entry can be

exported to several formats. The most useful is a CIF; the crystal

Table 3.7.1
Criteria for the assignment of quality marks to calculated patterns in the Powder Diffraction File

A Star (*/S) pattern has no warnings.

Minor warning (I) Significant warning (B) Major warning (O)

Density calculated from reported and calculated
compositions differ (1% < x < 3%)

Density calculated from reported and calculated
compositions differ (1% < x < 15%)

Density calculated from reported and calculated
compositions differ (15% < x)

No e.s.d. reported/abstracted on cell dimensions Lattice parameters taken from figure (approxi-
mated)

Incorrect lattice parameters

Magnitude of e.s.d.s on lattice parameters >
1000 p.p.m.

Missing decimal point in lattice parameter Incorrect space group

0.07 < R < 0.12 (single crystal), 0.10 < R < 0.15
(powder)

0.12 < R (single crystal), 0.15 < R (powder) Incommensurate/modulated structure. Only
average structure of the subcell is given.

No R reported/abstracted Anisotropic displacement tensor is non-positive
definite

Published atomic coordinates are wrong

Reported Z is inconsistent with the sum of the
site multiplicities

Anisotropic tensor coefficient not permitted by
site symmetry

Structural database removed the entry corre-
sponding to a published calculated pattern

Type of experiment (single crystal/powder) is not
mentioned

Magnitude of displacement coefficients outside
the range 0.001 < U < 0.1 Å2

Structure corrected by the editor Uiso < 0.0

Difference between measured and calculated
density > 2%

Source-database warning on bond length/angle

Misprint in original paper corrected in database Average structure of a modulated structure

Site occupation factor > 1.0 Probable site-occupation factor deduced from
the nominal composition

Part of the structure was refined as a group
without locating the constituent atoms

Comments containing a reference to a contra-
dicting structure exist

Structure determined from projections

Structure determined using electron diffraction



309

3.7. CRYSTALLOGRAPHIC DATABASES

structure described by the CIF can then be imported into to the

user’s graphics or Rietveld package.

Free-text searches of the comments are also included on this

screen. These are particularly useful, as ICSD collection codes

and CSD refcodes are included in the comments. If the user has

the CSD installed on the same machine as the PDF, the PDF

entry links live to the coordinates in the CSD entry.

By using the Results menu option when a hit list is displayed,

ranges of cells in the spreadsheet can be selected and simple

descriptive statistics (mean, median and estimated standard

deviation) can be generated. Also under Results is a Graph

Fields option. The variables used for the x and y axes of the plot

can be selected and both scatter plots and histograms can be

generated. Each of the points in such a plot is ‘live’ and can be

clicked to display the full PDF entry. Fig. 3.7.1 shows a plot of the

cubic lattice parameter with respect to at.% Fe in FeO (Fe and O

only, space group No. 225) under ambient conditions. From

such data it is easy to generate a correlation between the Fe

stoichiometry and the lattice parameter.

An optional add-on module to the PDF is SIeve (Search

Index). This is a peak-based search/match program which enables

the use of a manually entered (or imported) peak list or derives a

peak list from imported ASCII raw powder-diffraction data in

several formats. It also has a flexible ASCII data-import module.

Hanawalt, Fink, Long8 (the eight lowest-angle peaks in the

pattern) or electron-diffraction searches can be carried out.

Again, there is a Preferences option to customize the searches. A

particularly useful (and easy-to-use) feature is the ability to apply

a filter to the search/match. This filter can be selected from

several pre-defined filters and/or any previous search in the

session (stored in a history list). The combination of conventional

search/match and Boolean searches can be very powerful, as

illustrated in the next section.

3.7.2.4. Boolean logic in phase identification

Most phase identifications are carried out using the peak-based

or full-pattern algorithms supplied by the instrument vendor.

These often work well for major phases and can be customized to

improve their success in identifying minor/trace phases. The

native capabilities of the PDF (not all of which are accessible

through some vendors’ software) can be very powerful in iden-

tifying those extra peaks that result from a Rietveld difference

plot (or any difference plot from pattern-fitting software) using

the major phases. Below we use examples to illustrate several

strategies.

3.7.2.4.1. Water-still deposit

Awater still in my home eventually generates

scale, much of which flakes off the walls,

permitting easy analysis in the powder diffract-

ometer. Any commercial search/match program

will easily identify magnesian calcite (Fig.

3.7.2; files kadu1389.gsas, kadu1389.raw and

iitd26_0510.prm, available in the supporting

information). There are, however, three addi-

tional weak peaks at d/I = 4.788/38, 3.3089/51

and 2.3697/56. In Naperville, Illinois, the tap

water comes from Lake Michigan. The bedrock

underlying the Chicago region is the Racine

Dolomite. Given the identity of the major phase

in the scale and the source of the water, it seems

likely that any minor phases will be mineral-

related and contain some combination of the

elements Ca, Mg, C, O and H (to include

the possibility of hydrates and hydroxides).

Accordingly, a search of mineral-related entries

containing ‘just’ the elements Ca, Mg, C, O and

H was performed and used as a filter in a

Hanawalt search using these three peaks. This

limits the search universe to 692 of the 328 660

entries in the PDF-4+ in 2012. The seven highest

goodness-of-match entries in the hit list were

brucite, Mg(OH)2. This phase was added to the

Rietveld refinement. Analysis of the difference

plot indicated an unaccounted-for peak at a

d-spacing of 3.3089 Å. A search for mineral-

related entries with the same chemistry and

having one of their three strongest peaks in the

range 3.309 (30) Å yielded the vaterite poly-

morph of CaCO3 as the hit with the highest

goodness of match. This phase was added

to the Rietveld refinement. The final

quantitative phase analysis was: 94.7 (1) wt%

Ca0.84Mg0.16(CO3), 5.2 (4) wt% Mg(OH)2 and

0.2 (1) wt% vaterite.

Figure 3.7.1
A plot generated by the Results/Graph Fields function in the Powder Diffraction File. The
search was for entries containing only Fe and O and with space group No. 225 (resulting in
FeO entries) measured under ambient conditions. One outlier was removed from the hit list
manually. The trend in the cubic a lattice parameter with Fe content is apparent, as well as
the large number of apparently stoichiometric FeO entries, some of which may not be
correctly characterized.

Figure 3.7.2
The result of applying a commercial search/match program (Jade 9.5; Materials Data, 2012)
to the powder pattern of a water-still scale. Weak peaks not accounted for by the major
magnesian calcite phase are apparent and additional tools in the Powder Diffraction File
were needed to identify the additional phases.
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The composition of the major phase was refined, constraining

the sum of the Ca and Mg site occupancies to equal 1.0. To

understand how this fitted with previous magnesian calcites, a

search for compounds containing only Ca, Mg, C and O, ambient

conditions and space group No. 167 was carried out. Some

manual editing of the hit list was required. Adjusting the

preferences to include the display of composition in at.% and the

unit-cell volume made it convenient to plot the variation in unit-

cell volume as a function of Mg content x in Ca1�xMgx(CO3) (Fig.

3.7.3). This magnesian calcite in the water-still scale has a higher

Mg concentration than most, but falls close to the trend line. The

flexibility and content of the Powder Diffraction File makes such

data mining relatively straightforward.

3.7.2.4.2. Vanadium phosphate butane-oxidation catalyst

Vanadyl pyrophosphate [(VO)2P2O7] catalysts are used

commercially for the selective oxidation of butane to maleic

anhydride. Modern third-generation search/match programs

[using the background-subtracted, K�2-stripped data (files

goed80.gsas, GOED80.raw and d8v3.prm); Fig. 3.7.4] had no

trouble in identifying the desired major phase (VO)2P2O7, but

had difficulty with the minor phases that were clearly present.

Unless the display of duplicate entries is turned off, most

programs will yield several duplicate hits at the top of the list.

Both 00-050-0380 and 04-009-2740 are Star quality, but only the

Linus Pauling File (LPF) entry 04-009-2740 contains atom coor-

dinates for a Rietveld refinement. Entry 01-070-8726 has the

lower-quality B mark.

The native capabilities of the PDF proved helpful in identi-

fying the minor phases. The lowest-angle peak not accounted for

by the major phase is at a d-spacing of 7.2107 Å. A search for

phases containing just the elements V, P, O and H (known from

the synthesis procedure) and having one of their three strongest

peaks in the range 7.21 � 0.05 Å (an estimated range) yielded

only the single hit 00-047-0967: H4V3P3O16.5(H2O)2. This is a low-

precision (O quality mark) pattern from a US Patent (Harju &

Pasek, 1983), and the pattern contains only four lines. The

comments in the PDF entry indicate that this hydrated phase was

formed by exposing a catalyst to ambient conditions, so it seems

chemically reasonable but poorly defined.

To see whether this phase had been better characterized by a

crystal structure, the four peaks were entered into SIeve+ and a

Hanawalt search using a wider than default tolerance of 0.3˚ on

the peak positions and the ‘just’ chemistry filter V, P, O and H was

carried out. As expected, PDF entry 00-047-0967 was at the top

of the hit list, but close to the top was entry 04-017-1008 (Shpeizer

et al., 2001): [H0.6(VO)3(PO4)3(H2O)3](H2O)4. The article by

Shpeizer et al. (2001) indicates that this phase was formed from

an anhydrous precursor by exposing it to ambient conditions. The

single-crystal structure was obtained at 173 K. The similarity of

the two PDF entries (Fig. 3.7.5) and the difference in data-

collection temperatures makes it clear that these correspond to

the same phase, and that the structure of [H0.6(VO)3(PO4)3(H2O)3]-

(H2O)4 could be used in a Rietveld refinement.

There were still unaccounted-for peaks at 3.5823 and 3.0760 Å.

Under the assumption that these came from a single phase, two

separate searches for phases containing just V, P, O and H and

with one of their three strongest lines in the ranges 3.58 � 0.03

and 3.08 � 0.03 Åwere carried out and then combined (using the

History option) with a Boolean ‘and’ operation. All five of the

entries on the hit list corresponded to �-VOPO4. This yellow

V5+ compound was consistent with the altered colour of the

V4+-based catalyst, and is a common impurity.

Close examination of the Rietveld difference plot from a

refinement including these three phases indicated that there was

a weak shoulder at a d-spacing of 3.985 Å. A search for phases

containing just V, P, O and H and having a strong peak near this

d-spacing yielded �-(VO)(PO3)2, another common catalyst

impurity (Fig. 3.7.6). Including this compound as a fourth phase

yielded a satisfactory Rietveld refinement and a quantitative

analysis of 84.8 (1) wt% (VO)2P2O7, 5.9 (1) wt% [H0.6(VO)3-

(PO4)3(H2O)3](H2O)4, 5.6 (1) wt% �-VOPO4 and 3.7 (1) wt%

�-VO(PO3)2.

3.7.2.4.3. Valve deposit from a piston aviation engine

Applying a commercial search/match program to the diffrac-

tion pattern of a deposit from a valve in a gasoline-powered

aircraft engine easily identified quartz and corundum. The

specimen was scraped from the valve seat and micronized. The

corundum represents abrasion from the elements of the micro-

nizing mill, as it was not present in the pattern of the as-scraped

sample. Metal particles were visibly present in the deposit, so one

could reasonably guess the presence of both ferrite and austenite

(Fig. 3.7.7; files maso04.gsas, maso04.rd and padv.prm). A Riet-

veld refinement using these four phases was carried out.

Six peaks picked from the difference plot were entered into

SIeve+ and a Hanawalt search was carried out. No chemically

reasonable simple compounds were near the top of the hit list, so

extra information was sought. An XPS analysis indicated the

presence of Pb, Br, Fe, P, O and C (and H assumed). Aviation

gasoline is still leaded, and ethylene dibromide is sometimes

added as a lead scavenger. The result of a ‘just’ chemistry search

using these seven elements (6543/328 660 entries) was applied

as a filter to the Hanawalt search. Near the top of the

hit list was PbBr2. Although apparently surprising, this phase is

reasonable given our chemical knowledge. Lead bromide was

added to the Rietveld refinement. Further analysis of the

difference pattern using the same techniques indicated the

presence of cohenite, Fe3C, from the steel, and Fe3Fe4(PO4)6,

the reaction product of the steel with a phosphate fuel additive.

The final Rietveld refinement yielded a quantitative analysis of

26.5 (4) wt% austenite (�-Fe, stainless steel), 47.9 (4) wt% ferrite

(�-Fe, carbon steel), 17.7 (4) wt% quartz (sand/dirt), 2.9 (2) wt%

PbBr2, 2.6 (2) wt% Fe3Fe4(PO4)6 and 2.2 (2) wt% cohenite (Fig.

3.7.8).

Figure 3.7.3
Variation of the unit-cell volume with the magnesium content in
magnesian calcites in the Powder Diffraction File.
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3.7.2.4.4. Isocracker sludge

An isocracker is a refinery unit which simul-

taneously carries out cracking and isomerization

reactions to produce more high-octane gasoline.

A black deposit isolated from such a unit

was surprisingly crystalline (Fig. 3.7.9; files

NALK157.gsas, NALK157.raw and padv.prm).

It was easy to identify small concentrations of

elemental sulfur, pyrrhotite-4M (now called

pyrrhotite-4C), haematite, lepidocrocite and

dolomite, but the major peaks did not match

well those of any entry in the PDF.

It seemed likely that a mineral-related phase

would serve as a structural prototype for an

apparently new phase, so two separate searches

for mineral-related phases with one of their

three strongest peaks in the d-spacing ranges

7.09 � 0.03 and 5.57 � 0.03 Å were combined.

The two hits in the search list were both uranium

minerals. These seemed unlikely in a refinery

deposit(!). Widening the search ranges to 7.09 �
0.10 and 5.57 � 0.07 Å yielded rasvumite,

KFe2S3 (PDF entry 00-033-1018), as the second

entry in the hit list.

The fit to the major peaks in the deposit was

reasonable, but there should not be any potas-

sium in a refinery deposit and none was detected

in a bulk chemical analysis. When the jar

containing the deposit was opened, it smelled

strongly of ammonia. Ammonium and potas-

sium ions are about the same size and often form

isostructural compounds. The infrared spectrum

of the deposit was dominated by bands of

ammonium ions.

The potassium in the structure of rasvumite

(PDF entry 01-083-1322, used as a reference)

was replaced by nitrogen. Analysis of potential

hydrogen-bonding interactions yielded approx-

imate hydrogen positions in the ammonium ion.

These positions were refined using a density-

functional geometry optimization. This model

yielded a satisfactory Rietveld refinement

(Fig. 3.7.10) and the quantitative analysis

45.7 (2) wt% (NH4)Fe2S3, 12.8 (4) wt% S8,

22.0 (6) wt% lepidocrocite (�-FeOOH),

5.5 (5) wt% haematite (�-Fe2O3), 6.6 (3) wt%

pyrrhotite-4C (Fe7S8) and 6.6 (3) wt% dolomite

[CaMg(CO3)2; limestone environmental dust].

The powder pattern and crystal structure of

(NH4)Fe2S3 are now included in the PDF as

entry 00-055-0533.

3.7.2.4.5. Amoxicillin

The amoxicillin powder from a commercial

antibiotic capsule was highly crystalline.

Its powder pattern (files kadu918.gsas, KADU918.

raw, d8v3.prm and KADU921.rd) was matched

well by the PDF entries 00-039-1832 and

00-033-1528 for amoxicillin trihydrate, but there

was an additional peak at a d-spacing of

16.47 Å (5.37˚ 2�). With such a low-angle peak,

it seemed prudent to measure the pattern again
Figure 3.7.6
The four crystalline phases identified in a butane-oxidation catalyst.

Figure 3.7.4
The results of applying a commercial search/match program (Jade 9.5; Materials Data,
2012) to the (background-subtracted, K�2-stripped) powder pattern of a butane-oxidation
catalyst. The first three patterns in the hit list had equivalent figures of merit. The PDF
entries 00-050-0380 and 04-009-2740 had Star quality marks and 04-009-2740 contained the
atomic coordinates necessary for a Rietveld refinement. Additional peaks are apparent.
The phases that give rise to them were identified using the native capabilities of the Powder
Diffraction File.

Figure 3.7.5
Comparison of the low-quality experimental PDF entry 00-047-0967 with the high-quality
calculated pattern 01-074-2749 located by searching the experimental pattern against the
rest of the PDF. The similarity in patterns and chemistry demonstrated that the two phases
were the same and that the coordinates used to calculate entry 01-074-2749 could be used in
a Rietveld refinement of a butane-oxidation catalyst.
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starting at 3˚, and another peak was observed

at d = 24.80 Å (3.56˚ 2�).
A search of the PDF-4/Organics 2013 for

phases having two such peaks among their

longest (lowest-angle) peaks yielded entry 00-

005-0010 for calcium stearate at the top of the

hit list, as well as two lead stearates. We can

safely assume that lead stearate is not

present in a pharmaceutical. Calcium stearate,

however, has its strongest peak at 1.76˚, so

another pattern was measured starting at 1.5˚

2�. This peak is indeed present (Fig. 3.7.11).

The primary literature suggests that the

compound in PDF entry 00-005-0010 is really

calcium stearate monohydrate, and that its

structure (like those of many other stearate

salts) has not yet been determined. The

CSD entry for amoxicillin trihydrate

(AMOXCT10; Boles et al., 1978) contained

some incorrect H-atom positions and was

missing an H atom, so these were corrected

before a Rietveld refinement was carried out.

3.7.2.4.6. Pseudoephedrine

As P. W. Stephens was measuring the

powder pattern of a commercial pseudo-

ephedrine-based decongestant on beamline

X16C at the National Synchrotron Light

Source at Brookhaven National Laboratory,

he noted that extra peaks were present. The

lowest-angle peak was at a d-spacing of

12.73 Å, and other peaks occurred at 5.74,

4.62 (strongest) and 4.407 Å. A search in the

PDF-4/Organics for compounds having the

string ‘ephed’ in the name, a long line at 12.73

� 0.05 Å and a strong line at 4.62 � 0.02 Å

yielded the single hit 00-041-1946, pseudo-

ephedrine hydrochloride, a reasonable im-

purity in pseudoephedrine.

3.7.2.4.7. Commercial multivitamin:
Centrum A to Zn

Commercial multivitamins are challenging

phase-identification problems because they

contain small concentrations of many

different components. The application of a

commercial search/match program to a

pattern of Centrum A to Zn collected on

beamline ID-32 at the Advanced Photon

Source at Argonne National Laboratory

using a wavelength of 0.495850 Å (files

centrum.gsas and id320304.prm) easily iden-

tified brushite, CaHPO4(H2O)2, and sylvite,

KCl (Fig. 3.7.12).

To identify additional phases, 64 peaks with

d > 1.91 Å were picked from the plot and

entered into SIeve+ in the PDF-4/Organics

2013 database. The PDF-4/Organics database

was used to enhance the success in identifying

organic compounds, and the relatively short

d-spacing limit was used to ease the identifi-

Figure 3.7.8
The seven phases identified in the valve deposit from an aircraft engine.

Figure 3.7.9
The phases identified in a deposit from a refinery isocracker. At the time, the (NH4)Fe2S3 was
a new phase, identified by analogy to KFe2S3, rasvumite.

Figure 3.7.7
The four phases identified in a valve deposit from an aircraft engine by automated search/
match methods and guessing based on the appearance of the sample. The pattern has had the
background and K�2 peaks removed.
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cation of the simple inorganic compounds which are often

present in commercial vitamins.

A Hanawalt search using these peaks easily identified iron

fumarate (00-062-1294), szmikite [MnSO4(H2O); 00-033-0906],

l-ascorbic acid (02-063-2295), monetite (CaHPO4; 01-070-0359)

and calcite (CaCO3; 00-005-0586). Note that these hits come from

four different data sources; searches based on just one source

would not have identified all of these compounds.

There were strong high-angle peaks that had not yet been

accounted for at d-spacings of 2.4762, 2.1068, 1.4900 and

1.4783 Å. These four peaks were entered into a new Hanawalt

search, which identified periclase (MgO; 01-071-3631) and zincite

(ZnO; 01-075-9742).

Superimposing the peaks for all of these compounds onto the

raw data made it clear that there were broad peaks in the pattern

at d-spacings of approximately 5.8750, 5.3273, 4.3277 and

3.9217 Å. Since the lowest and highest angles of these four were

the best defined, separate searches for compounds having each of

these peaks as one of their three strongest lines were combined

using a Boolean ‘and’. Among the hit list was cellulose I� (00-060-

1502), which is a common constituent of pharmaceuticals. The

structure model from PDF entry 00-056-1718 was added to the

Rietveld refinement as a ninth phase.

One last peak at 5.9915 Å was unaccounted for. A search for

pharmaceutical-related compounds with this peak as one of the

three strongest included nicotinamide (02-063-5340; niacin or

vitamin B3). Ten phases were thus identified

and these account for all of the peaks in the

pattern.

3.7.3. Cambridge Structural Database (CSD)

Some features of the Cambridge Structural

Database system (CSD; https://www.ccdc.

cam.ac.uk; Groom et al., 2016) are described

in Chapter 22.5 of International Tables for

Crystallography Volume F (Allen et al., 2011).

The CSD contains X-ray and neutron

diffraction analyses of carbon-containing

molecules with up to 1000 atoms (including

hydrogens), including organic compounds,

compounds of the main-group elements,

organometallic compounds and metal

complexes. The CSD covers peptides of up to

24 residues; higher polymers are covered by

the Protein Data Bank. The CSD also covers

mononucleotides, dinucleotides and trinu-

cleotides; higher oligomers are covered by

the Nucleic Acid Database (http://ndbserver.

rutgers. edu). There is a small overlap between

the CSD and the Inorganic Crystal Structure

Database in the area of molecular inorganics.

Capabilities particularly useful for structure

validation are covered in Chapter 4.9 of this

volume. This discussion will not attempt a

comprehensive description of the capabilities

of the CSD, but will concentrate on features

that are particularly relevant to powder

diffraction.

The principal interface to the CSD is the

program ConQuest (Bruno et al., 2002). Its

most distinctive feature is the ability to draw

molecular structures and fragments and carry

out substructure searches. Such searches

eliminate the ambiguities that can arise when

searching by compound name or other text-

based properties. These chemical-connectivity

Figure 3.7.11
Phases identified in amoxicillin powder from a commercial capsule.

Figure 3.7.12
Phases identified by automated search/match in a Centrum A to Zn multivitamin tablet.
Additional phases were identified using the native capabilities of the Powder Diffraction File.

Figure 3.7.10
The final Rietveld plot from refinement of the isocracker deposit.
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searches can include the number of H atoms bonded to a parti-

cular atom, the charge, the number of bonded atoms and whether

the atom is part of a ring. In addition, three-dimensional quan-

tities can be defined, tabulated and analysed. These quantities

can be analysed in Mercury (Macrae et al., 2008) and Mogul

(Bruno et al., 2004). Such analyses are useful for defining

geometrical restraints in a Rietveld refinement. A general prac-

tice is to use the mean and standard deviations directly output by

Mogul for the restraints. It is important to understand the CSD

conventions for defining bond types to obtain successful results.

In ConQuest, searches can be carried out on author and/or

journal name, as well as the normal bibliographic character-

istics. Compounds can be located by chemical and/or common

names, but such searches should be complemented by

chemical-connectivity searches. It is possible to limit the search

universe by chemical class, including carbohydrates, nucleosides

and nucleotides, amino acids, peptides and complexes,

porphyrins, corrins and complexes, steroids, terpenes, alkaloids

and organic polymers. Searches on elements and formulae are

possible, as well as searches on space groups and crystal

systems. Particularly useful in searching for structure analogues

are reduced-cell searches. Queries on Z, Z0 and density are

useful in data mining. Awide variety of searches on experimental

parameters are possible; there is an option to exclude powder

structures. Searches on both pre-defined terms and general text

searches are possible. Particularly convenient for users of the

PDF-4/Organics database is the retrieval of individual refcodes;

the refcode from the PDF entry can be input directly into

ConQuest. Starting with the 2013 release of the PDF-4/Organics

database this link is live; the display of a PDF entry will result in

import of the coordinates from the CSD entry. Boolean opera-

tions can be used to combine search queries in many flexible

ways.

In recent years, many (if not most) single-crystal structures

have been determined at low temperatures, while most powder-

diffraction measurements are made under ambient conditions.

Thermal expansion (often anisotropic) can result in differences

between the observed peak positions and those in a PDF-4/

Organics entry calculated from a CSD entry. For successful phase

identification, larger than default tolerances must often be used

in the search/match process. Transparency effects in pure organic

compounds can also lead to significant peak shifts to lower angles,

as well as significant asymmetry, so wider search windows may be

necessary for phase identification.

3.7.3.1. Mercury

The structure-visualization program Mercury (Macrae et al.,

2008) is available as a free version and as a version with the CSD

which has additional capabilities that are useful for powder

diffraction. Mercury reads and writes a variety of molecular and

crystal structure file formats, but is most commonly used with

CIFs. Structures can be edited, and among the edit options is

Normalize Hydrogens. This is particularly useful to improve the

approximate H-atom positions that are often used in the early

and intermediate stages of a Rietveld refinement. It is always

worth including the H atoms in the structure model (in at least

approximate positions) because better residuals and improved

molecular geometry are obtained.

The Display Symmetry Elements tool is particularly useful for

teaching symmetry. The Display Voids tool is useful in validating

structures after solution. For most materials (zeolites and metal–

organic frameworks are notable exceptions) we do not expect

empty spaces in the crystal structure, so the presence of voids

suggests the presence of an incomplete structure model and/or

errors.

Among the options in the Calculate menu is Powder Pattern.

The calculation can be customized by the user to match the

desired instrumental configuration. The calculated pattern can be

saved in several formats for comparison in the user’s instrument

software. Mercury expects the displacement coefficients to be

given as U values. CIFs can come from many sources and can use

different conventions for the displacement coefficients or may be

missing them entirely. Manual editing of the input CIF is often

required, otherwise strange powder patterns can be calculated.

Among the CSD-Materials/Calculations options is BFDH

morphology (Bravais, 1866; Friedel, 1907; Donnay & Harker,

1937). Although a simple calculation, it is often realistic enough

to suggest the likelihood of profile anisotropy and preferred

orientation, along with expected directions. The calculation can

thus save guessing about preferred directions.

The Structure Overlay and Molecule Overlay options are very

useful for comparing structures quantitatively. There is also an

interface to the semi-empirical code MOPAC, which can also

be a useful tool for assessing structural reasonableness. The

H-Bonds and Short Contacts options are useful in completing a

structure solved using powder data, as often the ‘interesting’

H-atom positions have to be deduced. There is a relatively new

Solid Form menu, which contains several tools for analysing

crystal structures.

3.7.4. Inorganic Crystal Structure Database (ICSD)

The Inorganic Crystal Structure Database (ICSD; https://

icsd.fiz-karlsruhe.de; Bergerhoff & Brown, 1987; Belsky et al.,

2002; Hellenbrandt, 2004) strives to contain an exhaustive

collection of inorganic crystal structures published since 1913,

including their atomic coordinates. It is a joint project between

FIZ Karlsruhe and NIST. The database is accessed through the

online WebICSD or the locally-installed program FINDIT.

Typical interatomic distances in inorganic compounds derived

from the ICSD have been collected in Chapter 9.4 of Interna-

tional Tables for Crystallography Volume C (Bergerhoff &

Brandenburg, 1999). Applications of the ICSD have been

discussed by Kaduk (2002), Behrens & Luksch (2006) and

Allmann & Hinek (2007).

The ICSD began as an inorganic crystal structure database of

published structures with atomic coordinates. The scope was

gradually extended to include intermetallic compounds. Since

2003, FIZ Karlsruhe has started to fill in the gaps, and the aim is

for the ICSD to include all published intermetallic compounds.

Originally the ICSD did not contain structures with C—H or

C—C bonds. After 2003, this rule was modified so that new

entries should not contain both C—H and C—C bonds;

compounds containing tetramethylammmonium and oxalate ions

are now included.

The ICSD contains fully determined structures with atomic

coordinates. Coordinates of light atoms (such as H atoms) or

extra-framework species (such as in zeolites) may be missing.

Structures described as isotypic to other structures, but without

determination of the atomic coordinates, are included using the

coordinates from the corresponding structure-type prototype.

Such entries get a special remark/comment: ‘Cell and Type only

determined by the author(s). Coordinates estimated by the editor

in analogy to isotypic compounds.’ Currently there are more than
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26 000 entries with derived coordinates. At present, the ICSD

contains more than 187 000 entries, including 2033 crystal struc-

tures of elements, 34 785 records for binary compounds, 68 730

records for ternary compounds and 68 083 records for quaternary

and quintenary compounds. About 149 000 entries have been

assigned a structure type; there are currently 9093 structure

prototypes.

Most of the structures contained in the ICSD are from

published journal articles, although private communications are

also accepted. The entries are tested for formal errors, plausibility

and logical consistency. The data are stored as published; the

authors’ settings of space groups are considered to be valuable

information which should not be changed. Only some ‘exotic’

space groups are transformed. In addition, for each entry in

the ICSD the structure is standardized using the program

STRUCTURE TIDY by Gelato & Parthé (1987). The published

cell, standardized cell and reduced cell are all searchable. Since

2003, FIZ Kalrsruhe has been assigning structure-type classifi-

cations (Allmann & Hinek, 2007). In the future, this feature will

enable easier searches for compounds that are closely related in

structure.

3.7.4.1. General features of the ICSD

The chemical name is given in English following IUPAC rules,

with the oxidation state in roman numerals. The formula upon

which the name is based is calculated from all atoms with defined

coordinates. Phase (polymorph) designations are given after a

hyphen. Mineral names and group names are given for all entries

that correspond to minerals. Details of the origin are given after a

hyphen. The formula is coded as a structural formula, which

provides the opportunity to search for typical structure units

(such as SiO4). Such searches can be useful, but can easily miss

structurally similar compounds, and should be used with caution.

The title of the publication is given in English, French or

German. There can be several citations, but an author list is only

given for the first reference. I have encountered truncated author

lists. Authors’ surnames can vary when the original publication

uses a non-roman alphabet. In some cases, the first and last names

of Chinese authors may be interchanged.

The Hermann–Mauguin space-group symbol is given according

to the conventions of International Tables for Crystallography

Volume A. If different origin choices are available, those space

groups with the origin at a centre of symmetry (origin choice 2)

are characterized by an additional ‘z’, while an additional ‘s’ is

used for special origins (origin choice 1). Thus, the space group

for magnetite may be reported as Fd-3mz or Fd-3ms, depending

on which origin the authors used. Since all contemporary Riet-

veld programs use origin choice 2, care must be taken when

importing coordinates.

Along with the fractional coordinates, atom identifiers are

reported. These are principally running numbers and may differ

from those reported by the authors. The oxidation state is given

with a sign. When importing coordinates into a Rietveld program

these oxidation states can influence which scattering factors are

used, and so should be examined by the user. Both site multi-

plicities and Wyckoff positions are generated for all atoms.

The ICSD archives displacement coefficients (both isotropic

and aniostropic) according to what the authors reported.

Isotropic displacement coefficients can be given as either B or U

values and anisotropic coefficients can be given as �, B or U

values (or, in rare cases, using other conventions). Displacement

coefficients imported into a Rietveld program should always be

checked, as it is common for the program to interpret B as U and

vice versa. Such wrong displacement coefficients can make

Rietveld refinements hard to perform. There are a number of

standard remarks and standard test codes; these text fields can be

useful for limiting the universe of the search (such as for neutron-

diffraction structures).

3.7.4.2. Features particularly useful for powder crystallography

A field which is particularly useful for identifying structural

analogues is the ANX formula. This formula is generated

according to the following rules:

(i) H+ is not taken into account, even if coordinates are

available.

(ii) The coordinates of all sites of all other atoms must be

determined.

(iii) Different atom types on the same positions (for example,

in solid solutions) are treated as a single atom type.

(iv) An exception: if cations and anions occupy the same site

they will not be treated as one atom type.

(v) All sites occupied by the same atom type are combined,

unless the oxidation state is different. Thus, Fe2+(Fe3+)2O4

yields AB2X4, while (Fe2.667+)3O4 yields A3X4.

(vi) For each atom type, the multiplicities are multiplied by the

site-occupancy factors and the products are added. The

sums are rounded and divided by the greatest common

divisor.

(vii) If the rounded sum equals zero, all sums are multiplied by a

common factor so that the smallest sum equals unity, so no

element will be omitted.

(viii) Cations are assigned the symbols A–M, neutral atoms are

assigned N–R and anions are assigned X, Y, Z and S–W.

(ix) The symbols are sorted alphabetically and the characters

are assigned according to ascending indices: AB2X4, not

A2BX4.

(x) All ANX symbols with more than four cation symbols,

three neutral atom symbols or three anion symbols are

deleted.

The utility of these symbols is illustrated by the fact that

the three garnets Mg3Al2(SiO4)3, Ca3(Al1.34Fe0.66)Si3O12 and

(Mg2.7Fe0.3)(Al1.7Cr0.3)Si3O12 all yield ANX = A2B3C3X12.

Reduced-cell searches [see International Tables for Crystal-

lography Volume A, Section 3.1.3 (de Wolff, 2016)] are particu-

larly easy to carry out in the ‘Cell’ section of Advanced Searches.

Once a unit cell has been determined by indexing the powder

pattern, it is always worth carrying out a reduced-cell search to

identify potential isostructural compounds using lattice-matching

techniques. It is often wise to first carry out such a search using

relatively narrow tolerances (say, 1% on the lattice parameters)

and then carry out additional searches using larger tolerances.

Systematic searches of the subcells and supercells of a given unit

cell, as could be carried out using the NBS*LATTICE program

with the NIST Crystal Data Identification File (Mighell & Himes,

1986; Mighell, 2003), are not yet implemented.

Under the ‘Crystal Chemistry’ section it is possible to search

for crystal structures that contain bonds between particular atom

types in a distance range. Such searches are particularly valuable

in assessing the chemical reasonableness of crystal structures,

such as the study by Sidey (2013) on the shortest BIII—O bonds.

Because the ICDD Powder Diffraction File ‘01’ entries contain

the ICSD collection code in the comments, searching for the

collection code of a hit in a search/match is particularly easy in

the ‘DB Information’ section. In this way, the relevant ICSD
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entry can be located without any ambiguity and the best structure

for the problem at hand can be used to start the Rietveld

refinement.

3.7.5. Pearson’s Crystal Data (PCD/LPF) (with Pierre Villars and
Karen Cenzual)

3.7.5.1. General information

The Pearson’s Crystal Data database (PCD; Villars & Cenzual,

2013) is an outgrowth of the (Linus) Pauling File (LPF; Villars et

al., 1998; http://www.paulingfile.com), which was designed to

combine crystal structures, phase diagrams and physical proper-

ties under the same computer framework to form a tool useful for

materials design. PCD is the result of a collaboration between

Material Phases Data Systems (Vitznau, Switzerland) and ASM

International (Materials Park, Ohio, USA). The retrieval soft-

ware was developed by Crystal Impact (Bonn, Germany). As

suggested by the name, Pearson’s Crystal Data is a follow-up

product to Pearson’s Handbook: Crystallographic Data for

Intermetallic Phases (Villars & Calvert, 1985, 1991; Villars, 1997).

However, in contrast to the latter, it also covers oxides and

halides, which represent about 80% of the compounds with more

than four chemical elements.

The 2016/2017 release of Pearson’s Crystal Data contains more

than 288 000 data sets for more than 165 300 different chemical

formulae, representing over 53 000 distinct chemical systems. To

achieve this, the editors have processed over 93 500 original

publications; recent literature is surveyed in a cover-to-cover

approach, including about 250 journal titles. Over 153 000 data-

base entries contain refined atom coordinates, as well as isotropic

and/or anisotropic displacement parameters when published,

whereas more than 72 000 data sets contain atom coordinates

corresponding to the structure prototype assigned by the authors

of the original publication or by the database editors. Approxi-

mately 15 000 data sets contain only crystallographic data such as

the lattice parameters and possibly a space group.

When available in the original publications, each data set

contains comprehensive information on the sample-preparation

and experimental procedure, as well as on the stability of the

phase with respect to temperature, pressure and composition.

The presence of plots (cell parameters or diffraction patterns) in

the original paper is indicated, and over 30 000 descriptions of the

variation of the cell parameters as a function of temperature,

pressure or composition are proposed. Roughly 18 300 experi-

mental diffraction patterns are reported.

The Linus Pauling File was designed as a phase-oriented, fully

relational database system. This required the creation of a

‘distinct phases’ table, with internal links between the three parts

of the database. In practice, this means that the senior editors

have evaluated the distinct phases existing in the system for every

chemical system using all information available in the LPF. Each

structure entry in Pearson’s Crystal Data has been linked to such

a distinct phase, which allows a rapid overview of a particular

chemical system.

3.7.5.2. Evaluation procedure

Extensive efforts have been made to ensure the quality and

reliability of the crystallographic data. Pearson’s Crystal Data is

checked for consistency by professional crystallographers,

assisted by an original software package, ESDD (Evaluation,

Standardization and Derived Data), containing more than 60

different modules (Cenzual et al., 2000). The checking is carried

out progressively, level by level. The following checks are made.

Individual database fields:

(i) order of magnitude of numerical values;

(ii) Hermann–Mauguin symbols, Pearson symbols;

(iii) consistency of journal CODEN, year, volume, first page, last

page;

(iv) formatting of chemical formulae;

(v) neutrality of oxides and halides;

(vi) spelling.

Consistency within individual data sets:

(i) atom coordinates, Wyckoff letters, site multiplicities;

(ii) chemical elements in different database fields;

(iii) computed, published values (cell volume, density, absorption

coefficient, d-spacings);

(iv) Pearson symbol, space group, cell parameters;

(v) Bravais lattice, Miller indices;

(vi) site symmetry, anisotropic displacement parameters.

Particular crystal-structure checks:

(i) interatomic distances, sum of atomic radii;

(ii) geometry of functional groups;

(iii) search for overlooked symmetry elements;

(iv) composition from refinement, chemical formula.

Consistency within the database:

(i) comparison of cell-parameter ratios for isotypic entries;

(ii) comparison of atom coordinates for isotypic entries with

refined coordinates;

(iii) comparison of densities;

(iv) thorough search for duplicates, also considering translated

references.

Wherever possible, misprints have been corrected based on

arguments explained in remarks; as a result, more than 13 000

crystallographic data sets are accompanied by at least one

erratum. In other cases remarks drawing the attention to

discrepancies or unexpected features have been added.

The ESDD software package also produces derived data such

as the Niggli reduced cell, equivalent isotropic displacement

parameters, density and formula weight.

3.7.5.3. Standardized crystallographic data

The crystallographic data in Pearson’s Crystal Data are

presented as published, respecting the original site labels, but are

also standardized following the method proposed by Parthé and

Gelato (Parthé & Gelato, 1984, 1985; Parthé et al., 1993). This

second presentation of the same data has been further adjusted

so that compounds crystallizing with the same prototype struc-

ture (isotypic compounds) can be easily compared. It is prepared

in a three-step procedure as follows.

(i) The crystallographic data are checked for the presence of

overlooked symmetry elements. Whenever it is possible to

describe the structure in a higher-symmetry space group, or

with a smaller unit cell, without any approximations, this is

performed.

(ii) In the next step, the crystallographic data are standardized

using the program STRUCTURE TIDY (Gelato & Parthé,

1987).

(iii) The resulting data are compared with the standardized data

of the type-defining data set and, if relevant, adjusted using

an ESDD module based on the program COMPARE

(Berndt, 1994).

For data sets with no published coordinates, the cell parameters

are standardized following the criteria defined for the unit-cell
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and space-group setting. For data sets with unknown space group,

the cell parameters have been standardized assuming the space

group of lowest symmetry in agreement with the Pearson symbol,

e.g. P222 for oP* or o**.

Standardized data are described with respect to the standard

settings described in International Tables for Crystallography

Volume A, with the following additional restraints: inversion

centre at the origin, unique b axis and ‘best’ cell for monoclinic

structures (Parthé & Gelato, 1985), triple-hexagonal cell for

rhombohedral structures or Niggli reduced cell for triclinic

structures. As a consequence, they can easily be incorporated into

any program handling crystallographic data. The systematic

standardization of the crystallographic data also greatly simplifies

the classification of crystal structures into different prototypes.

A conversion tool to standardize cell parameters and/or

compute the Niggli reduced cell is included in the software of

Pearson’s Crystal Data.

3.7.5.4. Consequent prototype assignment

The prototype is a well known concept in inorganic chemistry,

where a large number of compounds often crystallize with very

similar atom arrangements. The compilation Strukturbericht

started to catalogue crystal structures into types named by codes

such as A1, B1 or A15. These notations are still in use; however,

today prototypes are generally referred to by the name of the

compound for which this particular kind of atom arrangement

was first identified, i.e. Cu, NaCl and Cr3Si for the types enum-

erated above. Pearson’s Crystal Data uses a longer notation

which also includes the Pearson symbol and the space-group

number: Cu,cF4,225, NaCl,cF8,225 and Cr3Si,cP8,223. In a few

cases several prototypes correspond to the same code, for

example several polytypes of CdI2 have the same notation. A

similar situation occurs for the wrong and the correct structure

proposals for FeB, which have the same Pearson code and space

group. In these cases a letter is added after the type-defining

compound, for example the correct FeB type will be referred to

as FeB-b,oP8,62.

Each prototype is defined on a particular PCD database entry.

In principle, this data set represents a recent refinement of the

structure of the type-defining compound, but no effort has been

made to find or use the most recent determination.

All of the data sets with published coordinates in Pearson’s

Crystal Data have been classified into prototypes following the

criteria defined in TYPIX (Parthé et al., 1993, 1994). According to

this definition, isotypic compounds must crystallize in the same

space group and have similar cell-parameter ratios; the atoms

should occupy the same Wyckoff positions in the standardized

description and have similar positional coordinates. If all of these

criteria are fulfilled, the atomic environments should be similar.

Note that H+ (protonic hydrogen) is ignored in the assignment of

the prototype as well as in the Wyckoff sequence, Pearson

symbol/code and atomic environments. Isopointal substitution

variants are usually distinguished; however, no distinction is

made between structures with fully and partly occupied atom

sites. At present, 29 470 prototypes are represented.

When possible, a prototype has also been assigned to data sets

without published atom coordinates. The prototype is often

stated in the publication; in other cases the editors have assigned

it. The editor will have added the exact space-group setting to

which the cell parameters refer when this was not published. It is

important to note that a prototype has been assigned at two

different levels. The first is intimately related to the published

data (entry level), whereas the second is assigned at the phase

level and may, in some cases, be inconsistent with the crystallo-

graphic data listed below.

For partly investigated structures, the available structural

information is given using a similar way, for example the

complete Pearson symbol may be replaced by t** (tetragonal) or

cI* (cubic body-centred) and the place of the type-defining

compound is occupied by an asterisk.

3.7.5.5. Assigned atom coordinates

In order to give an approximate idea of the actual structure, a

complete set of positional coordinates and site occupancies is

proposed for data sets where a prototype could be assigned but

the atom coordinates were not determined. The coordinates of

the type-defining entry are proposed as a first approximation.

The atom distribution is inserted by an ESDD module that

compares the chemical formula of the type-defining entry with

the chemical formula of the isotypic compound where the

chemical elements have been reordered by the editor so that the

first element is expected to occupy the same atom sites as the first

element in the type-defining formula, and so on. Depending on

the character of the prototype, substitutions and/or vacancies are

either distributed over all atom sites occupied by the corre-

sponding element or are expected to occur selectively on parti-

cular atom sites.

For this category of database entries, structure drawings,

diffraction patterns and interatomic distances have also been

computed. The structural portion of the database is thus more

extensive than the primary literature.

3.7.5.6. External links

When relevant, the database entries contain links to external

data sources, including ASM International Alloys Phase

Diagrams Centre Online, SpringerMaterials (The Landolt–

Börnstein Database incorporating Inorganic Solid Phases

PAULING FILE Multinaries Edition – 2010 in Springer-

Materials) and the original publication (through https://

www.crossref.org/). A (static) reference to the Powder Diffrac-

tion File entry number is provided for database entries that are

included in the PDF4+ product.

3.7.5.7. Retrievable database fields

In addition to bibliographic (e.g. a particular institute) and

chemical (e.g. sulfates) searches, many characteristics of the

experiment and data processing (e.g. single crystal, neutron

diffraction, range of temperature or reliability factors) or addi-

tional studies (e.g. pressure-dependence studies, magnetic struc-

ture) can be used as search criteria. Published crystal data,

standardized crystal data and the Niggli reduced cells can be

searched, as well as crystallographic classifications such as crystal

class, Pearson symbol, Pearson code, Wyckoff sequence, structure

prototype or structure class. Such searches can be very valuable

in identifying a structural model for a new composition and

saving the work of an ab initio structure determination.

The Quick Search pane includes commonly used searches on

chemical elements (including cations in a particular oxidation

state for oxides and halides), the number of elements and func-

tional groups. The chemical selection (and/or/not) can be

combined with selection on structure prototypes, space-group

numbers and symbols or the crystal system. Retrieval on cell

parameters (with ranges) and bibliographic information is also
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possible and the desired level of structural studies (e.g. complete)

may be specified.

Many more searches can be carried out in the complete Search

Dialog. Particularly useful are searches on atomic environments

and interatomic distances. The atomic environment is defined by

the coordination number, the geometry of the coordination

polyhedron and the identities of the central and peripheral atoms.

Searches on the number of different atomic environment types in

the same structure can also be carried out. Specifying a pair of

elements makes it possible to select a range of interatomic

distances to be included in the search. These histograms are also

useful in assessing the reasonableness of a particular distance in a

Rietveld refinement.

3.7.5.8. Particular software features

All searches use the ‘Perpetual Restraining’ feature, which

updates the selection set in real time as a new query is intro-

duced, so that the progress of the search scheme can easily be

monitored. The complete Search Dialog offers a large variety of

features that make the retrieval and presentation of information

extremely flexible.

The Chemical System Matrix View makes it easy to locate

phases in binary, ternary, quaternary and pseudo-quaternary

systems. The Phases List View collects a selection set into its

‘distinct’ phases. From the individual database entry it is parti-

cularly easy to find all database entries with the same prototype

structure and plot the unit-cell volume as a function of selected

atomic radii. The standard display of an entry includes a short

summary about the phase, structural, bibliographic, experimental

and editorial data, as well as a structure drawing, a powder

pattern and a table of interatomic distances.

The software for producing structure drawings offers the

visualization of atomic environments (coordination polyhedra),

the statistics of interatomic distances and the calculation of

selected distances and angles. Four different models are available

(ball and stick, wires, sticks and space-filling), with on-the-fly

rotation controlled by the mouse. The nearest-neighbour histo-

gram of a selected atom is compared with a statistical plot

containing all distances in the database involving the same

chemical elements, and the atomic environments can be instan-

taneously modified by clicking on the nearest-neighbour histo-

gram.

Powder-diffraction patterns can be computed for any user-

defined wavelength and the visualization includes a tool for

zoom-in/out tracking. Patterns based on published lists of inter-

planar spacings can also be visualized. It is further possible to

export database entries as CIF files, tables (e.g. powder-

diffraction pattern, distances and angles) or graphics (e.g. struc-

ture drawings; BMP, GIF, JPG, PNG, TIFF or Diamond

documents), and individually tailored dossiers can be designed

and printed.

3.7.6. Metals data file (CRYSTMET)

CRYSTMET (White et al., 2002) began as a database of critically

evaluated crystallographic data for metals, including alloys,

intermetallics and minerals, and has grown to include inorganic

compounds in general. It was started in 1960 by Cromer and

Larson at Los Alamos National Laboratory, and its development

was continued by the National Research Council of Canada. In

1996, the production and dissemination was transferred to Toth

Information Systems.

CRYSTMET contains chemical, crystallographic and biblio-

graphic data, together with comments regarding experimental

details for each study. Using these data, a number of associated

data files are generated, with the major one being a file of

calculated powder patterns. Entry into CRYSTMET is via a

number of search screens, including chemistry, bibliographic

information, unit cell and reduced cell, powder patterns (using

the positions of the strongest peaks as input), formula, structure

type, Pearson symbol and space group. The results of queries

reside in sets, which can be further manipulated using logical

operations.

The results are displayed as a series of screens, which include

crystallographic data, distances and angles, and the powder

pattern. There is some ability to customize the calculation of the

powder pattern of an entry; the calculation is performed for

Debye–Scherrer geometry. Included on the Results tabs is a

direct interface to the MISSYM program (Le Page, 1987, 1988),

which searches the reported structure for additional symmetry

elements. This is a very useful tool for detecting missed symmetry.

3.7.7. Protein Data Bank (PDB)

The Protein Data Bank is described in Chapter 24.1 of Inter-

national Tables for Crystallography Volume F (Berman et al.,

2011). Current information is available on the web at https://

www.wwpdb.org/.

3.7.7.1. Powder diffraction by proteins

Although powder-diffraction techniques had been applied to

proteins as long ago as 1936 (Wyckoff & Corey, 1936; Corey &

Wyckoff, 1936), and proof-of-principle experiments had been

carried out (Rotella et al., 1998, 2000), real progress in protein

powder crystallography began with the work of Von Dreele (Von

Dreele, 1998, 1999, 2003; Von Dreele et al., 2000).

Progress in powder crystallography on macromolecules has

been reviewed by Margiolaki & Wright (2008) and is also

discussed in Chapter 7.1 of this volume. Notable studies include

the characterization of the binding of N-acetylglucosamine

oligosaccharides to hen egg-white lysozyme (Von Dreele, 2007a)

and determination of the second SH3 domain of ponsin

(Margiolaki et al., 2007).

As with all powder diffraction, peak overlap ultimately limits

the information available. Multi-pattern strategies to overcome

the overlap problem have been investigated by Von Dreele

(2007b). Multiple-pattern resonant-diffraction experiments

have enabled study of the binding of PtBr6
2� ions to lysozyme

(Helliwell et al., 2010). A bootstrap approach has been used to

determine the structure of bacteriorhodopsin to 7 Å resolution

(Dilanian et al., 2011). Parametric resonant-scattering experi-

ments have been used to determine the secondary structures of

lysozyme derivatives (Basso et al., 2010). Powder-diffraction

experiments have also been used to gain insight into the general

features of a nonstructural protein 3 (nsp3) macro domain

(Papageorgiou et al., 2010).

The structure of a five-residue peptide has been determined ab

initio using laboratory powder data (Fujii et al., 2011). We can

expect further useful results at this interface between small-

molecule and protein powder crystallography.

As is typical in other areas of science, powder diffraction has

proven to be useful in more practical features of protein

processing. It has been used to identify insulin (Norrman et al.,

2006) and GB1 (Frericks Schmidt et al., 2007) polymorphs and
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lot-to-lot variations in lyophilized protein formulations (Hira-

kura et al., 2007), and has been explored for use in structure-

based generic assays (Allaire et al., 2009).

3.7.7.2. Calculation of protein powder patterns (with Kenny Ståhl)

The Powder Diffraction File contains a few experimental

powder patterns of proteins. These include silk fibroin protein

(00-054-1394), tubulin (00-036-1547 and 00-036-1548), insulin

(00-060-1360 through 00-060-1368), tomato bushy stunt virus (00-

003-0001) and tobacco mosaic virus (00-003-0003 and 00-003-

0004). Patterns have not yet been calculated from the structures

in the Protein Data Bank because the calculated intensities

generally fit poorly to those in experimental patterns.

Protein structures in the PDB do not generally contain H-atom

positions, and the contributions from the disordered solvent in

the solvent channels (which is the major source of the discrep-

ancy) is not described (Hartmann et al., 2010). The conventional

Lorentz factor tends to infinity when approaching 2� = 0˚.

Differences in data-collection temperatures and solvent content

between powder and single-crystal specimens often mean that the

lattice parameters differ. The relatively poor scattering from the

protein and the large scattering from the mother liquor and

sample holder result in significant background contributions to

experimental powder patterns.

Optimization of the lattice parameters is generally straight-

forward and is important because most protein crystal structures

are determined at low temperatures, while powder data are

collected under ambient conditions. Protein crystals contain

30–80% disordered solvent. The solvent contribution to the

diffraction pattern is most important for the low-angle powder

data. In conventional protein crystallography several correction

models have been developed (Moews & Kretsinger, 1975; Phil-

lips, 1980; Jiang & Brünger, 1994), but the flat bulk-solvent model

is the simplest one which yields a realistic correction (Jiang &

Brünger, 1994; Hartmann et al., 2010). This model includes two

parameters: ksol, which defines the level of electron density in the

solvent region, and Bsol, which defines the steepness of the border

between the solvent and macromolecular regions. These

parameters are typically refined in contemporary software and

cluster around ksol = 0.35 e Å�3 and Bsol = 46 Å2 (Fokine &

Urzhumtsev, 2002).

The flat bulk-solvent correction can be applied using

phenix.pdbtools (Adams et al., 2010), which requires a PDB

coordinate file and values of ksol and Bsol as input. Average values

can be used, but refined values or values from the Electron

Density Server (EDS; Kleywegt et al., 2004) can improve the

results. The bulk-solvent correction is highly anisotropic, and

both parameters affect the anisotropy.

The ideal H-atom positions can be calculated using

phenix.pdbtools. The solvent and hydrogen contributions to the

pattern can be significant (Fig. 3.7.13).

The Lorentz factor L describes the fraction of a reflection that

is in the diffracting condition. For Bragg–Brentano and Debye–

Scherrer geometries it is given by

L ¼ 1

sin 2�

1

sin �
: ð3:7:3Þ

This equation assumes ideal crystals, resulting in infinitesimally

small reciprocal-lattice points. The true size of the lattice points

depends on the crystallite size and imperfections (strain). This

smearing needs to be included in the Lorentz factor at low angles.

A revised Lorentz factor for protein powder diffraction has been

derived (Hartmann et al., 2010),

Lrev ¼
1

sin 2�

1

sin �

sin2 �

ðsin2 � þ �2�2=12Þ ; ð3:7:4Þ

in which � reflects the distribution of scattering-vector ampli-

tudes. For Guinier geometry these equations become more

complex (Hartmann et al., 2010). Fig. 3.7.14 shows that the

Lorentz factor has a smaller effect than the solvent and H atoms,

but that it is still significant. By applying these corrections it

should be possible for the ICDD editorial staff to calculate useful

powder patterns from PDB entries that could be included in the

Powder Diffraction File.

Separating the background from the diffraction pattern is not

straightforward (Frankaer et al., 2011). Estimation of the back-

ground is greatly assisted by a correct calculated pattern. The

calculated pattern can be scaled to the experimental data

using PROTPOW (http://www.kemi.dtu.dk/english/Research/

PhysicalChemistry/Protein_og_roentgenkrystallografi/Protpow).

Ståhl et al. (2013) have demonstrated that existing search/

match procedures can be used to identify proteins using their

powder patterns, and that powder patterns calculated from

Protein Data Bank coordinates with proper care can be added to

a database and included in the search/match procedure. Several

problems can be foreseen when including large amounts of

protein data into the Powder Diffraction File. It may be worth-

while including powder patterns with several levels of solvent

correction, rather than just an average value. Asymmetry from

instrumental effects and specimen transparency, which can affect

the peak positions, needs to be taken into account. The use of an

average thermal expansion coefficient may be sufficient to

account for the differences in lattice parameters between low-

temperature single-crystal structures and powder patterns

measured under ambient conditions.

Figure 3.7.13
Overview of the trends from the different corrections. The effects are
shown as the relative intensity difference (Inon-corr� Icorr)/Inon-corr plotted
as functions of the scattering angle 2� (using Cu K�1) and resolution d =
�/(2 sin �). The curves are based on average corrections of lysozyme and
insulin data. Inon-corr is the raw intensity from a calculated pattern which
has only been Lorentz corrected. The geometric correction curve was
calculated using � = 0.045 Å�1. From Hartmann et al. (2010).
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3.7.8. Crystallography Open Database (COD) (with Saulius
Gražulis)

The Crystallography Open Database (COD) project (http://

www.crystallography.net/cod/; Gražulis et al., 2009, 2012) aims at

collecting in a single open-access database all organic, inorganic

and organometallic structures, except for the structures of

biological macromolecules, which are available in the Protein

Data Bank (Berman et al., 2003, 2011). The database was founded

by Armel Le Bail, Lachlan Cranswick, Michael Berndt, Luca

Lutterotti and Robert M. Downs in February 2003 as a response

to Michael Berndt’s letter published on the Structure Determi-

nation by Powder Diffractometry (SDPD) mailing list (Berndt,

2003). Since December 2007, the main database server has been

maintained and new software has been developed by Saulius

Gražulis and Andrius Merkys at the Institute of Biotechnology of

Vilnius University (VU). Currently, the database includes more

than 376 000 entries describing structures of small molecules and

small-to-medium-sized unit-cell materials as published in IUCr

journals and other major crystallographic and peer-reviewed

journals, as well as contributions by crystallographers from major

laboratories. Most of the mineral data are obtained from the

American Mineralogist Structure Database (Rajan et al., 2006)

and are donated by its maintainer and COD co-founder Robert

M. Downs.

The database is an internet resource (Fig. 3.7.15) with data-

search and download capabilities designed by Armel Le Bail and

Michael Berndt. In addition, registered users may deposit new

data, whether from previous publications or as personal

communications, using the deposition web site designed at VU by

Figure 3.7.15
(a) The website and search interface of the Crystallography Open
Database (COD) permits searches of crystallographic data by a range of
parameters and unrestricted retrieval of the found data. (b) Data can be
viewed online in the interactive Jmol applet (Hanson, 2010, 2013) or
downloaded for further processing either one record at a time or in bulk.

Figure 3.7.14
Calculated and experimental powder patterns for (a) lysozyme, (b)
trigonal insulin and (c) cubic insulin. The calculated patterns (blue) are
corrected for bulk-solvent and geometrical effects using the revised
Lorentz factor. From Hartmann et al. (2010).
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Saulius Gražulis, Justas Butkus and Andrius Merkys. The

deposition software performs rigorous checks of syntax and

semantics.

The COD website allows searching on COD numerical iden-

tifier, unit-cell parameters, chemical composition and biblio-

graphic data. Substructure searches using SMILES and SMARTS

strings have been implemented. The free software package

OpenBabel (O’Boyle et al., 2011; Hutchison, 2007) is used for

both the CIF-to-SMILES transformation and the actual

search.

The retrieved records can be viewed online or downloaded for

further processing. For massive data mining, COD permits

downloads and updates of the whole database using Subversion,

Rsync or http protocols. The ease of access to the COD data and

its open nature has spurred the use of this resource for software

testing (Grosse-Kunstleve & Gildea, 2011), teaching (Moeck,

2004) and research (First & Floudas, 2013). Multiple mirrors

around the globe (Quirós-Olozábal, 2006; Gražulis, 2007; Moeck,

2007a; Chateigner, 2010) ensure data preservation, provide off-

site backups, offer improved search interfaces (Moeck, 2007b)

and increase reliability.

For the powder-diffraction community, the COD is interesting

not only as an archive of structures solved by powder-diffraction

methods, but also as a possibility for use in search/match proce-

dures to identify crystalline compounds. Recently, the develop-

ment of an open full-pattern search/match internet tool was

launched by the COD developers. It allows phase quantifications

from X-ray, neutron and electron powder patterns (with high- or

medium-resolution instruments) provided that the structures are

already in the COD. This tool is particularly suited to nano-

crystalline powders, in which severe line broadening appears,

precluding phase identification from only peak positions

(Lutterotti et al., 2012). COD-derived databases are also offered

for software produced by several diffractometer vendors

(Rigaku, 2011; PANalytical, 2012a,b; Bruker, 2013). In addition

to the COD, searches and matches can be performed against its

sister database, the PCOD, which contains structures predicted

by the GRINSP program (Le Bail, 2005) and hypothetical

zeolites (Pophale et al., 2013). The power of such an approach is

demonstrated by PCOD entry 3102887 (formulated as SiO2). It

was recently identified as corresponding structurally to a new

phosphorus(V) oxonitride polymorph �-PON (Baumann et al.,

2012).

3.7.9. Other internet databases

Other useful databases include the following:

(i) The American Mineralogist Crystal Structure Database

(http://rruff.geo.arizona.edu/AMSamcsd.php).

(ii) The Mineralogy Database (http://webmineral.com).

(iii) MinCryst (http://database.iem.ac.ru/mincryst/index.php).

(iv) The International Zeolite Association Database of Zeolite

Structures (http://www.iza-structure.org/databases).

(v) The Incommensurate Structures Database (http://

webbdcrista1.ehu.es/incstrdb/).

(vi) The Nucleic Acid Database (http://ndbserver.rutgers.edu).

I thank Timothy G. Fawcett and Cyrus Crowder of the Inter-

national Centre for Diffraction Data, Colin Groom of CCDC,

Stephan Ruehl of FIZ Karlsruhe, Pierre Villars and Karen

Cenzual of Material Phases Data Systems, and Saulius Gražulis of

Vilnius University Institute of Biotechnology for their valuable

comments and additions.
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Gražulis, S., Daškevič, A., Merkys, A., Chateigner, D., Lutterotti, L.,
Quirós, M., Serebryanaya, N. R., Moeck, P., Downs, R. T. & Le Bail, A.
(2012). Crystallography Open Database (COD): an open-access
collection of crystal structures and platform for world-wide collabora-
tion. Nucleic Acids Res. 40, D420–D427.

Groom, C. R., Bruno, I. J., Lightfoot, M. P. & Ward, S. C. (2016). The
Cambridge Structural Database. Acta Cryst. B72, 171–179.

Grosse-Kunstleve, R. & Gildea, R. (2011). Computational Crystallo-
graphy Initiative: COD stats. http://cci.lbl.gov/cod_stats.

Hanawalt, J. D. (1983). History of the Powder Diffraction File (PDF).
Crystallography in North America, edited by D. McLachlan & J. P.
Glusker, pp. 215–219. Buffalo: American Crystallographic Associa-
tion.

Hanawalt, J. D. (1986). Manual search/match methods for powder
diffraction in 1986. Powder Diffr. 1, 7–13.

Hanawalt, J. D. & Rinn, H. W. (1936). Identification of crystalline
materials. Ind. Eng. Chem. Anal. Ed. 8, 244–247.

Hanawalt, J. D., Rinn, H. W. & Frevel, L. K. (1938). Chemical analysis by
X-ray diffraction. Ind. Eng. Chem. Anal. Ed. 10, 457–512.

Hanson, R. M. (2010). Jmol – a paradigm shift in crystallographic
visualization. J. Appl. Cryst. 43, 1250–1260.

Hanson, R. M. (2013). Jmol: an open-source Java viewer for chemical
structures in 3D. http://www.jmol.org.

Harju, P. & Pasek, P. (1983). Vanadium–hydrogen–phosphorus–oxygen
catalytic material. US Patent 4374756; PDF entry 00-047-0967.

Hartmann, C. G., Nielsen, O. F., Ståhl, K. & Harris, P. (2010). In-house
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3.8. Clustering and visualization of powder-diffraction data

C. J. Gilmore, G. Barr and W. Dong

3.8.1. Introduction

In high-throughput crystallography, crystallization experiments

using robotics coupled with automatic sample changers and two-

dimensional (2D) detectors can generate and measure over 1000

powder-diffraction patterns on a series of related compounds,

often polymorphs or salts, in a day (Storey et al., 2004). It is also

possible to simultaneously measure spectroscopic data, especially

Raman (Alvarez et al., 2009). The analysis of these patterns poses

a difficult statistical problem: a need to classify the data by

putting the samples into clusters based on diffraction-pattern

similarity so that unusual samples can be readily identified. At

the same time, suitable visualization tools to help in the data-

classification process are required; the techniques of classification

and visualization go hand-in-hand. Interestingly, the techniques

developed for large data sets with poor-quality data also have

great value when looking at smaller data sets, and the visualiza-

tion tools developed for high-throughput studies are especially

useful when looking at phase transitions, mixtures etc.

In this chapter the methods for comparing whole patterns will

be described. The mathematics of cluster analysis will then be

explained, followed by a discussion of the associated visualization

tools. Examples using small data sets from pharmaceuticals,

inorganics and phase transitions will be given; the techniques

used can be readily scaled up for handling large, high-throughput

data sets. The same methods also work for spectroscopic data and

the use of such information with and without powder X-ray

diffraction (PXRD) data will be discussed. Finally, the use of

visualization tools in quality control is demonstrated.

3.8.2. Comparing 1D diffraction patterns

Comparing 1D diffraction patterns or spectra cannot be done by

simply using the peaks and their relative intensities for a number

of reasons:

(1) The accurate determinations of the peak positions may be

difficult, especially in cases where peak overlap occurs or

there is significant peak asymmetry.

(2) The hardware and the way in which the sample is prepared

can also affect the d-spacing (or 2� value) that is recorded for
the peak. Shoulders to main peaks and broad peaks can also

be problematic.

(3) There is a subjective element to deciding how many peaks

there are in the pattern, especially for weak peaks and noisy

data.

(4) Weak peaks may be discarded. This can affect the quantita-

tive analysis of mixtures if one component diffracts weakly or

is present only in small amounts.

(5) Differences in sample preparation and instrumentation can

lead to significant differences in the powder-diffraction

patterns of near-identical samples.

(6) Preferred orientation may be present: this is a very difficult

and common problem.

(7) The reduction of the pattern to point functions can also make

it difficult to design effective algorithms.

In order to use the information contained within the full

profile, algorithms are required that utilize each measured data

point in the analysis. We use two correlation coefficients for the

purpose of comparing PXRD patterns: the Pearson and the

Spearman coefficients.

3.8.2.1. Spearman’s rank order coefficient

Consider two diffraction patterns, i and j, each with nmeasured

points n((x1, y1), . . . , (xn, yn)). These are transformed to ranks

R(xk) and R(yk). The Spearman test (Spearman, 1904) then gives

a correlation coefficient (Press et al., 2007),

Rij ¼

Xn

k¼1
RðxkÞRðykÞ � n

nþ 1

2

� �2

Xn

k¼1
RðxkÞ2 � n

nþ 1

2

� �2
 !1=2 Xn

k¼1
RðykÞ2 � n

nþ 1

2

� �2
 !1=2

;

ð3:8:1Þ
where �1 � Rij � 1.

3.8.2.2. Pearson’s r coefficient

Pearson’s r is a parametric linear correlation coefficient widely

used in crystallography. It has a similar form to Spearman’s test,

except that the data values themselves, and not their ranks, are

used:

rij ¼
Pn

k¼1
xk � xð Þ yk � yð Þ

Pn

k¼1
xk � xð Þ2 P

n

k¼1
yk � yð Þ2

� �1=2 ; ð3:8:2Þ

where x and y are the means of intensities taken over the full

diffraction pattern. Again, r can lie between �1.0 and +1.0.

Fig. 3.8.1 shows the use of the Pearson and Spearman corre-

lation coefficients (Barr et al., 2004a). In Fig. 3.8.1(a) r = 0.93 and

R = 0.68. The high parametric coefficient arises from the perfect

match of the two biggest peaks, but the much lower Spearman

coefficient acts as a warning that there are unmatched regions in

the two patterns. In Fig. 3.8.1(b) the situation is reversed: r = 0.79,

whereas R = 0.90, and it can be seen that there is a strong measure

of association with the two patterns, although there are some

discrepancies in the region 15–35�. In Fig. 3.8.1(c) r = 0.66 and

R = 0.22; in this case the Spearman test is again warning of

missing match regions. Thus, the use of the two coefficients

acts as a valuable balance of their respective properties when

processing complete patterns. The Spearman coefficient is also

robust in the statistical sense and useful in the case of preferred

orientation.

3.8.2.3. Combining the correlation coefficients

Correlation coefficients are not additive, so it is invalid to

average them directly; they need to be transformed into the

Fisher Z value to give

International Tables for Crystallography (2019). Vol. H, Chapter 3.8, pp. 325–343.
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�ij ¼ tanh tanh�1Rij þ tanh�1rij
� �

=2
� �

: ð3:8:3Þ

3.8.2.4. Full-profile qualitative pattern matching

Before performing pattern matching, some data pre-processing

may be necessary. In order not to produce artefacts, this should

be minimized. Typical pre-processing activities are:

(1) The data are normalized such that the maximum peak

intensity is 1.0.

(2) The patterns need to be interpolated if necessary to have

common increments in 2�. High-order polynomials using

Neville’s algorithm can be used for this (Press et al., 2007).

(3) If backgrounds are large they should be removed. High-

throughput data are often very noisy because of low counting

times and the sample itself. If this is the case, smoothing of the

data can be carried out. The SURE (Stein’s Unbiased Risk

Estimate) thresholding procedure (Donoho & Johnstone,

1995; Ogden, 1997) employing wavelets is ideal for this task

since it does not introduce potentially damaging artefacts, for

example ringing around peaks (Barr et al., 2004a; Smrčok et

al., 1999).

After pre-processing, which needs to be carried out in an

identical way for each sample, the following steps are carried out:

(1) The intersecting 2� range of the two data sets is calculated,

and each of the pattern correlation coefficients is calculated

using only this region.

(2) A minimum intensity is set, below which profile data are set

to zero. This reduces the contribution of background noise to

the matching process without reducing the discriminating

power of the method. We usually set this to 0.1Imax as a

default, where Imax is the maximum measured intensity.

(3) The Pearson correlation coefficient is calculated.

(4) The Spearman R is computed in the same way.

(5) An overall � value is calculated using (3.8.3).

(6) A shift in 2� values between patterns is often observed,

arising from equipment settings and data-collection proto-

cols. Three possible simple corrections are

� 2�ð Þ ¼ a0 þ a1 cos �; ð3:8:4Þ
which corrects for the zero-point error via the a0 term and, via

the a1 cos � term, for varying sample heights in reflection

mode, or

� 2�ð Þ ¼ a0 þ a1 sin �; ð3:8:5Þ
which corrects for transparency errors, for example, and

� 2�ð Þ ¼ a0 þ a1 sin 2�; ð3:8:6Þ
which provides transparency coupled with thick specimen

error corrections, where a0 and a1 are constants that can be

determined by shifting patterns to maximize their overlap as

measured by �. It is difficult to obtain suitable expressions for

the derivatives @a0=@�ij and @a1=@�ij for use in the optimiza-

tion, so we use the downhill simplex method (Nelder &

Mead, 1965), which does not require their calculation.

3.8.2.5. Generation of the correlation and distance matrices

Using equation (3.8.3), a correlation matrix is generated in

which a set of n patterns is matched with every other to give a

symmetric (n � n) correlation matrix q with unit diagonal. The

matrix q can be converted to a Euclidean distance matrix, d, of

the same dimensions via

d ¼ 0:5 1:0� qð Þ ð3:8:7Þ

or a distance-squared matrix,

D ¼ 0:25 1� qð Þ2 ð3:8:8Þ

for each entry i, j in d, 0:0 � dij � 1:0. A correlation coefficient of

1.0 translates to a distance of 0.0, a coefficient of �1.0 to 1.0, and

zero to 0.5. There are other methods of generating a distance

matrix from q (see, for example, Gordon, 1981, 1999), but we

have found this to be both simple and as effective as any other.

For other purposes a dissimilarity matrix s is also needed,

whose elements are defined via

sij ¼ 1� dij=d
max; ð3:8:9Þ

where dmax is the maximum distance in matrix d. A dissimilarity

matrix, d, is also generated with elements

�ij ¼ dij=d
max
ij : ð3:8:10Þ

Figure 3.8.1
The use of the Pearson (r) and Spearman (R) correlation coefficients to
quantitatively match powder patterns: (a) r = 0.93, R = 0.68; (b) r = 0.79,
R = 0.90; (c) r = 0.66, R = 0.22.
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In some cases it can be advantageous to use I1/2 in the distance-

matrix generation; this can enhance the sensitivity of the clus-

tering to weak peaks (Butler et al., 2019).

3.8.3. Cluster analysis

Cluster analysis uses d (or s, or d) to partition the patterns into

groups based on the similarity of their diffraction profiles.

Associated with cluster are a number of important ancillary

techniques all of which will be discussed here. A flowchart of

these methods is shown in Fig. 3.8.4.

3.8.3.1. Dendrograms

Using d and s, agglomerative, hierarchical cluster analysis is

now carried out, in which the patterns are put into clusters as

defined by their distances from each other. [Gordon (1981, 1999)

and Everitt et al. (2001) provide excellent and detailed intro-

ductions to the subject. Note that the two editions of Gordon’s

monograph are quite distinct and complementary.] The method

begins with a situation in which each pattern is considered to be

in a separate cluster. It then searches for the two patterns with the

shortest distance between then, and joins them into a single

cluster. This continues in a stepwise fashion until all the patterns

form a single cluster. When two clusters (Ci and Cj) are merged,

there is the problem of defining the distance between the newly

formed cluster Ci [ Cj and any other cluster Ck. There are a

number of different ways of doing this, and each one gives rise

to a different clustering of the patterns, although often the

difference can be quite small. A general algorithm has been

proposed by Lance & Williams (1967), and is summarized in a

simplified form by Gordon (1981). The distance from the new

cluster formed by merging Ci and Cj to any other cluster Ck is

given by

dðCi [ Cj; CkÞ ¼ �idðCi;CkÞ þ �jdðCj;CkÞ þ �dðCi;CjÞ
þ � dðCi;CkÞ � dðCj;CkÞ

		 		: ð3:8:11Þ
There are many possible clustering methods. Table 3.8.1 defines

six commonly used clustering methods, defined in terms of the

parameters �, � and �. All these methods can be used with

powder data; in general, the group-average-link or single-link

formalism is the most effective, although differences between the

methods are often slight.

The results of cluster analysis are usually displayed as a

dendrogram, a typical example of which is shown in Fig. 3.8.6(a),

where a set of 13 powder patterns is analysed using the centroid

method. Each pattern begins at the bottom of the plot as a

separate cluster, and these amalgamate in stepwise fashion linked

by horizontal tie bars. The height of the tie bar represents a

similarity measure as measured by the relevant distance. As an

indication of the differences that can be expected in the various

algorithms used for dendrogram generation, Fig. 3.8.6(e) shows

the same data analysed using the single-link method: the resulting

clustering is slightly different: the similarity measures are larger,

and, in consequence, the tie bars are higher on the graph. [For

further examples see Barr et al. (2004b,c) and Barr, Dong,

Gilmore & Faber (2004).]

3.8.3.2. Estimating the number of clusters

An estimate of the number of clusters present in the data set is

needed. In terms of the dendrogram, this is equivalent to ‘cutting

the dendrogram’ i.e. the placement of a horizontal line across it

such that all the clusters as defined by tie lines above this line

remain independent and unlinked. The estimation of the number

of clusters is an unsolved problem in classification methods. It is

easy to see why: the problem depends on how similar the patterns

need to be in order to be classed as the same, and how much

variability is allowed within a cluster. We use two approaches:

(a) eigenvalue analysis of matrices q and A, and (b) those based

on cluster analysis.

Eigenvalue analysis is a well used technique: the eigenvalues of

the relevant matrix are sorted in descending order and when a

fixed percentage (typically 95%) of the data variability has been

accounted for, the number of eigenvalues is selected. This is

shown graphically via a scree plot, an example of which is shown

in Fig. 3.8.2.

Table 3.8.1
Six commonly used clustering methods

For each method, the coefficients �i, � and � in equation (3.8.11) are given.

Method �i � �

Single link 1
2 0 �1

2

Complete link 1
2 0 1

2

Average link ni/(ni + nj) 0 0

Weighted-average link 1
2 0 0

Centroid ni/(ni + nj) �ninj/(ni + nj)
2 0

Sum of squares (ni + nk)/(ni + nj + nk) �nk/(ni + nj + nk) 0

Figure 3.8.2
Four different methods of estimating the number of clusters present in a
set of 23 powder patterns for the drug doxazosin. A total of five
polymorphs are present, as well as two mixtures of these polymorphs.
(a) A scree plot from the eigenvalue analysis of the correlation matrix;
(b) the use of the C test (the coefficients have been multiplied by 100.0),
which gives an estimate of five clusters using its local maximum. The �
test estimates that there are seven clusters and the CH test has a local
maximum at seven clusters. Numerical details are given in Table 3.8.2.
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We carry out eigenvalue analysis on the following:

(1) Matrix q.

(2) Matrix A, as described in Section 3.8.3.3.

(3) A transformed form of q in which q is standardized to give qs
in which the rows and columns have zero mean and unit

variance. The matrix qsq
T
s is then computed and subjected to

eigenanalysis. It tends to give a lower estimate of cluster

numbers than (1).

The most detailed study on cluster counting is that of Milligan

& Cooper (1985), and is summarized by Gordon (1999). From

this we have selected three tests that seem to operate effectively

with powder data:

(4) The Calinški & Harabasz (1974) (CH) test:

CHðcÞ ¼ B


c� 1ð Þ� �


W


n� cð Þ� �

: ð3:8:12Þ
A centroid is defined for each cluster. W denotes the total

within-cluster sum of squared distances about the cluster

centroids, and B is the total between-cluster sum of squared

distances. Parameter c is the number of clusters chosen to

maximize CH.

(5) Avariant of Goodman & Kruskal’s (1954) � test, as described
by Gordon (1999). The dissimilarity matrix is used. A

comparison is made between all the within-cluster dissim-

ilarities and all the between-cluster dissimilarities. Such a

comparison is marked as concordant if the within-cluster

dissimilarity is less than the between-cluster dissimilarity, and

discrepant otherwise. Equalities, which are unusual, are

disregarded. If S+ is the number of concordant and S� the

number of discrepant comparisons, then

� cð Þ ¼ Sþ � S�
� �


Sþ þ S�
� �

: ð3:8:13Þ
Amaximum in � is sought by an appropriate choice of cluster
numbers.

(6) The C test (Milligan & Cooper, 1985). This chooses the value

of c that minimizes

C cð Þ ¼ WðcÞ �Wmin

� �

Wmax �Wminð Þ: ð3:8:14Þ

W(c) is the sum of all the within-cluster dissimilarities. If the

partition has a total of r such dissimilarities, then Wmin is the

sum of the r smallest dissimilarities andWmax is the sum of the

r largest.

The results of tests (4)–(6) depend on the clustering method

being used. To reduce the bias towards a given dendrogram

method, these tests are carried out on four different clustering

methods: the single-link, the group-average, the sum-of-

squares and the complete-link methods. Thus there are 12 semi-

independent estimates of the number of clusters from clustering

methods, and three from eigenanalysis, making 15 in all.

A composite algorithm is used to combine these estimates. The

maximum and minimum values of the number of clusters (cmax

and cmin, respectively) given by the eigenanalysis results [(1)–(3)

above] define the primary search range; tests (4)–(6) are then

used in the range minðcmax þ 3; nÞ � c � maxðcmin � 3; 0Þ to find

local maxima or minima as appropriate. The results are averaged,

any outliers are removed, and a weighted mean value is taken of

the remaining indicators, then this is used as the final estimate of

the number of clusters. Confidence levels for c are also defined by

the estimates of the maximum and minimum cluster numbers

after any outliers have been removed.

A typical set of results for the PXRD data from 23 powder

patterns for doxazosin (an anti-hypertension drug) in which five

polymorphs are present, as well as two mixtures of polymorphs, is

shown in Fig. 3.8.2(a) and (b) (see also Table 3.8.2). The scree

plot arising from the eigenanalysis of the correlation matrix

indicates that 95% of the variability can be accounted for by five

components, and this is shown in Fig. 3.8.2(a). Eigenvalues from

other matrices indicate that four clusters are appropriate. A

search for local optima in the CH, � and C tests is then initiated in

the range 2–8 possible clusters. Four different clustering methods

are tried, and the results indicate a range of 4–7 clusters. There

are no outliers, and the final weighted mean value of 5 is calcu-

lated. As Fig. 3.8.2(b) shows, the optimum points for the C and �
tests are often quite weakly defined (Barr et al., 2004b).

3.8.3.3. Metric multidimensional scaling

This is, in its essentials, the particle-in-a-box problem. Each

powder pattern is represented as a single sphere, and these

spheres are placed in a cubic box of unit dimensions such that the

positions of the spheres reproduce as closely as possible the

distance matrix, d, generated from correlating the patterns. The

spheres have an arbitrary orientation in the box.

To do this, the (n � n) distance matrix d is used in conjunction

with metric multidimensional scaling (MMDS) to define a set of p

underlying dimensions that yield a Euclidean distance matrix,

dcalc, whose elements are equivalent to or closely approximate the

elements of d.

The method works as follows (Cox & Cox, 2000; Gower, 1966;

Gower & Dijksterhuis, 2004).

The matrix d has zero diagonal elements, and so is not positive

semidefinite. A positive definite matrix, A(n � n) can be

constructed, however, by computing

A ¼ � 1

2
In �

1

n
ini
0
n

� �
D In �

1

n
ini
0
n

� �
; ð3:8:15Þ

where In is an (n � n) identity matrix, in is an (n � 1) vector of

unities and D is defined in equation (3.8.8). The matrix

½In � ð1=nÞini0n� is called a centring matrix, since A has been

derived from D by centring the rows and columns.

The eigenvectors v1, v2, . . . , vn and the corresponding eigen-

values �1, �2, . . . , �n are then obtained. A total of p eigenvalues of

A are positive and the remaining (n � p) will be zero. For the p

Table 3.8.2
Estimate of the number of clusters for the 23 sample data set for
doxazosin

There are five polymorphs present, plus two mixtures of these polymorphs. The
maximum estimate is 7; the minimum estimate is 4; the combined weighted
estimate of the number of clusters is 6, and the median value is 5. The dendrogram
cut level is set to give 5 clusters, and the lower and upper confidence limits are 4
and 7, respectively.

Method
No. of
clusters

Principal-component analysis (non-transformed
matrix)

5

Principal-component analysis (transformed matrix) 4
Multidimensional metric scaling 4
� statistic using single linkage 7
CH statistic using single linkage 7
C statistic using single linkage —
� statistic using group averages 7
CH statistic using group averages 5
C statistic using group averages —
� statistic using sum of squares —
CH statistic using sum of squares 5
C statistic using sum of squares —
� statistic using complete linkage —
CH statistic using complete linkage 5
C statistic using complete linkage —
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non-zero eigenvalues a set of coordinates can be defined via the

matrix X(n � p),

X ¼ V�1=2; ð3:8:16Þ
where K is the vector of eigenvalues.

If p = 3, then we are working in three dimensions, and the

X(n� 3) matrix can be used to plot each pattern as a single point

in a 3D graph. This assumes that the dimensionality of the

problem can be reduced in this way while still retaining the

essential features of the data. As a check, a distance matrix dcalc

can be calculated fromX(n� 3) and correlated with the observed

matrix d using both the Pearson and Spearman correlation

coefficients. In general the MMDS method works well, and

correlation coefficients greater than 0.95 are common. For large

data sets this can reduce to �0.7, which is still sufficiently high to

suggest the viability of the procedure. Parallel coordinates based

on the MMDS analysis can also be used, and this is discussed in

Sections 3.8.4.2.1 and 3.8.4.2.2.

There are occasions in which the underlying dimensionality of

the data is 1 or 2, and in these circumstances the data project onto

a plane or a line in an obvious way without any problems.

An example of an MMDS plot is shown in Fig. 3.8.6(b), which

is linked to the dendrogram in Fig. 3.8.6(a).

3.8.3.4. Principal-component analysis

It is also possible to carry out principal-component analysis

(PCA) on the correlation matrix. The eigenvalues of the corre-

lation matrix can be used to estimate the number of clusters

present via a scree plot, as shown in Fig. 3.8.2(a), and the

eigenvectors can be used to generate a score plot, which is an

X(n � 3) matrix and can be used as a visualization tool in exactly

the same way as the MMDS method to indicate which patterns

belong to which class. Score plots traditionally use two compo-

nents with the data thus projected on to a plane; we use 3D plots

in which three components are represented. In general, we find

that the MMDS representation of the data is nearly always

superior to the PCA analysis for powder and spectroscopic data.

3.8.3.5. Choice of clustering method

It is possible to use the MMDS plot (or, alternatively, PCA

score plots) to assist in the choice of clustering method, since the

two methods operate semi-independently. The philosophy here is

to choose a technique that results in the tightest, most isolated

clusters as follows:

(1) The MMDS formalism is used to derive a set of three-

dimensional coordinates stored in matrix X(n � 3).

(2) The number of clusters, c, is estimated as described in Section

3.8.3.2.

(3) Each of six dendrogram methods (see Table 3.8.1) is

employed in turn, stopping when c clusters have been

generated. Each entry in X can now be assigned to a cluster.

(4) A sphere is drawn around each point in X and the average

between-cluster overlap of the spheres is calculated for each

of the N clusters C1 to CN. If the total number of overlaps is

m, this can be written as

S ¼
Xn

i¼1

Xn

j¼1;n
j6¼i

Z

V

si2Ci
sj2Cj

ds

� ��
m: ð3:8:17Þ

If the clusters are well defined then S should be a minimum.

Conversely, poorly defined clusters will tend to have large

values of S. In the algorithm used in PolySNAP (Barr, Dong

& Gilmore, 2009) and DIFFRAC.EVA (Bruker, 2018), the

sphere size depends on the number of diffraction patterns.

(5) The tightness of each cluster is also estimated by computing

the mean within-cluster distance. This should also be a

minimum for well defined, tight clusters.

(6) The mean within-cluster distance from the centroid of the

cluster can also be computed, which should also be a

minimum.

(7) Steps (4)–(6) are repeated using coordinates derived from

PCA 3D score plots.

(8) Tests (4)–(7) are combined in a weighted, suitably scaled

mean to give an overall figure of merit (FOM); the minimum

is used to select which dendrogram method to use (Barr et al.,

2004b).

3.8.3.6. The most representative sample

Similar techniques can be used to identify the most repre-

sentative sample in a cluster. This is defined as the sample that

has the minimum mean distance from every other sample in the

clusters, i.e. for cluster J containing m patterns, the most repre-

sentative sample, i, is defined as that which gives

min
Xm

j¼1
i;j2J

dði; jÞ=m

0

B@

1

CA: ð3:8:18Þ

The most representative sample is useful in visualization and can,

with care, be used to create a database of known phases (Barr et

al., 2004b).

3.8.3.7. Amorphous samples

Amorphous samples are an inevitable consequence of high-

throughput experiments, and need to be handled correctly if they

are not to lead to erroneous indications of clustering. To identify

amorphous samples the total background for each pattern is

estimated and its intensity integrated; the integrated intensity of

the non-background signal is then calculated. If the ratio falls

below a preset limit (usually 5%, but this may vary with the type

of samples under study) the sample is treated as amorphous. The

distance matrix is then modified so that each amorphous sample

is given a distance and dissimilarity of 1.0 from every other

sample, and a correlation coefficient of zero. This automatically

excludes the samples from the clustering until the last amalga-

mation steps, and also limits their effect on the estimation of the

number of clusters (Barr et al., 2004b). Of course, the question of

amorphous samples is not a binary (yes/no) one: there are usually

varying degrees of amorphous content, which further complicates

matters.

3.8.4. Data visualization

3.8.4.1. Primary data visualization

It is important when dealing with large data sets to have

suitable visualization tools. These tools are also a valuable

resource for exploring smaller data sets. This methodology

provides four primary aids:

(1) A pie chart is produced for each sample, corresponding to the

sample wells used in the data-collection process, in which

each well is given a colour as defined by the dendrogram. If

mixtures of known phases are detected, the pie charts give

the relative proportions of the pure samples as estimated by

quantitative analysis (see Section 3.8.7).
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(2) The dendrogram gives the clusters, the degree of association

within the clusters and the differential between a given

cluster and its neighbours. Different colours are used to

distinguish each cluster. The cut line is also drawn along with

the associated confidence levels. The dendrogram is the

primary visualization tool.

(3) The MMDS method reproduces the data as a 3D plot in

which each point represents a single powder pattern. The

colour for each point is taken from the dendrogram. The most

representative sample for each cluster is marked with a cross.

(4) Similarly, the eigenvalues from principal-component analysis

can be used to generate a 3D score plot in which each point

also represents a powder pattern. Just as in the MMDS

formalism, the colour for each point is taken from the

dendrogram, and the most representative sample is marked

with a cross.

These aids give graphical views of the data that are semi-

independent and thus can be used to check for consistency and

discrepancies in the clustering. They are also interactive. No one

method is optimal, and a combination of mathematical and

visualization techniques is required, techniques that often need

tuning for each individual application (Barr, Cunningham et al.,

2009; Barr, Dong & Gilmore, 2009).

3.8.4.2. Secondary visualization using parallel coordinates, the
grand tour and minimum spanning trees

In the MMDS and PCA methods p = 3 [equation (3.8.16)] to

work in three dimensions; the X matrix can then be used to plot

each pattern as a single point in a 3D graph. However, this has

reduced the dimensionality of the data to three, and the question

arises as to the validity of this: are three dimensions sufficient?

The use of parallel-coordinates plots coupled with the grand tour

can assist here as well as giving us an alternative view of the data.

3.8.4.2.1. Parallel-coordinates plots

A parallel-coordinates plot is a graphical data-analysis tech-

nique for plotting multivariate data. Usually orthogonal axes are

used when doing this, but in parallel-coordinates plots ortho-

gonality is abandoned and replaced with a set of N equidistant

parallel axes, one for each variable and labelled X1, X2, X3, . . . ,
XN (Inselberg, 1985, 2009; Wegman, 1990). Each data point is

plotted on each axis and the points are joined via a line

connecting each data point. The data now become a set of lines.

The lines are given the colours of the cluster to which they

belong as defined by the current dendrogram. A parallel-

coordinates display can be interpreted as a generalization of a

two-dimensional scatterplot, and it allows the display of an

arbitrary number of dimensions. The method can also be used to

validate the clustering itself without using dendrograms. Using

this technique it is possible to determine whether the clustering

shown by the MMDS (or PCA) plot in three dimensions

continues in higher dimensions.

Fig. 3.8.3 shows a typical example for a set of 80 organic

samples partitioned into four clusters (Barr, Dong & Gilmore,

2009). The plot shows that the clustering looks realistic when

Figure 3.8.4
Flowchart for the cluster-analysis and data-visualization procedure described in this chapter. The light grey boxes denote data-visualization elements
and the dark grey objects are optional data pre-processing operations.

Figure 3.8.3
Example of a parallel-coordinates plot in six dimensions, with axes
labeled X1, X2, . . . , X6, for a set of 80 organic PXRD samples
partitioned into four clusters. The plot shows that the clustering looks
realistic and that it is maintained when the data are examined in six
dimensions.
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viewed in this way and that it is maintained

when the data are examined in six dimen-

sions.

3.8.4.2.2. The grand tour

The grand tour is a method of animating

the parallel-coordinates plot to examine it

from all possible viewpoints. Consider a 3D

data plot using orthogonal axes: a grand

tour takes 2D sections through these data

and displays them in parallel-coordinates

plots in a way that explores the entire space

in a continuous way. The former is impor-

tant, because the data can be seen from all

points of view, and the latter allows the user

the follow the data without abrupt discon-

tinuities. This concept was devised by

Asimov (1985) and further developed by

Wegman (1990). In more than three

dimensions it becomes a generalized

rotation of all the coordinate axes. A d-

dimensional tour is a continuous geometric

transformation of a d-dimensional coordi-

nate system such that all possible orienta-

tions of the coordinate axes are eventually

achieved. The algorithm for generating a

smooth and complete view of the data is

described by Asimov (1985).

To do this, the restriction of p = 3 in the

MMDS calculation is relaxed to 6, so that

there is now a 6D data set with six ortho-

gonal axes. The choice of six is somewhat

arbitrary – more can be used, but six is

sufficient to see whether the clustering is

maintained without generating unduly

complex plots and requiring extensive

computing resources. The data are plotted

as a parallel-coordinates plot. The grand-

tour method is then applied by a continuous

geometric transformation of the 6D coor-

dinate system such that all possible orientations of the axes

are achieved. Each orientation is reproduced as a parallel-

coordinates plot using six axes.

Figs. 3.8.9(j) and (k) show an example from the clustering of

the 13 aspirin samples using PXRD data. Fig. 3.8.9(j) shows the

default parallel-coordinates plot. Fig. 3.8.9(k) shows alternative

views of the data taken from the grand tour. In Fig. 3.8.9(j) there

appears to be considerable overlap between clusters in the 4th,

5th and 6th dimensions (X4, X5 and X6), but the alternative view

given in Fig. 3.8.9(k) show that the clustering is actually well

defined in all six dimensions (Barr, Dong & Gilmore, 2009).

3.8.4.2.3. Powder data as a tree: the minimum spanning trees

The minimum spanning tree (MST) displays the MMDS plot as

a tree whose points are the data from the MMDS calculation (in

three dimensions) and whose weights are the distances between

these points. The minimum-spanning-tree problem is that of

joining the points with a minimum total edge weight. (As an

example, airlines use minimum spanning trees to work out their

basic route systems: the best set of routes taking into account

airport hubs, passenger numbers, fuel costs etc. is the minimum

spanning tree.) Because a tree is used, each point is only allowed

a maximum of three connections to other points.

To do this Kruskal’s (1956) algorithm can be used, in which the

lowest weight edge is always added to see if it builds a spanning

tree; if so, it is added or otherwise discarded. This process

continues until the tree is constructed. An example is shown in

Figs. 3.8.7 for the 13-sample aspirin data. A complete tree for

this data set using three dimensions and the MMDS-derived

coordinates is shown in Fig. 3.8.7(a). This has 12 links between

the 13 data points. Reducing the number of links to 10 gives Fig.

3.8.7(b).

3.8.5. Further validating and visualizing clusters: silhouettes and
fuzzy clustering

Other techniques exist to validate the clusters, and these are

discussed here.

3.8.5.1. Silhouettes

Silhouettes (Rousseeuw, 1987; Kaufman & Rousseeuw, 1990)

are a property of every member of a cluster and define a coef-

Figure 3.8.5
Powder patterns for 13 commercial aspirin samples partitioned into five sets. The patterns are in
highly correlated sets: (a) comprises patterns 1, 3, 5, 6, 9 and 12; (b) comprises patterns 10, 11 and
13; (c) contains patterns 2 and 4; (d) contains pattern 7 and (e) contains pattern 8.
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ficient of cluster membership. To compute them, the dissimilarity

matrix, d, is used. If the pattern i belongs to cluster Cr which

contains nr patterns, we define

ai ¼
X

j2Cr
j6¼i

�ij= nr � 1ð Þ: ð3:8:19Þ

This defines the average dissimilarity of pattern i to all the other

patterns in cluster Cr. Further define

bi ¼ mins6¼r
X

j2Cs

�ij=ns

( )
: ð3:8:20Þ

The silhouette for pattern i is then

Figure 3.8.6
(a) The initial default dendrogram using the centroid clustering method on 13 PXRD patterns from 13 commercial aspirin samples. (b) The
corresponding MMDS plot. It can be seen that both clusters have a natural break in them and should be partitioned into two clusters. (c) The
dendrogram cut line is reduced. (d) The corresponding MMDS plot. The red cluster is now partitioned into two; the remaining patterns are a light-blue
singleton and a green triplet cluster. (e) The default dendrogram using the single-link method.
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hi ¼
bi � ai

max ai; bið Þ : ð3:8:21Þ

Clearly �1 � hi � 1:0. It is not possible to define silhouettes for

clusters with only one member (singleton clusters). Silhouettes

are displayed such that each cluster is represented as a histogram

of frequency plotted against silhouette values so that one can

look for outliers or poorly connected plots.

From our experience with powder data collected in reflection

mode on both organic and inorganic samples (Barr et al., 2004b),

we conclude that for any given pattern

(1) hi> 0:5 implies that pattern i is probably correctly classified;

(2) 0:2< hi< 0:5 implies that pattern i should be inspected, since

it may belong to a different or new cluster;

(3) hi< 0:2 implies that pattern i belongs to a different or new

cluster.

The use of silhouettes in defining the details of the clustering is

shown for the aspirin data in Fig. 3.8.8. The silhouettes for the red

cluster corresponding to the dendrogram in Fig. 3.8.6(a) are

shown in Fig. 3.8.8(a) and those for the corresponding orange

cluster are shown in Fig. 3.8.8(b). Both sets of silhouettes have

values < 0.5, which indicates that the clustering is not optimally

defined. When the cut line is moved to give the dendrogram in

Fig. 3.8.6(c), the silhouettes for the red cluster are shown in Fig.

3.8.8(c). The entry centred on a silhouette value of 0.15 is pattern

3. This implies that pattern 3 is only loosely connected to the

cluster and this is demonstrated in Fig. 3.8.8(d) where pattern 3

and the most representative pattern for the cluster (No. 9) are

superimposed. Although there is a general sense of similarity

there are significant differences and the combined correlation

coefficient is only 0.62. In Fig. 3.8.8(e), the silhouettes for the

orange cluster are shown. They imply that this is a single cluster

without outliers. The silhouettes for the green cluster corre-

sponding to the dendrogram in Fig. 3.8.6(c) are shown in Fig.

3.8.8(f). The clustering is poorly defined here.

3.8.5.2. Fuzzy clustering

In standard clustering methods a set of n diffraction patterns

are partitioned into c disjoint clusters. Cluster membership is

defined via a membership matrix U(n � c), where individual

coefficients, uik, represent the membership of pattern i of cluster

k. The coefficients are equal to unity if i belongs to c and zero

otherwise, i.e.

uik 2 0; 1½ � ði ¼ 1; . . . ; n; k ¼ 1; . . . ; cÞ: ð3:8:22Þ
If these constraints are relaxed, such that

0 � uik � 1 i ¼ 1; . . . ; n; k ¼ 1; . . . ; cð Þ; ð3:8:23Þ

0<
Pn

i¼1
uik< n k ¼ 1; . . . ; cð Þ ð3:8:24Þ

and

Pc

k¼1
uik ¼ 1; ð3:8:25Þ

then fuzzy clusters are generated, in which there is the possibility

that a pattern can belong to more than one cluster (see, for

example, Everitt et al., 2001; Sato et al., 1966). Such a situation is

quite feasible in the case of powder diffraction, for example,

when mixtures can be involved. It is described in detail by Barr et

al. (2004b).

3.8.5.3. The PolySNAP program and DIFFRAC.EVA

All these techniques have been incorporated into the Poly-

SNAP computer program (Barr et al., 2004a,b,c; Barr, Dong,

Gilmore & Faber, 2004; Barr, Dong & Gilmore, 2009), which was

developed from the SNAP-D software (Barr, Gilmore & Paisley,

2004). PolySNAP has subsequently been incorporated into

the Bruker DIFFRAC.EVA program (Bruker, 2018), and the

following sections are based on its use.

3.8.6. Examples

All the elements for clustering and visualization are now in place.

Fig. 3.8.4 shows this as a flowchart. Hitherto we have looked at

elements of the aspirin data to demonstrate how methods work;

we now examine the aspirin data in detail as a single analysis.

3.8.6.1. Aspirin data

In this example we use 13 powder patterns from commercial

aspirin samples collected in reflection mode on a Bruker D8

diffractometer. Since these samples include fillers, the active

pharmaceutical ingredient (API) and other formulations, it is not

surprising that peak widths are high: �0.5� full width at half

maximum (FWHM). The data-collection range was 10–43� in 2�
using Cu K� radiation. The 13 powder data sets are shown in Fig.

3.8.5 arranged into groups based on similarity. We have already

described the methods of analysis and have shown typical results

in Figs. 3.8.6 to 3.8.8, and now present detailed examples. The

correlation matrix derived from equation (3.8.3) is shown in Fig.

Figure 3.8.7
The use of minimum spanning trees (MSTs). (a) The MSTwith 12 links.
(b) The MST with 10 links; three clusters are now present.
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3.8.9(a), colour coded to reflect the values of the coefficients; the

darker the shade, the higher the correlation. The resulting

dendrogram and MMDS plot are shown in Figs. 3.8.9(b) and (c),

respectively. Four clusters are identified in the dendrogram and

these have been appropriately coloured. Other visualization tools

are now shown. In Fig. 3.8.9(d) the pie chart is displayed; the

number of rows can be adjusted to reflect the arrangement

of the samples in a multiple sample holder. Fig. 3.8.9(e)

Figure 3.8.8
The use of silhouettes in defining the details of the clustering. (a) The silhouettes for the red cluster in the dendrogram from Fig. 3.8.6(a). (b) The
corresponding orange cluster. Both sets of silhouettes have values that are less than 0.5, which indicates that the clustering is not well defined. (c) The
silhouettes for the red cluster corresponding to the dendrogram in Fig. 3.8.6(c). The entry centred on a silhouette value of 0.15 is pattern 3. This implies
that pattern 3 is only loosely connected to the cluster and this is demonstrated in part (d), where pattern 3 and the most representative pattern for the
cluster (No. 9) are superimposed. Although there is a general sense of similarity there are significant differences and the combined correlation
coefficient is only 0.62. (e) The silhouettes for the orange cluster corresponding to the dendrogram in Fig. 3.8.6(c). The silhouettes imply that this is a
single cluster without outliers. (f) The silhouettes for the green cluster corresponding to the dendrogram in Fig. 3.8.6(c). The clustering is poorly defined
here.
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shows the default minimum spanning tree with 12 links. In Fig.

3.8.9(f) the scree plot indicates that three clusters will account for

more than 95% of the data variability. The steep initial slope is

a clear indication of good cluster estimation. The silhouettes

are shown in Fig. 3.8.9(g–i). These were discussed in Section

3.8.5.1. In Fig. 3.8.9(j) the default parallel-coordinates plot for the

same data is shown, and in Fig. 3.8.9(k) there is another view

taken from the grand tour. These two plots validate the clustering

and also indicate that there is no significant error introduced into

the MMDS plot by truncating it into three dimensions.

3.8.6.1.1. Aspirin data with amorphous samples included

As a demonstration of the handling of data from amorphous

samples, five patterns for amorphous samples were included in

the aspirin data and the clustering calculation was repeated.

The results are shown in Fig. 3.8.10. Fig. 3.8.10(a) shows the

dendrogram. It can be seen that the amorphous samples are

positioned as isolated clusters on the right-hand end. They also

appear as an isolated cluster in the MMDS plot and the parallel-

coordinates plots, as shown in Figs. 3.8.10(b) and (c). It could be

argued that these samples should be treated as a single, five-

membered cluster rather than five individuals, but we have found

that this confuses the clustering algorithms, and it is clearer to

the user if the data from amorphous samples are presented as

separate classes.

3.8.6.2. Phase transitions in ammonium nitrate

Ammonium nitrate exhibits temperature-induced phase

transformations. Between 256 and 305 K it crystallizes in the

orthorhombic space group Pmmm with a = 5.745, b = 5.438, c =

4.942 Å and Z = 2; from 305 to 357 K it crystallizes in Pbnm with

Figure 3.8.9
The complete cluster analysis for the aspirin samples. (a) The correlation matrix, which is the source of all the clustering results. The entries are colour
coded: the darker the shade, the higher the correlation. (b) The dendrogram. The colours assigned to the samples are used in all the visualization tools.
(c) The corresponding MMDS plot. The clustering defined by the dendrogram is well defined. (d) The pie-chart view. (e) The minimum spanning tree.
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Figure 3.8.9 (continued)
The complete cluster analysis for the aspirin samples (continued). (f) The scree plot. It indicates that three clusters explain 95% of the variance of the
distance matrix derived from (a). (g–i) The silhouettes for the red, the orange and the green clusters, respectively. These are discussed in detail in the
caption to Fig. 3.8.8. (j) The default parallel-coordinates plot. The clusters are well maintained into the 4th, 5th and 6th dimensions. (k) Another view of
the parallel coordinates using the grand tour. The clustering remains well maintained in higher dimensions.
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a = 7.14, b = 7.65, c = 5.83 Åwith Z = 4; between 357 and 398 K it

crystallizes in the tetragonal space group P421m with a = 5.719, c

= 4.932 Å, Z = 2, and above 398 K it transforms to the cubic space

group Pm3m with a = 4.40 Å and Z = 1. PXRD data containing 75

powder patterns taken at intervals of 3 K starting at 203 K using a

D5000 Siemens diffractometer and Cu K� radiation with a 2�
range of 10–100� were used (Herrmann & Engel, 1997). Fig.

3.8.11(a) shows the data in the 2� range 17–45�.
The visualization of these data following cluster analysis is

shown in Fig. 3.8.11(b) using an MMDS plot on which has been

superimposed a line showing the route followed by the

temperature increments. The purple line follows the transition

from a mixture of forms IV and V at low temperature (red)

through form IV (yellow), form II (blue) and finally form I at

high temperature (green). This is an elegant and concise repre-

sentation of the data in a single diagram.

3.8.7. Quantitative analysis with high-throughput PXRD data
without Rietveld refinement

Since mixtures are so common in high-throughput experiments,

and indeed in many situations with multiple data sets, it is useful

to have a method of automatic quantitative analysis. The quality

of data that results from high-throughput crystallography makes

it unlikely that an accuracy better than 5–10% can be achieved

but, nonetheless, the identification of mixtures can be carried out

by whole-profile matching. First a database of N pure phases is

created, or, if that is not possible, then the most representative

patterns with appropriate safeguards can be used. Assume that

there is a sample pattern, S, which is considered to be a mixture

of up to N components. S comprisesm data points, S1, S2, . . . , Sm.
The N patterns can be considered to make up fractions p1, p2, p3,

. . . , pN of the sample pattern. The best possible combination of

the database patterns to fit the sample pattern is required. A

system of linear equations can be constructed in which x11 is

measurement point 1 of pattern 1 etc.:

x11p1 þ x12p2 þ x13p3þ . . .þ x1NpN ¼ S1;

x21p1 þ x22p2 þ x23p3þ . . .þ x2NpN ¼ S2;

..

.

xm1p1 þ xm2p2 þ xm3p3þ . . .þ xmNpN ¼ Sm: ð3:8:26Þ

Writing these in matrix form, we get

x11 x12 x13 . . . x1N
x21 x22 x23 . . . x2N

..

. ..
. ..

. . .
. ..

.

xm1 xm2 xm3 � � � xmN

2

6664

3

7775

p1
p2

..

.

pN

2

6664

3

7775 ¼
S1
S2

..

.

SN

2

6664

3

7775 ð3:8:27Þ

or

xp ¼ S: ð3:8:28Þ
A solution for S that minimizes

Figure 3.8.10
The aspirin data including data from five amorphous samples. (a) The resulting dendrogram and (b) the corresponding MMDS plot. (c) The parallel-
coordinates plot.
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�2 ¼ xp� S
		 		2: ð3:8:29Þ

is required. Since N � m, the system is heavily overdetermined,

and least-squares or singular value decomposition can be used to

solve (3.8.29) for the fractional percentages arising from the

scattering power of the component mixtures, s1; s2; . . . ; sN . The
values of s can be used to calculate a weight fraction for that

particular phase provided that the atomic absorption coefficients

are known, and this in turn requires the unit-cell dimensions and

cell contents, but not the atomic coordinates (Smith et al., 1988;

Cressey & Schofield, 1996). The general formula for the weight

fraction of component n in a mixture comprisingN components is

(Leroux et al., 1953)

cn ¼ pn
		

		n
; ð3:8:30Þ

where

		 ¼P
N

j¼1
cj	
	
j ð3:8:31Þ

and

		j ¼ 	j=�j; ð3:8:32Þ
where 	j is the atomic X-ray absorption coefficient and �j is the
density of component j. For polymorphs, the absorption coeffi-

cients are sufficiently close and the method sufficiently approx-

imate that the effects of absorption can be ignored.

3.8.7.1. Example: inorganic mixtures

As an example, a set of 19 patterns from set 78 of the ICDD

database for inorganic compounds (ICDD, 2018) was imported

into DIFFRAC.EVA. To this was added some simulated mixture

data generated by adding the patterns for lanthanum strontium

copper oxide and caesium thiocyanate in the proportions 80/20,

60/40, 50/50, 40/60 and 20/80. Two calculations were performed:

an analysis without the pure-phase database and a second where

the pure phases of lanthanum strontium copper oxide and

caesium thiocyanate were present.

The results are shown in Fig. 3.8.12. In the MMDS plot the

green spheres represent pure lanthanum strontium copper oxide

while the yellow are pure caesium thiocyanate. The red spheres

represent mixtures of the two. The latter form an arc between the

green and yellow clusters. The distance of the spheres repre-

senting mixtures from the lanthanum strontium copper oxide and

caesium thiocyanate spheres gives a semi-quantitative repre-

sentation of the mixture contents. Running the analysis in

quantitative mode gives the pie charts also shown in Fig. 3.8.12;

they reproduce exactly the relative proportions of the three

components.

Figure 3.8.11
Ammonium nitrate phase transitions. (a) The raw powder data measured
between 203 and 425 K. Reproduced with permission from Herrmann &
Engel (1997). Copyright (1997) John Wiley and Sons. (b) The MMDS
plot. The purple line follows the temperature change from 203 to 425 K.

Figure 3.8.12
Identifying mixtures using lanthanum strontium copper oxide and
caesium thiocyanate diffraction data taken from the ICDD Clay
Minerals database. The green spheres represent pure phases of
lanthanum strontium copper oxide and the yellow pure caesium
thiocyanate. The red spheres represent mixtures of the two in the
relative proportions of lanthanum strontium copper oxide/caesium
thiocyanate 80/20, 60/40, 50/50, 40/60 and 20/80 in an arc commencing on
the left-hand side of the diagram. The pie charts give the results of an
independent quantitative calculation in which lanthanum strontium
copper oxide and caesium thiocyanate have been included as pure
phases in a reference database.
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For further details of this method with organic samples, see

Dong et al. (2008).

3.8.8. Using spectroscopic data

There is no reason why the methodology described in this chapter

cannot be used for other 1D data sets, e.g. Raman, IR, NMR and

near-IR spectroscopies, although different data pre-processing is

usually required. Raman spectroscopy is well suited to high-

throughput screening: good-quality spectra can be collected in a

few minutes, and sample preparation is straightforward and

flexible, although the resulting spectra are not always as distinct

as the PXRD equivalents (Mehrens et al., 2005; Boccaleri et al.,

2007).

As an example we show the results of cluster analysis carried

out on samples of carbamazepine, cimetidene, furosemide,

mefenamic acid, phenilbutazone and sulfamerazine using Raman

spectroscopy. A total of 74 samples were measured on a LabRam

HR-800/HTS-Multiwell spectrometer at room temperature,

equipped with a backscattering light path system of a light-

emitting diode laser (785 nm, 300 mW) as an excitation source

and an air-cooled charge-coupled device detector. A 20-fold

superlong working distance objective lens was used to collect the

backscattered light. The spectra were acquired with 5.84 cm�1

spectral width and at least 30 s exposure (Kojima et al., 2006). The

spectra had backgrounds subtracted but no other corrections

were carried out.

The initial clustering is shown in Fig. 3.8.13(a) with the default

cut level in the dendrogram. There are six clusters: labelling from

the left-hand side, the red are three polymorphs of carbamaze-

pine; the orange are cimetidene; the green cluster contains three

polymorphs of furosemide; the light blue contains three poly-

Figure 3.8.13
(a) The dendrogram generated from 74 Raman spectra without background corrections applied. Labelling from the left-hand side, the red samples are
carbamazepine, the orange are cimetidene, the green are two forms of furosemide, the light blue is mefenamic acid, the dark blue is phenilbutazone and
the purple at the right-hand side is sulfamerazine. (b) The MMDS plot. The sphere colours are taken from the dendrogram. This representation shows
clearly discrete clusters in correspondence with those generated by the dendrogram.

Figure 3.8.14
Clustering the 74 Raman spectra without background corrections applied using first-derivative data. (a) The dendrogram. Labelling from the left-hand
side, the red and orange entries are carbamazepine; the green are cimetidene; the light blue and dark blue are two forms of furosemide; the purple are
sulfamerazine; the brown are phenilbutazone and the right-hand light and dark green are two forms of mefenamic acid. (b) The MMDS plot. The
clusters are well defined but the orange and red (both carbamazepine) are very close to each other.
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morphs of mefenamic acid; the dark blue contains phenilbuta-

zone; and finally the purple cluster contains sulfamerazine. The

MMDS plot gives a complementary visualization of the data that

supports the clustering.

It is also possible to use derivative data in place of the original

spectra for clustering. The results of this for the 74 Raman spectra

without initial background subtraction followed by the genera-

tion of first-derivative data are shown in Fig. 3.8.14. The clusters

are well defined but now the carbamazepine data have split into

two clusters. These correspond to forms I and III of carbama-

zepine, although the differences in the Raman spectra for these

three species are small (O’Brien et al., 2004). At the same time,

both furosemide and mefenamic acid are each split into two

groups. This is probably the best description of the data in terms

of clustering and cluster membership corresponding to the

chemical differences in the samples. The dendrogram also has

the feature that the tie bars between samples are higher, i.e. the

similarities are lower, reflecting the fact that the use of first

derivatives accentuates small differences in the data.

It is interesting to note that, in general, PXRD works less well

with derivative data. The reason for this is not clear, but possibly

the presence of partial overlapping peaks and the associated

issues of peak shape are partly responsible.

3.8.9. Combining data types: the INDSCAL method

It is now common to collect more than one data type, and some

instruments now exist for collecting spectroscopic and PXRD

data on the same samples, for example the Bruker D8 Screenlab,

which combines PXRD and Raman measurement for high-

throughput screening (Boccaleri et al., 2007).

A technique for combining the results of more than one data

type is needed. One method would be to take individual distance

matrices from each data type and generate an average distance

matrix using equation (3.8.3), but this leaves open the question of

how best to define the associated weights in an optimal, objective

way. Should, for example, PXRD be given a higher weight

than Raman data? The individual differences scaling method

(INDSCAL) of Carroll & Chang (1970) provides an unbiased

solution to this problem by, as the name suggests, scaling the

differences between individual distance matrices.

In this method, let Dk be the squared distance matrix of

dimension (n� n) for data type k with a total ofK data types. For

example, if we have PXRD, Raman and differential scanning

calorimetry (DSC) data for each of n samples, then K = 3. A

group-average matrix G (which we will specify in two dimen-

sions) is required that best represents the combination of the K

data types. To do this, the D matrices are first put into inner-

product form by the double-centring operation to give

Bk ¼ � 1
2 I� Nð ÞDk I� Nð Þ; ð3:8:33Þ

where I is the identity matrix and N is the centring matrix

I � 110/N; 1 is a column vector of ones. The inner-product

matrices thus generated are matched to the weighted form of the

group average, G, which is unknown. To do this the function

S ¼P
K

1

Bk �GW2
kG
0�� �� ð3:8:34Þ

is minimized. The weight matrices, Wk, are scaled such that

Figure 3.8.15
A flowchart for the INDSCAL method using Raman and PXRD data. Note that any combination of any 1D data can be used here.
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Figure 3.8.16
Clustering 48 PXRD spectra with background corrections applied for three polymorphs of sulfathiazole. (a) The dendrogram. Each sample is identified
by a four-digit code. The first two digits are the well number, and the last digit defines whether the sample is form 2, 3 or 4 of sulfathiazole. (b) The
MMDS plot: the red cluster is well defined but the rest of the spheres are diffuse and intermingled. (c) The dendrogram derived from clustering 48
Raman spectra of sulfathiazole with background corrections applied. (d) The corresponding MMDS plot. The clusters are poorly defined. (e) The
results of the INDSCAL method. The dendrogram is shown with the default cut level. The clustering is correct; all the samples are placed in the correct
group except for patterns 35-2 and 45-2. (f) The MMDS plot validates the dendrogram. (g) The Raman patterns for 35-2 and 45-2 superimposed. They
are primarily background noise.
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PK

k¼1
W2

k ¼ KI: ð3:8:35Þ

The INDSCAL method employs an iterative technique to solve

equation (3.8.7) in which one parameter is kept fixed whilst the

other is determined by least-squares refinement. An initial esti-

mate for G is taken either from the average of the D matrices for

each sample or as a random matrix. This is then used to estimate

the weight matrices, and the whole process repeated until a

minimum value of S is obtained. The algorithm derived by

Carroll and Chang was used in the example below. When random

matrices are used to generate the initial G matrix, the INDSCAL

procedure is repeated 100 times and the solution with the

minimum value of S is kept. In practice, there is very little

difference in the results of these two procedures. The resulting G

matrix is used as a standard-distance matrix, and used in the

standard way to generate dendrograms, MMDS plots etc. The

method has the property that where data types show samples to

be very similar this is reinforced, whereas where there are

considerable variations the differences are accentuated in the

final G matrix. For a fuller description of the INDSCAL method

with examples see Gower & Dijksterhuis (2004), Section 13.2,

and for a useful geometric interpretation see Husson & Pagès

(2006).

3.8.9.1. An example combining PXRD and Raman data

We now present an example of the INDSCAL method applied

to data collected on sulfathiazole using PXRD and Raman

spectroscopy (Barr, Cunningham et al., 2009). A flowchart is

shown in Fig. 3.8.15. Three polymorphs of sulfathiazole were

prepared and PXRD data were collected on a Bruker C2

GADDS system. Each sample was run for 2 min over a 3–30�

range in 2� using Cu K� radiation. Raman data were collected on

a Bruker SENTINEL. The Raman probe was integrated into the

PXRD instrument.

The only data pre-processing performed was background

removal. Fig. 3.8.16(a) shows the resulting dendrogram (with the

default cut level) and Fig. 3.8.16(b) shows the corresponding

MMDS plot. To identify each sample they are numbered via a

four-digit code: the first two digits are the well number, and the

last digit defines whether the sample is form 2, 3 or 4 of sulfa-

thiazole. It can be seen that the clustering is only partly

successful: form 4 (red) is correctly clustered; form 3 (orange)

gives five clusters and form 2 gives three clusters.

Fig. 3.8.16(c) shows the clustering from the Raman spectra.

The results are poor: most of form 2 is correctly clustered,

but forms 4 and 3 are intermixed, and the MMDS plot in Fig.

3.8.16(d) is diffuse with little structure.

The INDSCALmethod is now applied starting from randomG

matrices and the results are shown in Fig. 3.8.16(e) and (f) with

the dendrogram cut level at its default value. The clustering is

almost correct; all the samples are placed in the correct groups

except that there are two outliers coloured in blue. Fig. 3.8.16(g)

shows the Raman patterns for these samples: they are primarily

background with very little usable signal.

3.8.10. Quality control

Quality control (Gilmore, Barr & Paisley, 2009) is designed for

situations where the stability of a material is being monitored

over time, for example as part of a production-line system, or

for periodic equipment alignment. A set of reference patterns

is collected that represents acceptable measurements – any

measurement sufficiently close to these references represents a

good measurement. Various sample patterns are then imported

and compared with those reference patterns, and any that vary

significantly from the ideal are noted and highlighted.

The results are best displayed graphically using a variant of the

MMDS method, of which an example is shown in Fig. 3.8.17. The

reference patterns define a green shaded surface with acceptable

sample patterns, coloured red, shown within it, and potentially

problematic sample patterns appearing outside it. The volume of

the green shape is defined by intersecting spheres around each

reference sample and these can be altered to allow more- or less-

stringent quality control.

3.8.11. Computer software

These calculations can be carried out using MATLAB (http://

www.mathworks.co.uk/products/matlab/) or the open-source R

software (http://www.r-project.org/; Crawley, 2007) with graphics

using theGGobi software (Cook & Swayne, 2007). There are four

commercial packages for handling powder data: DIFFRAC.EVA

and PolySNAP 3, both from Bruker (http://www.bruker.com/;

Gilmore, Barr & Paisley, 2004; Barr, Dong & Gilmore, 2009),

Jade from Materials Data Inc. (http://www.materialsdata.

com) and HighScore from Malvern PANalytical (http://www.

panalytical.com/).

Data were kindly provided by Gordon Cunningham at

Glasgow University, Arnt Kern of Bruker AXS in Karlsruhe and

Michael Herrman at the Fraunhofer Institute, Germany.

Figure 3.8.17
Visualization tools for quality-control procedures using a modified
MMDS plot. The red outlier is a sample unacceptably far from the
cluster of reference measurements.
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I. C. Madsen, N. V. Y. Scarlett, R. Kleeberg and K. Knorr

3.9.1. Introduction

The field of quantitative phase analysis (QPA) from powder

diffraction data is almost as old powder diffraction itself. Debye

and Scherrer first developed the method around 1916 (Debye &

Scherrer, 1916, 1917) and between 1917 and 1925 Hull (1917,

1919) and Navias (1925) were reporting studies of QPA related to

the new technique. However, further developments in QPAwere

relatively slow, as much of the activity in X-ray diffraction (XRD)

at the time was dedicated to the solution of crystal structures

rather than the extraction of other information present in a

powder diffraction pattern. While a small number of QPA

applications continued to be published in the intervening years, it

was not until the advent of scanning diffractometers around 1947

(Langford, 2004, Parrish, 1965) and the work of Alexander and

Klug in 1948 (Alexander & Klug, 1948), which provided the

formal methodology and a practical approach, that the field

began to expand.

Since those original developments, which utilized the intensity

of individual peaks or a small group of peaks in the diffraction

pattern, there have been extensions to the methodology that

use whole-pattern approaches. These methods operate via the

summation of either (i) patterns collected from pure components

or (ii) component contributions calculated from their crystal

structures. There are a number of benefits accruing from the

whole-pattern approaches since all reflections in the pattern,

which may number in the hundreds or thousands, now contribute

to the final analysis.

The mathematical basis of QPA is well established and, ideally,

QPA should be a relatively straightforward science. However,

there are a significant number of factors, many of them experi-

mental, that serve to decrease the accuracy that can be obtained

(Chung & Smith, 2000). Some of these, such as accuracy and

precision in measurement of peak position and intensity, reso-

lution of overlapping peaks and counting statistics, relate to

instrument geometry and data-collection conditions. Other

sources of error derive from sample-related issues and include

effects such as (i) preferred orientation (which distorts the

observed relative intensities from those expected for a randomly

oriented powder); (ii) crystallite size and strain broadening

(leading to increased peak width and hence overlap); (iii) the

grain-size effect (where there may be too few crystallites

contributing to the diffraction process to ensure that a repre-

sentative powder pattern can be measured);1 and (iv) micro-

absorption (where phases that strongly absorb the incident and

diffracted beams are underestimated with respect to weakly

absorbing phases). Of these, microabsorption remains the largest

impediment to accurate QPA and is more pronounced in X-ray

diffraction than in neutron-based studies.

While there is a very broad scope for the application of

diffraction-based estimation of phase abundance, the perceived

difficulty involved in developing and using these methods often

deters non-specialist users. Consequently, they may resort to

other, non-diffraction, material characterization techniques that

are more readily implemented.

Analytical techniques for most of the 92 naturally occurring

elements are generally well established and, in many cases, the

subject of internationally accepted standards. However, the

physical properties of minerals and materials formed by these

elements, and the manner in which they react, is not solely

dependent on their chemical composition but also on how the

constituent elements are arranged; that is, their crystal structures.

This finite number of known elements combines in an almost

infinite array within the 230 crystallographic space groups.

Further variability is induced by factors such as solid solution,

degree of crystallinity and morphology, thus making QPA by

diffraction methods considerably more difficult to implement.

In industry, many manufacturing or processing lines are

controlled by measurement of elemental composition alone,

simply because these values can be readily obtained to a high

degree of accuracy and precision. For example, a plant extracting

Cu from an ore body might measure the Cu content of the feed

ore and the concentrate, and the plant conditions are optimized

based on efficiency of extraction. However, if the mineralogical

form of the Cu changes in the feed, then it may not behave in the

same manner during grinding, flotation and density separation,

and this will affect the recovery. Frequently, where knowledge of

the mineralogy or phase abundance is actually used in plant

optimization and control, it is derived from bulk or micro-

compositional analysis rather than being measured directly. This

is often achieved by normative calculation, where the results of

element composition analysis are assigned to specific phases

based on an assumed knowledge of individual phase composition.

Further details of this approach can be found in Chapter 7.7.

In materials science, new compounds are being synthesized at a

rapidly increasing rate with techniques such as high-throughput

synthesis capable of generating hundreds of new variants in a

single experiment. Such techniques are being used in fields

ranging from drug discovery, catalyst synthesis and new metal

alloy design. The properties of these materials, and their suit-

ability for their designed purpose, are not only dependent on

their structural form but, for multiphase materials, on the amount

of each component present. In this case, accurate, or at the very

least reproducible, QPA is crucial to the screening process.

This chapter focuses on the application of QPA techniques for

the extraction of phase abundance from diffraction data. While

there is extensive coverage of the QPA methodology in other

texts (Klug & Alexander, 1974; Smith et al., 1987; Snyder & Bish,

1989; Zevin & Kimmel, 1995), some of the more commonly used

approaches will be described here along with examples of their

use in practical applications.

3.9.2. Phase analysis

There are a number of traditional methods for the estimation of

phase abundance in multiphase materials (Zevin & Kimmel,

1995). In summary, these can be divided into two groups:

1 It is worth noting that the grain-size effect becomes even more of an issue as the
divergence of the instrument is decreased with, for example, high-resolution
laboratory or synchrotron-based instruments, since fewer crystallites are likely to
meet the diffraction condition.
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(1) Indirect methods – these are usually based on the measure-

ment of total chemical composition, which is then appor-

tioned according to an assumed composition for each phase.

A very widely used form of this normative calculation

approach is the Bogue method (Bogue, 1929) for the

quantitative estimation of Portland cement phases. The

limitations in this approach arise when the actual composi-

tions of individual phases vary from those assumed in the

calculation. This frequently occurs in the cement industry,

where variance in local materials and production conditions

can affect detailed phase compositions. Normative calcula-

tion has the potential to be unstable when a number of phases

in the mixture have similar chemical composition and it

cannot be used at all for the limiting case of polymorphs that

have identical chemical composition.

(2) Direct methods – these are based on a property that is specific

to phases of interest in the sample. These methods are often

not generally applicable to the entire sample, but are useful in

estimating abundances of selected components. Examples

include:

(a) Magnetic susceptibility – this is applicable to samples in

which component phases have different magnetic

properties. The magnetic component can be separated

and weighed to determine its weight fraction in the

starting material. This approach assumes that the

magnetic phase is well separated from non-magnetic

phases and accuracy will be reduced when there is a

fine inseparable intergrowth of magnetic and non-

magnetic components.

(b) Selective dissolution – where the rate and extent of

dissolution can be phase dependent, and the weight

fraction of the residue is used to determine the fractions

of soluble and insoluble components.

(c) Density – involves the physical separation of phases with

different densities. As with magnetic separation, this

approach assumes that the phase of interest is well

separated from other phases.

(d) Image analysis – optical microscopy using thin sections is

still frequently used for the analysis of mineralogical

samples. Thin sections can be time consuming to prepare

and analyse, and the observations can be highly subjec-

tive depending on the analyst’s experience. While auto-

mated image analysis of optical and electron-beam

images brings more consistency to the estimation of

phase abundance, issues in stereology may still affect the

determined phase abundances.

(e) Thermal analysis – where the magnitude of endo- and

exothermic features during phase transitions are

proportional to the amount of the phases present. This

can be effective for well known and characterized phases,

but is less useful for new phases or complex multiphase

samples where there may be significant overlap in the

features in the observed patterns. There may also be

difficulty in distinguishing features related to individual

minerals, for example H2O evolution from co-existing

hydrated minerals.

(f) Infrared (IR) techniques – these are gaining in popu-

larity, especially in mineral exploration environments

because of their portability, speed and ability to measure

directly from a cleaned drill core or section. However,

because the IR beam only penetrates 1–2 mm into the

sample, it is a surface-analysis technique providing a

semi-quantitative analysis at best. To work effectively, the

method needs to be calibrated using other techniques

such as diffraction-based phase analysis.

(g) Powder diffraction may be included in the direct-methods

category, as it distinguishes and quantifies phases on the

basis of their unique crystal structures, giving the tech-

nique broad applicability for crystalline materials.

Quantification from powder diffraction data is reliant on

determination of the contribution to the final pattern of each

component phase in a mixture. Commonly used methods can be

divided into two distinct groups:

(1) The traditional ‘single-peak’ methods, which rely on the

measurement of the intensity of a peak, or group of peaks, for

each phase of interest and assumes that the intensity of these

peaks is representative of the abundance of the individual

phases. This is often not the case because of peak overlap and

phase-dependent factors, such as preferred orientation and

microabsorption, which affect the relative observed inten-

sities.

(2) Whole-pattern methods, which rely on the comparison of

observed diffraction data over a wide range of 2� with a

calculated pattern formed from the summation of individual

phase components which have either been (i) measured from

pure phase samples, or (ii) calculated from crystal-structure

information.

3.9.3. QPA methodology

The integrated intensity I(hkl)� of reflection hkl for phase � in a

multiphase mixture, measured on a flat-plate sample of infinite

thickness using a diffractometer with Bragg–Brentano geometry,

is given by (Snyder & Bish, 1989; Zevin & Kimmel, 1995; Madsen

et al., 2013)

IðhklÞ� ¼
I0�

3

32�r

e4

m2
ec

4

� �

� Mhkl

2V2
�

FðhklÞ�
�� ��2 1þ cos22� cos22�m

sin2� cos �

� �
exp �2B sin �=�ð Þ2� �� �

� W�

���
�
m

� �
; ð3:9:1Þ

where I0 is the incident-beam intensity, � is the wavelength, e is

the charge on an electron, me is the mass of an electron, r is the

distance from the scattering electron to the detector and c is the

speed of light. Mhkl and Fhkl are the multiplicity and structure

factor of the hkl reflection, respectively, V� is the unit-cell volume

of phase �, and � and �m are the diffraction angles for the hkl

reflection and the monochromator (if present), respectively. B is

the mean atomic displacement parameter (ADP). W� and �� are
the weight fraction and density of phase � respectively, while ��

m

is the mass absorption coefficient of the entire sample.

3.9.3.1. Absorption–diffraction method

The various terms in equation (3.9.1) are related to the (i)

instrument configuration (first set of square brackets), (ii) crystal-

structure-related parameters for reflection hkl of phase � (second
set of square brackets), and (iii) phase-specific and whole-sample

parameters including the weight fraction W� for phase � (last set

of square brackets).

The instrument-related and phase-dependent parameters,

including phase density, can be grouped together and defined as a

constant Ci� for the ith reflection of phase � for a specific set of
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measurement conditions. This greatly simplifies the relationship

between reflection intensity and weight fraction to

Ii� ¼ Ci�

W�

��
m

: ð3:9:2Þ

On rearrangement, the weight fraction can be derived from

W� ¼
Ii��

�
m

Ci�

: ð3:9:3Þ

Application of equation (3.9.3) (Klug & Alexander, 1974),

referred to as the absorption–diffraction method, requires:

(1) the determination of Ci� using a rearranged equation (3.9.3)

by (i) the preparation of standards with known additionsW of

phase ��, (ii) measurement of peak intensity Ii� for the

standards, and (iii) estimation of the standard sample mass

absorption coefficient ��
m;

(2) measurement of Ii� and estimation of ��
m for the unknown

samples; and

(3) calculation of W� via equation (3.9.3).

The value of ��
m can be estimated by direct measurement of the

beam intensity through a sample of known thickness t in a beam

of the same wavelength as that used in the XRD data collection.

Following measurement of the beam intensity with the sample in

(I) and removed from (I0) the beam, ��
m can be calculated using

I

I0
¼ exp ���

m�mtð Þ: ð3:9:4Þ

However, this usually involves (i) the preparation of an addi-

tional, thinner, sample for presentation to the X-ray beam, (ii) in

some cases, the addition of a diluent with a low mass absorption

coefficient to produce I/I0 ratios in a range where reasonable

accuracy can be achieved, and (iii) knowledge of the ‘mass

thickness’ �mt. It should also be noted that there are few

commercially available instruments that would be suitable for

such measurements due to safety-related issues in accessing the

X-ray beam path.

An alternative approach is to calculate ��
m from the sum of the

products of the theoretical mass absorption coefficient (��
j ) of

each element (or phase) and the weight fractions (Wj) of all n

elements (or phases) in the sample. The elemental composition

may be determined, for example, by X-ray fluorescence (XRF)

measurement and its use is more accurate than the use of phase

composition as it takes into account any amorphous material not

represented by peaks in the diffraction pattern but which still

contributes to ��
m,

��
m ¼Pn

j¼1

��
j Wj: ð3:9:5Þ

3.9.3.2. Internal standard method

A more general, and experimentally simpler, approach is to

eliminate ��
m from the analysis altogether via the inclusion of an

internal standard s in known weight fraction Ws. Substitution of

the measured intensity of the jth peak (or group of peaks) of the

standard phase, Ijs, into equation (3.9.2) yields

Ijs ¼ Cjs

Ws

��
m

: ð3:9:6Þ

The ratio of equations (3.9.2) and (3.9.6) gives

Ii�
Ijs

¼ Ci�

Cjs

W�

Ws

: ð3:9:7Þ

Since ��
m now appears both in the numerator and denominator,

its effect on the analysis, and hence the need to measure or

calculate it, is removed from the calculation. Rearrangement of

equation (3.9.7) yields

Ii�
Ijs

Ws

W�

¼ Ci�

Cjs

¼ Ci�
js ; ð3:9:8Þ

where Ci�
js is a calibration constant specific to the phase and

internal standard used. Once Ci�
js has been determined, the weight

fraction of the unknown, W�, can then be determined from

W� ¼
Ws

C
ij
�s

Ii�
Ijs
: ð3:9:9Þ

This approach, referred to as the internal standard method, relies

on the determination of Cij
�s using known mixtures of standard

and analyte phases. The value of Cij
�s will be specific to the

diffraction peaks used in its determination; if other lines are used

in subsequent analysis, then an appropriate value of C will have

to be redetermined.

It should be noted that the presence of systematic errors (such

as preferred orientation and microabsorption) that influence the

measurement of intensity and vary as a function ofW� will not be

detected through application of equation (3.9.9). The use of

consistent sample-preparation and presentation techniques is

required to minimize the effect of these aberrations on the

analysis (Zevin & Kimmel, 1995).

3.9.3.2.1. Selection of an internal standard

The selection of an appropriate material for use as an internal

standard for QPA is not always straightforward. Ideally, the

material selected should:

(1) Have a simple diffraction pattern resulting in minimal

overlap with peaks of interest in the sample.

(2) Have a mass absorption coefficient similar to that of the

sample to avoid introducing microabsorption effects and thus

reducing accuracy.

(3) Have minimal sample-related aberrations that may affect

observed intensities. For example, it should be fine-grained to

ensure minimal grain-size effects on the observed intensities

and not be subject to preferred orientation. Importantly, it

should have 100% (or known) crystallinity.

(4) Be stable over an extended time and be unreactive, especially

for in situ studies where it may be subjected to extreme

conditions.

Some possibilities for use as internal standard include �-Al2O3

(corundum), TiO2 (rutile), ZnO (zincite), Cr2O3 (eskolaite),

�-Fe2O3 (haematite), CeO2 (cerianite), CaF2 (fluorite) and C

(diamond). Cline et al. (2011) have described the certification of

the standard reference material SRM 676a with accurately known

amorphous content for use as an internal standard for QPA (see

Chapter 3.1). Alternatively, it is possible to use an independent

measure (e.g. chemical analysis) to derive the concentration of a

phase already present in the sample and then to designate it as

the internal standard.

Selection of the amount of internal standard to add is often

based on folklore or local practices with reported additions

ranging from 5 to 50 wt%. Westphal et al. (2009) have described

the mathematical basis for selecting the optimal internal standard

addition in the context of amorphous phase determination. The
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amount of internal standard added has a strong influence on the

precision of the determination of amorphous content and ‘a poor

choice can make determination impossible, while a clever choice

can enhance the precision’.

With the exception of diamond, all of the phases listed above

tend to have absorption coefficients that are too high for use with

organic materials. The development and verification of a suitable

low-absorption-coefficient standard material that meets the

criteria given above remains an important area of research.

3.9.3.3. Reference intensity ratio methods

The reference intensity ratio (RIR) (Hubbard et al., 1976;

Hubbard & Snyder, 1988) is an instrument-independent phase

constant developed specifically for use in quantitative phase

analysis and is defined as the ratio of strongest peak of phase � to
the strongest peak of standard s. The RIR can be derived directly

from equation (3.9.8):

RIR�s ¼ Ci�
js ¼ Ii�

Ijs

Ws

W�

: ð3:9:10Þ

In some cases, the strongest lines of either the standard or phase

of interest may not be accessible for measurement if, for example,

they strongly overlap with peaks from another phase or if they

are out of the 2� range considered. Equation (3.9.10) can be

generalized (Hubbard & Snyder, 1988) to use less intense peaks

while keeping the same value of RIR:

Ii�
Ijs

Ireljs

Ireli�

Ws

W�

¼ RIR�s; ð3:9:11Þ

where Irel is the ratio of the intensity of the peak used for analysis

to the most intense peak for the phase. RIR�,s is now the

generalized reference intensity ratio for phase � with respect to

standard s.

Quantification of the unknown phase in the presence of a

known standard addition can be achieved by the rearrangement

of equation (3.9.11):

W� ¼
Ii�
Ijs

Ireljs

Ireli�

Ws

RIR�s

: ð3:9:12Þ

The generally accepted reference material for QPA via the RIR

method is corundum because of its relatively simple diffraction

pattern, stability and availability as a highly crystalline and pure

single phase. If corundum is used, the RIR equates to I/Ic (or

‘I over I corundum’) for the phase; these are the most commonly

reported values in the literature.

RIRs can be determined either by (i) calculation using

published crystal-structure information with Rietveld analysis

software set to pattern-calculation mode, or (ii) direct measure-

ment by taking the ratio of the strongest peak of the pattern to

the intensity of the strongest peak of corundum in a 50/50 weight

mixture [or through use of equation (3.9.11) for non-equal

proportions]. However, for some phases, there can be ambiguity

about which peak is the most intense. For example, the 104

(2.551 Å) and 113 (2.085 Å) peaks of corundum have very similar

observed intensities, as do the 111 (3.154 Å) and 022 (1.932 Å)

peaks of fluorite. This may lead the analyst to select a peak

different from that chosen for reported RIR values.

Collated lists of RIR values for frequently encountered phases

can be found in the ICDD database (Fawcett et al., 2017) and

Smith et al. (1987). It is important to note, however, that the user

must be very careful when selecting an appropriate RIR value for

their particular experiment. The values of RIR will depend upon

the data-collection and measurement strategy employed (for

example, peak height, integrated peak area, whole pattern, X-ray

wavelength employed and so on) in their derivation. This must

match the conditions used in the experiment to which the value is

to be applied. In general, RIR values should be determined for

the material currently being studied using the methodologies

employed rather than relying on published values. Greater

accuracy will be achieved if the relative intensities are deter-

mined as part of the calibration process using pure samples of the

phase and standard or, preferably, samples in which the phases of

interest have high and known concentration. If published values

of RIR are used, then the determined phase abundances must be

referred to as being only semi-quantitative.

3.9.3.4. Matrix-flushing method

An important feature of RIR-based techniques is that, once

the RIRs are determined for the analyte phases of interest, the

standard phase does not need to be present in the sample. The

effect of the sample mass absorption coefficient is also removed

by taking the ratio of the intensity of phase � to another unknown
phase �. Hence the ratio of the weight fractions of the two phases

can be derived from

W�

W�

¼ Ii�
Ij�

Irelj�

Ireli�

RIR�s

RIR�s

: ð3:9:13Þ

For a system comprising n phases, equation (3.9.13) allows the

derivation of n � 1 weight fraction ratios. Chung (1974a,b) has

demonstrated that, if all components are crystalline and included

in the analysis, an additional constraint of the following form can

be included:

Pn
k¼1

Wk ¼ 1:0: ð3:9:14Þ

This forms a system of n linear equations which can be solved to

give the weight fractions of all components in the analysis

according to (Chung, 1974a,b; Snyder & Bish, 1989)

W� ¼
I�

RIR�sI
rel
�

Xn
k¼1

Ik
RIRksI

rel
k

 !�1

: ð3:9:15Þ

The weight fractions analysed via this method are correct relative

to each other but may not be correct in an absolute sense if

unidentified or amorphous materials are present in the sample. In

this case, the reported phase abundances will be overestimated.

The addition of an internal standard to the system, or knowledge

of the amount of a component phase determined by another

technique, allows calculation of the absolute amount W�(abs) of

each phase [equation (3.9.16)] and thus the derivation of the

amount Wunk of unknown (amorphous and/or unidentified)

components [equation (3.9.17)].

W�ðabsÞ ¼ W� �
WstdðknownÞ
WstdðmeasÞ

; ð3:9:16Þ

Wunk ¼ 1:0�Pn
k¼1

WkðabsÞ; ð3:9:17Þ

where W�(abs) is the absolute weight fraction of phase �,
Wstd(known) is the known weight fraction of the standard added to

the sample, Wstd(meas) is the weight fraction of the standard
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reported by equation (3.9.15) and Wunk is the weight fraction of

the unidentified and/or amorphous component in the mixture.

If an internal standard has been used, then initial calculation of

its concentration via equation (3.9.15) may be:

(i) the same as the weighed amount, indicating that there are

unlikely to be amorphous or unidentified phases present;

(ii) greater than the weighed amount, indicating that amorphous

or unidentified phases may be present; or

(iii) less than the weighed amount, indicating operator error or

the use of invalid RIR or Irel values.

3.9.3.5. Full-pattern fitting methods

The quantitative XRD techniques described above have

traditionally been applied using phase intensity estimates derived

from either single peaks or a small group of peaks. This approach

can be effective when there is minimal peak overlap but becomes

less useful in complex phase systems where it may be difficult to

identify freestanding peaks in the pattern. In addition, the

presence of sample-related effects such as preferred orientation

skew the measured intensities from what would be expected from

an ideal powder diffraction pattern, thus reducing the expected

accuracy.

Some of these effects can be partially overcome by using full-

pattern fitting methods (Smith et al., 1987; Batchelder & Cressey,

1998; Chipera & Bish, 2002, 2013; Eberl, 2003; Toraya & Tsusaka,

1995; Cressey & Schofield, 1996), where wide-range diffraction

patterns of phases of interest are scaled, summed and compared

with the observed diffraction data in a least-squares minimization

process. The method relies on the generation of a library of

standard patterns for each phase expected in the analysis

collected under the same instrumental conditions as those used in

subsequent analyses. The selection of standards that are a good

match for the phases in the unknown sample is a critically

important step. While the library will normally contain patterns

of well ordered phases, it can also include patterns for less well

ordered material such as glasses, polymers, clay minerals and gels,

thus allowing their direct quantification. Where it is not possible

to obtain a measured pattern, calculated patterns may also be

included in the library.

Weight fractions are obtained by the solution of simultaneous

equations that take into account the scale factors of the indivi-

dual components and the mass absorption coefficients derived

from knowledge of the elemental composition of each phase.

Alternatively, the contribution of library patterns to observed

data can be normalized by scaling phases to an internal standard,

typically corundum, using an RIR approach. Given the compo-

sitional and structural variability of some phases, especially in

mineralogical applications, RIRs measured using the same

minerals as those to be analysed are preferred to reported RIRs.

Toraya (Toraya 2016a,b) has devised a QPA method which uses

observed integrated peaks intensities measured of a wide 2�
range. Phase calibration constants are calculated using only their

chemical formula weight and the sum of the square of the number

of electrons in the formula unit. While the method is effective for

wide-range data, it cannot be applied to single-peak data or data

that cover only a limited 2� range.
The full-pattern fitting method is relatively easy to use and can

be applied to difficult samples containing highly disordered

materials. For some disordered phases where no crystal structure

is available and where peak overlap means that individual peak

intensities cannot be measured, full-pattern fitting may be the

most appropriate approach to QPA. The major limitations of the

method include the need (i) to define and subtract the pattern

background, with a subsequent impact on QPA, and (ii) to obtain

or generate a library of standard patterns of the phases of

interest. The use of an internal standard is recommended and the

method is best applied when all standard patterns have first been

normalized to an internal standard intensity (Chipera & Bish,

2002, 2013).

3.9.3.6. Rietveld-based QPA

The advent of the Rietveld method (Rietveld, 1969) and its

extension into the field of QPA (Bish & Howard, 1988; Hill, 1983;

Hill & Howard, 1987; O’Connor & Raven, 1988; Taylor, 1991) has

brought some significant benefits when compared with the

conventional single-peak and pattern-addition methods. Recent

surveys (Madsen et al., 2001; Scarlett et al., 2002) show that the

majority of participants, greater than 75%, use a Rietveld-based

approach for QPA. The benefits derive from (Hill, 1991; Kaduk,

2000):

(i) The use of the entire diffraction pattern. Depending on the

2� range of the data and the crystallography of the compo-

nent phases, this may involve hundreds or thousands of

reflections rather than the few peaks in conventional

methods. This helps to minimize the impact of some

systematic sample-related effects such as preferred orienta-

tion and extinction.

(ii) The ability to accurately deconvolute overlapping peaks to

extract the component intensities, thus allowing more

complex patterns to be analysed. The development of

fundamental-parameters models (Bergmann et al., 1998,

2000; Cheary & Coelho, 1992; Cheary et al., 2004), which aim

to distinguish instrument from sample contributions to the

diffraction pattern, minimizes the number of profile para-

meters that need to be refined, further enhancing this

profile-fitting step.

(iii) Refinement of the crystal structure, when supported by the

data, to minimize differences between the intensities in the

calculated and observed patterns. This brings additional

information such as systematic changes in structure para-

meters from published data.

(iv) The ability to model some remaining systematic effects such

as preferred orientation or anisotropic crystallite size/strain

peak broadening.

The Rietveld method uses a least-squares procedure to mini-

mize the difference between a calculated pattern and the

measured data. The calculated pattern is derived from a model

containing crystal-structure information for each phase included

in the analysis, convoluted with expressions describing peak

shape and width, along with functions to correct systematic

variances such as preferred orientation. The calculated pattern is

multiplied by an overall scaling factor which may be equated to

the peak intensities (Ii�) considered by the single-peak methods.

The Rietveld scale factor for phase �, S�, can be defined as (Bish

& Howard, 1988; Hill, 1991; Hill & Howard, 1987; O’Connor &

Raven, 1988)

S� ¼
K

V2
�

� �
W�

��

� �
1

2��
m

; ð3:9:18Þ

where K is an ’experiment constant’ used to put W� on an

absolute basis, and V�,W� and �� are the volume of the unit cell,

the weight fraction and the density for phase �, respectively.
Since equation (3.9.18) inherently contains the weight-fraction

information, it can be rearranged to derive W�:
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W� ¼
S���V

2
��

�
m

K
: ð3:9:19Þ

O’Connor & Raven (1988) and Bish & Howard (1988) have

shown that K is dependent only on the instrumental conditions

and is independent of individual phase and overall sample-

related parameters. Therefore a single measurement is sufficient

to determine K for a given instrument configuration and set of

data-collection conditions. Determination of K may be carried

out by (i) a measurement of either a pure phase, or a phase of

known proportion in a mixture, separately from the measurement

of the actual unknown mixture, or (ii) using a phase that is

present in the sample in a known amount. The value of K

calculated in this way will be appropriate for the calibration of

subsequent measurements as long as all instrumental and data-

collection conditions remain the same as those used in its

determination.

For each phase, the density �� can be calculated from the

published (or refined) crystal-structure information using

�� ¼
ZM�

V�
; ð3:9:20Þ

where ZM is the mass of the unit-cell contents (Z is the number

of formula units in the unit cell and M is the molecular mass of

the formula unit) and V is the unit-cell volume.2

Substitution of equation (3.9.20) in equation (3.9.19) shows

that

W� ¼
S� ZMVð Þ���

m

K
: ð3:9:21Þ

In this context, (ZMV)� is the ‘phase constant’ and can be

calculated from published or refined crystal-structure informa-

tion alone. It is worth noting that, if the crystal structure is refined

as part of the analysis, ZMV is updated and hence becomes a

dynamic phase constant.

The methodology embodied in equation (3.9.21) is important

in many applications in that it produces, within the limits of

experimental error, absolute phase abundances and is referred to

hereafter as the external standard approach. While the use of a

phase that already exists within the sample to determine K may

be considered as an internal standard approach, in some appli-

cations, including in situ studies, that phase may be removed from

the system through, for example, decomposition or dissolution.

However, the value of K remains valid for subsequent determi-

nation of phase abundances provided that the instrumental and

data-collection conditions do not change.

Equation (3.9.21) is directly applicable to the analysis of those

phases for which detailed crystal-structure information is avail-

able. For phases where only a partial structure (for example, an

indexed unit cell but no atom coordinates or site-occupation

factors) is available, an empirical ZMV can be derived using

mixtures of the phase of interest with known amounts of a well

characterized standard (Scarlett &Madsen, 2006). QPA of phases

with partial structure is also possible through the use of equation

(3.9.19), but an estimate of the phase density, obtained through

direct measurement, is required.

The limitations of the approach embodied in equations (3.9.19)

and (3.9.21) derive from the need to (i) conduct a measurement

of K and (ii) estimate the value of the mass absorption coefficient

��
m for the sample(s) used to determine K, as well as for each

sample of interest. However, similar to the earlier discussion

about the single-peak methods, ��
m can be determined by direct

measurement or calculation using equations (3.9.4) or (3.9.5),

respectively. The benefits that can be derived from the extraction

of the absolute, rather than relative, phase abundances, make it

worth pursuing in many analytical situations. For example, in

time-resolved studies where phases transform and material is lost

in the course of reaction, the calculation of relative abundances

summed to 100% may give a misleading impression of increased

amounts of the remaining phases.

In some diffraction instruments, there may be decay in the

incident-beam intensity during the course of measurement. This

may happen on the timescale of months for a laboratory-based

instrument owing to X-ray tube ageing, or on the scale of minutes

at a synchrotron instrument where the storage-ring current is

only refreshed once or twice per day. In this case, the change in

incident intensity can be taken into account by incorporating an

additional term into equation (3.9.21):

W�i ¼
S�i ZMVð Þ���

m

K

I0
Ii
; ð3:9:22Þ

where I0 and Ii are the incident beam intensities present during

the determination of K and the collection of data set i, respec-

tively.

The need to measureK, and measure or calculate ��
m, serves to

increase the overall experimental difficulty and can be eliminated

in ways analogous to those used in the single-peak methodology

described earlier. For a simple two-phase mixture where both

phases, � and �, are 100% crystalline, the sum of their weight

fractions W� and W� equals unity and can be expressed as (Bish

& Howard, 1988)

W� ¼
W�

W� þW�

: ð3:9:23Þ

Substitution of equation (3.9.21) for phases � and � in equation

(3.9.23) results in

W� ¼
S� ZMVð Þ�

S� ZMVð Þ� þ S� ZMVð Þ�
: ð3:9:24Þ

Alternatively, in a multiphase sample, the addition of an internal

standard s in known amount Ws and taking the ratio of equation

(3.9.21) for analyte and standard phases provides the relationship

W� ¼ Ws

S� ZMVð Þ�
Ss ZMVð Þs

: ð3:9:25Þ

The method embodied in equation (3.9.25) is analogous to the

internal standard approach in equation (3.9.9) and also serves to

produce absolute phase abundances W�(abs). Once again, the

benefit accruing from the use of absolute phase abundances is the

ability to estimate the presence and amount of any amorphous

and/or unidentified phases W(unk) through application of equa-

tions (3.9.16) and (3.9.17).

Hill & Howard (1987) and Bish & Howard (1988) have

adapted the matrix-flushing method of Chung (1974a,b) to the

Rietveld analysis context. By constraining the sum of the

analysed weight fractions to the assumed concentration of the

crystalline components (usually unity), the weight fraction of

phase � in an n-phase mixture is given by the relationship3

2 When calculating phase density from crystallographic parameters, a factor of
1.6604 = 1024/6.022 � 1023 is needed to convert � in a.m.u. Å�3 to g cm�3.

3 It should be noted that the implementation of the matrix-flushing method by
Bish and Howard retains the use of phase density, but their approach is essentially
the same as that of Hill and Howard.
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W� ¼
S�ðZMVÞ�Pn
k¼1 SkðZMVÞk

: ð3:9:26Þ

The use of equation (3.9.26) in QPA again eliminates the need to

measure the instrument calibration constant and estimate the

sample mass absorption coefficient. However, the necessity of

normalizing the sum of the analysed weight fractions to unity

only produces the correct relative phase abundances. This

approach is the most widely used in Rietveld-based QPA and is

almost universally coded into Rietveld analysis programs. If the

sample contains amorphous phases and/or minor amounts of

unidentified crystalline phases, the analysed weight fractions

will be overestimated. Where absolute phase abundances are

required in, for example, the derivation of reaction mechanisms

in in situ studies, then one of the methods that produces absolute

phase abundances must be used.

3.9.4. Demonstration of methods

The sample 1 suite from the IUCr Commission on Powder

Diffraction (CPD) round robin on QPA (Madsen et al., 2001)

provides a useful basis for demonstrating the applicability some

of the methods described above. Sample 1 was designed to

provide a relatively simple analytical system in order to deter-

mine the levels of accuracy and precision that could be expected

under ideal conditions. The key design criteria required that the

phases exhibit little peak overlap in the low-angle region of the

diffraction pattern and the samples have at least one freestanding

peak for each phase in the d-spacing range 3.7 to 1.9 Å.

The three components (corundum, �-Al2O3; fluorite, CaF2; and

zincite, ZnO) were prepared in a ternary design to provide a total

of eight different mixtures in order to cover as wide a range of

composition as possible for each phase. The result is that each

phase is present in the suite with concentrations of approximately

1, 4, 15, 33, 55 and 95 wt%. The exact compositions (Madsen et

al., 2001) can be found in Table 3.9.1. The unique chemical

composition of the component phases also allowed the weighed

compositions to be confirmed by measurement of total elemental

composition using X-ray fluorescence (XRF) methods.

Data sets were collected from three replicates of the eight

mixtures using a Philips X’Pert diffractometer equipped with a

Cu long fine focus tube operated at 40 kVand 40 mA. The beam

path was defined with 1˚ divergence, 0.3 mm receiving and 1˚

scatter slits. A curved graphite post-diffraction monochromator

was fitted to eliminate K� radiation. Data were collected from 15

to 145˚ 2� in increments of 0.02˚ using a counting time of 1.5 s per

step. These data sets are available as supporting information from

http://it.iucr.org/ for any reader wishing to develop and test their

skills in various methods.

For the single-peak methods, the net intensity for all peaks in

the range 22 to 65˚ 2� was extracted using a fundamental-

parameters approach to peak fitting coded in the TOPAS soft-

ware package (Bruker AXS, 2013). The choice of peak profile

type is important, since any misfit will be reflected in the esti-

mation of peak area and hence in the QPA. Unless otherwise

stated, QPA was undertaken using the strongest peak in the

pattern for each phase (corundum 113, d = 2.085 Å; fluorite 022, d

= 1.932 Å; zincite 011, d = 2.476 Å). The average values for these

peaks can be found in Table 3.9.2. For those methods requiring

knowledge of the mass absorption coefficient, ��
m for each sample

was calculated from the XRF chemical analysis results.

3.9.4.1. Absorption–diffraction method

In this method, the QPA of each phase is conducted inde-

pendently of the others. For each phase, the determination of a

specific calibration constant, C, was achieved using a rearranged

equation (3.9.3). The sample where the relevant phase was

present at about 55 wt% (sample 1E for corundum, 1D for

fluorite and 1F for zincite) was taken to be the calibration sample.

For fluorite the determination of C proceeded using

Ci;� ¼ Ii;�
��

m

W�

¼ 6559:6� 71:71

0:5358
¼ 877 919: ð3:9:27Þ

All data sets were then analysed using equation (3.9.3), as

demonstrated here using sample 1H.

W� ¼ Ii;�
��

m

Ci;�

¼ 5132:0� 59:1

877919
¼ 0:3455; ð3:9:28Þ

compared with a value of 0.3469 added to the sample by weight.

Fig. 3.9.1 shows the analysed concentration for all 24 fluorite

measurements along with the bias from the known values. The

bias (analysed� known) all fall within the range�0.3 to 0.5 wt%

with no systematic bias as a function of concentration. The similar

results achieved for corundum and zincite demonstrate the

validity of the approach where there is minimal peak overlap.

3.9.4.2. Internal standard method

Application of the internal standard method normally requires

the addition of an appropriate phase in known amount to each

sample to be analysed. In order to use this data for demonstration

of the internal standard method, it is necessary to designate one

of the existing phases as the internal standard. Sample 1H has

been used to derive the calibration constant, with fluorite

considered to be the phase of interest while zincite is designated

Table 3.9.1
Weighed composition (weight fraction) of the eight mixtures comprising
sample 1 in the IUCr CPD round robin on QPA (Madsen et al., 2001)

Sample Corundum Fluorite Zincite

1A 0.0115 0.9481 0.0404
1B 0.9431 0.0433 0.0136
1C 0.0504 0.0136 0.9359
1D 0.1353 0.5358 0.3289
1E 0.5512 0.2962 0.1525
1F 0.2706 0.1772 0.5522
1G 0.3137 0.3442 0.3421
1H 0.3512 0.3469 0.3019

Table 3.9.2
Average values (n = 3) of net peak intensity derived using profile fitting
for the strongest peaks of corundum (113), fluorite (022) and zincite
(011)

The figures in parentheses are the standard deviations of the means. The sample
mass absorption coefficient ��

m was calculated from the XRF-L determined
composition.

Sample Corundum Fluorite Zincite
��

m

(cm2 g�1)

1A 34.8 (0.6) 8958.7 (33.0) 509.9 (6.0) 93.02
1B 6561.3 (28.6) 1095.5 (7.1) 474.3 (3.8) 34.45
1C 244.4 (0.9) 250.9 (10.1) 22898.0 (37.0) 49.03
1D 474.5 (3.5) 6559.6 (2.8) 5468.5 (9.5) 71.71
1E 2525.3 (27.9) 4835.5 (27.0) 3370.7 (16.3) 53.17
1F 1251.3 (7.8) 2935.8 (9.0) 12494.9 (22.4) 52.67
1G 1295.0 (8.7) 5041.7 (17.0) 6787.9 (26.6) 59.64
1H 1436.5 (7.3) 5132.0 (13.6) 5996.8 (59.5) 59.10
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as the internal standard. The intensities (Table 3.9.2) and known

concentrations (Table 3.9.1) of these phases can then be used to

derive Cij
�s from equation (3.9.8) to eliminate the need to know or

measure ��
m for the sample.

Ifluorite
Izincite

Wzincite

Wfluorite

¼ Cij
�s ¼

5132:0

5996:8
� 0:3019

0:3469
¼ 0:7448: ð3:9:29Þ

Analysis of the unknowns (Fig. 3.9.2) then proceeds via equation

(3.9.9) and is demonstrated here using sample 1D:

Wfluorite ¼
Wzincite

C
ij
�s

Ifluorite
Izincite

¼ 0:3289

0:7448

6559:6

5468:5
¼ 0:5297; ð3:9:30Þ

compared with a value of 0.5358 added to the sample by weight.

3.9.4.3. Reference intensity ratio

For this exercise, the peak intensities and phase concentrations

in Tables 3.9.1 and 3.9.2 for sample 1H can be used to determine

the RIRs for fluorite and zincite.

RIRfluorite ¼
5132:0

1436:5
� 0:3512

0:3469
¼ 3:617; ð3:9:31Þ

RIRzincite ¼
5996:8

1436:5
� 0:3512

0:3019
¼ 4:856: ð3:9:32Þ

These RIRs should be compared with reported values for fluorite

in the ICDD database (ICDD, 2015) which have an average of

3.83 (n = 33) but range from 2.40 to 4.21. For zincite the reported

RIR values have an average of 5.24 (n = 50) and range from 4.50

to 5.87. The discrepancies in the various reported values of the

RIRs highlight the need to determine them under the same

conditions as the samples being analysed if the highest accuracy is

to be achieved.

Fig. 3.9.3 shows the RIR values calculated from all 24 (eight

samples, three replicates each) measurements for fluorite and

zincite plotted as a function of corundum concentration. At

intermediate concentrations there is quite good agreement

between the determined values. However, there are significant

deviations at low corundum concentration, resulting in insuffi-

cient measured intensity in the corundum peak to ensure suffi-

cient accuracy in the RIR. Hence, care should be taken to ensure

that there are sufficient counts in the peaks used to determine the

RIR. In addition, a low concentration automatically means that

there are fewer grains contributing to the diffraction process;

hence particle statistics may also present a significant problem.

The presence of other sample-related aberrations that affect

the measured intensities also needs to be considered. For

example, microabsorption may affect measured RIR values

differently in different concentration ranges. The impact of such

effects on the analysis is reduced by their inclusion in the

measured RIR provided that variation induced by, for example,

sample preparation can be kept to a minimum.

Figure 3.9.1
Plot of the analysed concentration (black diamonds – left axis) and the
bias (open triangles – right axis) expressed as wt% for fluorite using the
absorption–diffraction method. The analysis was calibrated using sample
1D, which has a fluorite concentration of 53.58 wt%.

Figure 3.9.2
Plot of the analysed concentration (black diamonds – left axis) and the
bias (open triangles – right axis) expressed as wt% for fluorite using the
internal standard method with zincite designated as the internal
standard. The analysis was calibrated using sample 1H where the
fluorite and zincite concentrations are 34.69 and 30.19 wt%, respectively.

Figure 3.9.3
Plot of the 24 determined RIR values for fluorite (black diamonds) and
zincite (open triangles) as a function of corundum concentration. The
dashed lines represent the average RIR values for fluorite (lower) and
zincite (upper) determined from the three replicates of sample 1H where
all phases have approximately equal concentration.
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3.9.4.4. Matrix flushing

Once the correct value of RIR is determined for each phase,

the matrix-flushing method can be applied using equation

(3.9.15). For fluorite in sample 1D, the calculation proceeds as

follows:

Wfluorite ¼
Ifluorite=RIRfluoritePn

k¼1 Ik=RIRks

¼ 6559:6=3:617

474:5=1:0þ 6559:6=3:617þ 5468:5=4:856
¼ 0:5312;

ð3:9:33Þ
compared with a value of 0.5358 added to the sample by weight.

Fig. 3.9.4 shows the bias for fluorite in all samples analysed by the

matrix-flushing method. Once again, there is good agreement

between the weighed and analysed amounts. However, it is worth

reiterating that this method normalizes the sum of all analysed

weight fractions to unity. If amorphous or non-analysed phases

are present in the sample, then the weight fractions will be

overestimated relative to their absolute abundances.

3.9.4.5. Rietveld-based methods

The strengths and weaknesses of some of the methods

described in Section 3.9.3 are highlighted through a study of the

mechanism and kinetics of nucleation and crystal growth in the

context of the Bayer process for the extraction of aluminium

from bauxite ores (Webster et al., 2010). Specifically, the

experiments utilize synthetic Bayer liquors, consisting of Al-

loaded caustic solutions to which a variety of seed material is

added. Several polymorphs of Al(OH)3 (gibbsite, bayerite and

nordstrandite) crystallize from solution onto the seed material.

The rate of crystallization and the ratio of the phases formed

depend on the sample conditions used, including the Al and

caustic concentrations in solution, as well as sample temperature.

The mechanism and rate of crystallization were followed by

collecting XRD data at the powder-diffraction beamline of the

Australian Synchrotron4 over a period of about 3 h. The

diffractometer incorporates a Mythen detector (Schmitt et al.,

2003) which allows for the simultaneous collection of 80˚ 2� of the
diffraction pattern. A wavelength of 0.826 Å was used to ensure

adequate penetration of the beam in the sample. The sample

environment (Madsen et al., 2005; Norby et al., 1998) consisted of

a 1-mm quartz glass capillary containing a slurry of the seed and

Bayer liquor heated to temperatures between 333 and 348 K

using a hot-air blower.

The data were analysed using TOPAS (Bruker AXS, 2013),

where a learned-profile approach to peak modelling was used

with an empirical instrument width and shape contribution

determined using the NIST SRM660 LaB6 profile standard. For

the samples in the study, refined parameters included 2� zero

offset, a Chebychev polynomial pattern background and, for each

phase, the Rietveld scale factor, crystallite size and strain, and

unit-cell dimensions.

A number of different approaches were used to extract the

phase abundances at each stage of the reaction. Initially, QPAwas

derived using equation (3.9.26); the value that many Rietveld

analysis programs output as their first estimate of phase abun-

dance. Fig. 3.9.5 shows the QPA output from an in situ experi-

ment in which goethite (FeOOH) was added as the seed.

At the start of the experiment, prior to the crystallization of

any of the Al(OH)3 polymorphs, Fig. 3.9.5 shows that the

reported concentration of the goethite seed is 100 wt% since it is

the only phase represented in the analysis at that time. On

formation of gibbsite, bayerite and nordstrandite, the goethite

concentration appears to decrease progressively to about 65 wt%

while the total Al(OH)3 concentration reaches about 35 wt% at

the end of the experiment. However, these figures are in

disagreement with (i) the fact that goethite is unlikely to dissolve

or otherwise be consumed in this system (Murray et al., 2009), (ii)

the known addition of goethite to the sample (14.13 wt%) and

(iii) the total amount of Al(OH)3 available from solution

(15.92 wt%). The problem with the QPA in this case arises from

the fact that only the crystalline components are considered in

the analysis and that equation (3.9.26) normalizes the sum of

their analysed weight fractions to unity. However, aluminium,

which is in solution at the start of the run, forms crystalline

phases continuously throughout the reaction after an initial

induction period. In order to overcome the anomalies in the QPA

results, it is necessary to consider the sample as a whole; that is,

the concentration of both the solid and liquid components in the

X-ray beam for the duration of the experiment.

In this sample, the concentration of the goethite seed was

14.13 wt% in the slurry injected into the sample capillary. If the

assumption is made that, in this environment, goethite is

unreactive and its concentration will not change during the

reaction, it can be used as an internal standard to put the

Al(OH)3 concentrations on an absolute basis. The QPA results

derived using the internal standard or ‘spiked’ approach in

equation (3.9.25) are shown in Fig. 3.9.6.

The goethite concentration is fixed at the known addition

(14.13 wt%) at the start of the experiment. However, the

concentrations of the Al(OH)3 polymorphs are now put on an

absolute scale, thus allowing derivation of more meaningful

reaction mechanisms.

If, however, there is residual doubt about the reactivity of the

goethite, it may be necessary to use the external standard

approach embodied in equation (3.9.21). In this case, the value

for the instrument constant, K, can be derived using the Rietveld

scale factor, ZMV and the known addition of goethite in a

Figure 3.9.4
Plot of the analysed concentration (black diamonds – left axis) and the
bias (open triangles – right axis) expressed as wt% for fluorite using the
matrix-flushing method with RIRs of 1.0, 3.617 and 4.856 for corundum,
fluorite and zincite, respectively. The RIRs were determined using
sample 1H where the corundum, fluorite and zincite concentrations are
35.12, 34.69 and 30.19 wt%, respectively. 4 Australian Synchrotron beamtime award number AS091/PD1035.
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rearranged equation (3.9.21). For this determination, the goethite

scale factor from the first few data sets, prior to the start of the

reaction, was averaged to minimize any errors that may be

introduced by counting statistics. The value of the sample mass

absorption coefficient ��
m was set to an arbitrary value of unity

for both the determination of K and all subsequent analyses,

since the overall chemical content of the capillary, and hence the

attenuation of the X-ray beam, does not change during the

reaction.

This experimental work was conducted at the Australian

Synchrotron where the storage-ring current was boosted every

12 h. Between these times the current, and hence the incident-

beam intensity, decays, resulting in what amounts to a change in

the ‘instrument configuration’. This requires a modification of

the K value and subsequent calculation of concentration to

compensate for the changing incident intensity using equation

(3.9.22).

Fig. 3.9.7 now shows the results of QPA derived from equation

(3.9.22). In this case the concentrations of the Al(OH)3 poly-

morphs are similar to those in Fig. 3.9.6. However, since the phase

abundances are derived using an external standard approach, any

changes in the apparent goethite concentration can now be

monitored. Fig. 3.9.7 shows that the goethite concentration did

not change significantly in the early stages of the experiment

(t < 10 min) before Al(OH)3 crystallization was observed but

there is a small, systematic decrease in the apparent goethite

concentration as the experiment progresses. At the end of the

experiment, the goethite concentration appears to be lower by

about 1% relative to the concentration at the start.

This apparent decrease could be due to a number of causes

including (i) poor correction for beam-intensity changes or (ii)

solid material moving about in the capillary with some movement

out of the X-ray beam. Alternatively, the decrease could be

attributed to the ‘shielding’ of the goethite from the X-ray beam

by the Al(OH)3 phases as they form and coat the goethite

particles. This decrease could then be used to obtain an average

thickness of the Al(OH)3 phases on the seed particles. This layer

was calculated to be about 5.5 mm (assuming a linear absorption

coefficient of 9.5 cm�1 for gibbsite at 0.826 Å) resulting in an

overall particle size of about 11 mm at the end of the run (the

goethite particles are about 0.2 � 2 mm and hence do not

contribute significantly to the overall particle size). These values

are in good agreement with independent studies (Webster et al.,

2010) where the gibbsite was examined using scanning electron

microscopy (SEM) techniques (Fig. 3.9.8) following crystal-

lization under similar conditions to those used here.

3.9.5. Alternative methods for determination of calibration
constants

3.9.5.1. Standardless determination of the phase constant C

In order to determine the phase calibration constant C, it is

common to obtain (i) a pure sample of the phase of interest that

accurately reflects the form of the phase in the samples to be

analysed, or (ii) a multiphase sample in which the phase

concentration is known by other means (for example, chemical

analysis or point counting). In some systems, there may be

insufficient sample available to risk ‘contaminating’ it with an

internal standard, especially if the material needs to be analysed

using other techniques. The addition of an internal standard may

also introduce microabsorption problems or increase the

complexity of patterns that are already highly overlapped. For

other situations, the time frame demanded for the analysis may

prohibit the time-consuming procedures of standard addition,

data collection and separate determination of the phase cali-

bration constant.

Zevin & Kimmel (1995) have described an approach to the

derivation of phase constants which relies on having a suite of

samples to be analysed that (i) have the same phases present in

all samples and (ii) exhibit a wide range of composition of these

phases in various samples in order to stabilize the analysis. If we

reconsider the relationship between the weight fraction W� and

the observed intensity [equation (3.9.3)],

W� ¼
I��

�
m

C�
; ð3:9:34Þ

and assume that all phases in the system are known and included

in the analysis, we can introduce the additional constraint that the

sum of all W�’s is unity (or at least a known value):

Pn
j¼1

Wj ¼ 1:0: ð3:9:35Þ

In a system of n samples containing m phases, we can explicitly

write the relationships expressed in equations (3.9.34) and

(3.9.35) as a set of simultaneous equations:

1:0 ¼ 1

C1

I11�
�
1 þ

1

C2

I12�
�
1 þ . . .þ 1

Cm

I1m�
�
1;

1:0 ¼ 1

C1

I21�
�
2 þ

1

C2

I22�
�
2 þ . . .þ 1

Cm

I2m�
�
2;

1:0 ¼ 1

C1

In1�
�
n þ

1

C2

In2�
�
n þ . . .þ 1

Cm
Inm�

�
n; ð3:9:36Þ

where ��
n is the mass absorption coefficient for the nth sample.

Knudsen (1981) has described a modification to this approach

by including an internal standard in each of the samples to be

analysed and using the ratio of intensities of the analyte and

internal standard phases in place of the Inm in equation (3.9.36).

While this eliminates the need to determine and use the mass

absorption coefficient, the tedious procedure of adding and

mixing an internal standard is required for each sample and for

reasons described above may not be appropriate.

The relationships embodied in equations (3.9.36) can be

expressed more simply in matrix notation as

L0 ¼ I0C0; ð3:9:37Þ
where L0 is a column vector (dimensions 1 � n) containing the

known (or assumed) sum of weight fractions for each sample

(unity in this case), C0 is a column vector (dimensions 1 � m)

containing the calibration constants for each phase and I0 is a

rectangular matrix (dimensions n rows � m columns) containing

the measured peak intensities (or scale factors) for each phase

multiplied by the sample mass absorption coefficient.

A least-squares solution of equation (3.9.37) to derive the

value for C for each phase can be calculated using matrix-

manipulation methods (Knudsen, 1981):

C0 ¼ I0TI0
� ��1

I0TL0; ð3:9:38Þ
where the superscripts T and �1 represent the transpose and

inverse matrix functions, respectively.

Accuracy in the calculation of the individual values of C is

improved by having (i) phases of the same or similar composition

in all samples and (ii) a wide range of concentrations of each

phase across the sample suite. These conditions may be met in,
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for example, mineral exploration samples

where a limited number of phases are present

in a drill core but their abundance varies as a

function of depth. In mineral processing or

industrially based material manufacture, the

goal is usually to control the system to mini-

mize compositional variation in the product.

The side effect of this is that the values of

intensity in matrix I have too little variation,

resulting in large errors in the derived values

for C. In the limiting case, the system may

become indeterminate with no unique solu-

tion available. To overcome this, forced or

accidental changes to processing conditions

may introduce sufficient compositional varia-

tion to stabilize the determination of the C

values through equation (3.9.38). Alter-

natively, physical or chemical separation of

selected components may be sufficient to

provide the required compositional variation.

Knudsen (1981) provides a detailed statistical

analysis used in the determination of the

errors in the phase constants.

While Zevin (Zevin & Kimmel, 1995) and

Knudsen (1981) have demonstrated the

application of this approach for single-peak

methods, it is equally applicable if scale

factors derived from whole-pattern fitting or

Rietveld-based methods are used.

3.9.5.2. Demonstration of the Zevin approach

The sample 1 suite from the IUCr CPD

round robin on QPA again provides an ideal

platform for demonstrating the applicability of

this method due to the wide variation of

concentration of the constituent phases. A

measure of intensity was derived using an

hkl_phase (see Section 3.9.6) in which the

peak positions were constrained to the space

group and unit-cell parameters but the indi-

vidual peak intensities were refined to

empirical values using a pure sub-sample of

each of the three phases. For the analysis of

the samples, the relative peak intensities were

fixed and an overall scale factor S for each

phase in each sample (eight samples, three

replicates, three phases), multiplied by the

mass absorption coefficient calculated from

the XRF-determined composition, was used as

the measure of intensity. These S��
m values

then formed the intensity matrix I in equations

(3.9.37) and (3.9.38) while all values in the

vector L were assumed to be 1.0 (i.e. all

samples were assumed to be fully crystalline).

Microsoft Excel provides a useful platform for

these calculations since it contains all of the

matrix-manipulation functions required by

equation (3.9.38). The determined values for C

for the three phases are given in Table 3.9.3.

The values in the C/Ccorundum column should

be compared with the values derived in

Section 3.9.4.3 above.

Figure 3.9.6
The results of QPA of the in situ XRD data collected during the seeding experiments of
Webster et al. (2010).The values are absolute phase abundances derived using the internal
standard relationship in equation (3.9.25).

Figure 3.9.7
The results of QPA of the in situ XRD data collected during the seeding experiments of
Webster et al. (2010). The values are absolute phase abundances derived using the external
standard relationship in equation (3.9.22). Note the slight decrease in the goethite
concentration (left axis) during the run.

Figure 3.9.5
The results of QPA of the in situ XRD data collected during the seeding experiments of
Webster et al. (2010). The values were derived using the Hill/Howard (Hill & Howard, 1987)
relationship in equation (3.9.26). Note the decrease in apparent goethite concentration (left
axis) as the polymorphs of Al(OH)3 (right axis) crystallize from solution.



355

3.9. QUANTITATIVE PHASE ANALYSIS

Application of these C values to the analysis of all samples via

equation (3.9.34) yields the results given in Fig. 3.9.9. The results,

displayed as bias from the known values, show that at all

concentration ranges the analyses are within about �1% of the

weighed values. The important point to note here is that there has

been no prior calibration conducted to obtain this result; the

system is self-calibrating and has only relied on having a wide

range of concentrations of the three phases in the sample suite.

The only prior knowledge used in the analysis is (i) a measure of

peak intensity embodied in the empirical phase scale factor and

(ii) an estimate of ��
m for each sample calculated from the

elemental composition.

3.9.5.3. Experiment constant – a whole-sample approach

Earlier discussion has noted that the experiment constant K

used in equation (3.9.21) can be determined using (i) a standard

pure phase or mixture measured separately from the measure-

ment of the actual unknown mixture being analysed, or (ii) using

a phase that is present in the sample in a known amount.

However, in some cases, these approaches are not always effec-

tive in producing reliable values of K because the methodology

assumes that the mass of sample contributing to the diffraction

process is constant. While this condition is true for infinitely thick

samples in Bragg–Brentano geometry, it is unlikely to be true for

capillary or flat-plate samples in transmission geometry. In these

cases, the sample thickness and packing density will have a

significant influence on the amount of sample contributing to the

diffraction process and hence on the observed intensity and the

derived values of K. Therefore, a K value determined from one

capillary sample is unlikely to be applicable to another capillary

even though all other instrumental conditions remain the same.

However, for in situ studies, a K value determined at the start of

an experiment should remain valid as the analysis proceeds.

K can also be determined using the whole sample, rather than

an individual phase. Since the determined value ofK then applies

equally to all phases in the sample, equation (3.9.21) can be

summed over all analysed components thus:

Pn
i¼1

Wi ¼ ð��
m=KÞPn

i¼1

SiðZMVÞi: ð3:9:39Þ

If the crystallinity of the sample is known (or can safely be

assumed), then individual phase abundances are not required and

K can be calculated from

K ¼ ��
m

Pn
i¼1 Si ZMVð ÞiPn

i¼1 Wi

; ð3:9:40Þ

where
P

Wi is the assumed crystallinity of the entire sample.

For a sample that is 100% crystalline and all components

included in the analysis, then the denominator is unity and K is

simply the sum of the product of the scale factors and their

respective ZMV’s multiplied by the mass absorption coefficient

of the entire sample.

For in situ studies where a reaction or process is examined

dynamically, sealed capillary sample geometry is frequently used.

In this environment, the chemical composition of the capillary

contents will not change during the course of the reaction even

though individual phases may be undergoing transformation.

Equation (3.9.40) can be further simplified since the overall

sample mass absorption coefficient remains constant throughout

the reaction and can therefore be deleted and its effect incor-

porated into K.

This whole-sample approach to the determination of K is also

useful in systems where there are residual errors that may not be

evident when equation (3.9.21) is used with the concentration of a

single phase. By way of demonstration, the sample 1 suite from

the IUCr CPD round robin on QPA has been used to calculate K

in two distinct ways:

(1) Phase specific: Three replicate measurements of the eight

mixtures were analysed using a Rietveld-based surface-

analysis approach (Stinton & Evans, 2007). This approach

refines a single model to all data sets in the suite simulta-

neously allowing parameters that are common to all samples

to be determined with a greater degree of certainty. Since the

sample suite contains corundum, fluorite and zincite in a wide

range of concentrations, application of a rearranged equation

(3.9.21) using the refined scale factors results in 72 separate

determinations of K. The value of ��
m for each sample was

derived from XRF-determined compositions using equation

(3.9.5), while the values for Wi were taken from the known

weight additions.

(2) Whole sample: Equation (3.9.40) was applied to each of the 24

data sets (i.e. three replicates each of the eight samples)

assuming (i) that all phases were known and fully crystalline,

i.e.
P

Wi ¼ 1; and (ii) ��
m for each sample was derived in the

manner described above.

Fig. 3.9.10 shows the 72 individual determinations of K from

the phase-specific method as a function of known phase

concentration. At high concentrations, the values for K derived

from each of the three phases are similar indicating that, for

effectively pure phase samples, the approach embodied in

equation (3.9.21) is valid. However, if K is determined using the

known concentration of a single phase at a lower concentration in

a multiphase sample, then residual errors in the measurement of

pattern intensity serve to reduce its accuracy. At lower concen-

trations of corundum, there is a systematic increase in the

determined value of K resulting from a small microabsorption

effect present in these samples. Since corundum has the lowest

mass absorption coefficient of the three phases in this system

its intensity, and hence Rietveld scale factor, is slightly

Table 3.9.3
Phase calibration constants for corundum, fluorite and zincite deter-
mined using the Zevin (Zevin & Kimmel, 1995) and Knudsen (Knudsen,
1981) method

The RIR values were derived earlier in this chapter.

Phase C C/Ccorundum RIR

Corundum 240.91 1.0 1.0
Fluorite 874.27 3.629 3.617
Zincite 1190.81 4.943 4.856

Figure 3.9.8
SEM image of Al(OH)3 (grey hexagon) which has crystallized on
goethite seed (light grey needles) (Webster et al., 2010).
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overestimated relative to the fluorite and zincite. This results in

an overestimation of the value of K relative to an ideal sample;

the magnitude of this difference is about 5% relative. Use of

these values for subsequent analysis will result in an under-

estimation of phase concentrations using equation (3.9.21). The

converse is true if fluorite or zincite is used to determine K.

However, if the whole-sample approach embodied in equation

(3.9.40) is used for the determination of K, these residual sample-

related aberrations can be eliminated; the results of the deter-

mination of 24 values of K using this approach are also included

in Fig. 3.9.10. The mean of all 24 determinations is 427.6 (3.7)

representing a relative error of <0.8%. The important point to

note here is that knowledge of the individual phase concentra-

tions is not needed; the only assumption needed relates to the

total crystallinity of each sample.

For in situ studies, using equation (3.9.40) to

calculate K at each step i in the reaction

(defined asKi) can be useful in deriving details

of the reaction mechanism. If Ki increases as

the reaction progresses, this may be indicative

of increasing crystallinity in the sample.

Reductions in Ki during the reaction may

point to the formation of intermediate amor-

phous material or unidentified crystalline

components, the total concentration of which

can be readily calculated using

wt%amorphous ¼ 100 1� Ki

K

� �
: ð3:9:41Þ

Application of this can be demonstrated using

sample 3 from the QPA round robin (Scarlett

et al., 2002), as it contains the same three

crystalline phases as the sample 1 suite with

the addition of 29.47 wt% amorphous silica

flour. Calculation of Ki for sample 3, based

only on the three crystalline phases, results in

a value of 301.8. Substituting this into equa-

tion (3.9.41) along with the previously deter-

mined value of K (427.6) gives a measured

amorphous content of 29.42 wt% – this is in

good agreement with the known weighed

amount. The important point to note here is

that the data for sample 3 were collected at the

same time, and under the same instrumental

conditions, as for sample 1, which ensured that

the true value of K was the same for all

data.

3.9.6. Quantification of phases with partial or
no known crystal structures

While the Rietveld-based methods described

in Section 3.9.3.6 work for well ordered phases

with known crystal structures, they are limited

when published structure data do not accu-

rately represent the phase actually present in

the sample, are incomplete or do not exist.

Poor agreement with published structure data

is a common occurrence in mineralogical

research where disorder exists and observed

diffraction data deviate significantly from the

ideal; this situation occurs with many of the

clay minerals. The issue of incomplete or non-existent structure

data can occur in almost any area where new materials are either

synthesized or discovered. The growing demand for the analysis

of materials from the nanotechnology community, where phases

are at the boundary of what can be considered crystalline, serves

to further highlight these limitations. Recent developments in

diffraction methods have sought to address these issues and have

used approaches that include the development of calibrated

models or, where appropriate, the extension of existing structure

data to incorporate systematic disorder such as stacking faults in

clay minerals.

3.9.6.1. Use of calibrated models

Calibrated models are generally developed in one of two ways.

The first (which uses what is referred to hereafter as an

Figure 3.9.10
Plot of the experiment constant K as a function of known phase concentration for corundum
(closed diamonds), fluorite (open triangles) and zincite (crosses) using the phase-specific
method. The 72 determinations derive from three replicates of eight mixtures containing each
of the three phases. The solid line is the mean of 24 values determined using the whole-sample
approach. The dashed lines represent �2 standard deviations about this mean.

Figure 3.9.9
Plot of the bias (known � determined) in the analysed phase abundances using the Zevin &
Kimmel (1995) approach for corundum (black diamonds), fluorite (open triangles) and zincite
(crosses). The 72 determinations derive from three replicates of eight mixtures containing
three phases each.
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hkl_phase) is obtained via the use of partial structure informa-

tion. Here the peak positions are constrained by a unit cell and

space group but the relative intensities, in the absence of atom

types and locations in the unit cell, are determined empirically

from a pure sample or one where the phase is present in a

mixture at a known concentration. The second method involves

the use of a discrete set of peaks whose positions, intensities,

width and shape are all determined empirically. Once determined

using a standard sample, this group of peaks may then be scaled

as a single unit and is referred to hereafter as a peaks_phase.

The software SIROQUANT (Taylor & Rui, 1992) employs the

simultaneous use of observed and calculated standard profiles

within the framework of the Rietveld method. It draws on a

library of structures that are stored as lists of reflections and

intensities (hkl files). These are calculated on a cycle-by-cycle

basis for well described crystalline materials but are read directly

from the hkl files for poorly defined materials such as clay

minerals. This method still requires some knowledge of the

crystal chemistry of all phases involved and that they be included

within the programme’s database. By the inclusion of reflection

information in this way some aberrations such as preferred

orientation may be allowed for. This approach to clay mineralogy

also provides for the refinement of two sets of halfwidth para-

meters in order to model the co-existing sharp and broad

reflections generated by such minerals.

A subsequent development of the whole-pattern approach is

the ‘partial or no known crystal structure’ (PONKCS) method

(Scarlett & Madsen, 2006). This method operates within the

framework of the Rietveld method but replaces the traditional

crystal structure of the phases in question with an empirical set of

peaks (either as an hkl_phase or a peaks_phase). These can then

be scaled as a single unit in the course of refinement in similar

fashion to the set of structure factors derived from a crystal

structure. Since the full structure information is not available, it is

not possible to calculate the ZMV phase constant normally

required for quantification via equation (3.9.26) (Hill & Howard,

1987); hence, an empirical value must be derived through cali-

bration.

3.9.6.1.1. Generation of calibrated PONKCS models

The generation of a suitable PONKCS model requires that:

(1) The unknown phase is available as either a pure specimen or

as a component of a mixture where its abundance is known

(in some instances, this may be achieved by other means, such

as the measurement of bulk and/or microchemical composi-

tion.)

(2) The unknown phase does not vary considerably from the

material used to derive the relative intensities of the model.

Preferred orientation and other sample-related effects may

be compensated for based upon an indexed diffraction

pattern.

The initial step in the generation of a PONKCS model is to

describe the contribution to the diffraction pattern of the phase

with a series of peaks. If the phase of interest has been indexed,

the Le Bail or Pawley methods (see Chapter 3.5) can be used to

constrain peak positions to the space group and unit-cell para-

meters while the individual reflection intensities are allowed to

vary to best match the observed peaks (i.e. an hkl_phase). If the

phase has not been indexed, a series of unrelated peaks can be

refined using a standard material and scaled as a group during

analysis (i.e. a peaks_phase). While this approach is effective in

most cases, it restricts the refinable parameters that may be used

in the treatment of systematic errors such as preferred orienta-

tion.

The next step is to calibrate the hkl_phase or peaks_phase and

derive a ‘phase constant’ that is equivalent to the ZMV value in

crystal-structure-based quantification. This is achieved by the

preparation of a mixture in which there are known amounts W�

and Ws of the unknown and standard, respectively. Recalling

equation (3.9.25), the ratio of the weight fractions is then given by

W�

Ws

¼ S�ðZMVÞ�
SsðZMVÞs

; ð3:9:42Þ

where S� and Ss are the refined scale factors for the unknown and

standard, respectively.

Rearrangement of equation (3.9.42) then provides the means

for determining an empirical value of (ZMV)�, which is required

for the calibration of a peaks_phase:

ðZMVÞ� ¼
W�

Ws

Ss
S�

ðZMVÞs: ð3:9:43Þ

For an hkl_phase the value of V can be determined from the

refined unit-cell parameters and hence can be removed from the

phase constant resulting in

ðZMÞ� ¼
W�

Ws

Ss
S�

ðZMVÞs
V�

: ð3:9:44Þ

Unlike the ZMV value derived from the unit-cell contents of a

crystal structure, the phase constants derived using equations

(3.9.43) and (3.9.44) have no physical meaning, since they have

been derived by empirical measurement. For an hkl_phase, a

more physically meaningful value of ZM can be obtained by

deriving the true unit-cell mass from the measured phase density

according to

ðZMÞ�ðtrueÞ ¼
��V�
1:6604

: ð3:9:45Þ

The empirical ‘structure factor’ values in the hkl_phase could

then be scaled according to the relation ZM�(true)/ZM�, making

them approximate ‘real’ structure factors for the material. Note

that this final step is not necessary for quantification, but may

make the method more generally applicable.

3.9.6.1.2. Application of the model

The PONKCS method is applicable to any mixture in which

there are one or more phases that are not fully characterized

crystallographically, including essentially amorphous material,

provided appropriate calibration samples can be obtained. In the

mineralogical context, it may not be possible to obtain pure phase

specimens typical of those found in the bulk mixtures, but it may

be possible to concentrate them to a point where they can be

used. Methods of achieving this may include gravity or magnetic

separation, or selective chemical dissolution.

The original paper describing this method (Scarlett & Madsen,

2006) gives a detailed example based upon sample 1 from the

IUCr CPD round robin on QPA (Madsen et al., 2001; Scarlett et

al., 2002). There, corundum was regarded as the unknown phase,

fluorite as an impurity of known crystal structure and zincite a

standard material added at known weight fraction. In the same

paper, there is a more realistic example regarding the poorly

ordered clay mineral nontronite, which is of commercial signifi-

cance but difficult to quantify via traditional structure-based

Rietveld methodology. Further details regarding quantification of

this mineral via the PONKCS method is given in articles detailing
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its importance in low-grade nickel laterite ores (Scarlett et al.,

2008; Wang et al., 2011).

A calibration-based method such as PONKCS may also find

increasing application with phases that have a known crystal

structure. It has the greatest potential for accuracy, as the cali-

bration process may obviate residual aberrations in the data such

as microabsorption. Assuming that the sample suite has the same

absorption characteristics as that used for calibration, such

aberrations will be included in the calibration function and

require no further correction during the sample analysis. This is a

realistic scenario for routine analyses in industries as diverse as

mineral processing, cement production and pharmaceutical

production.

3.9.6.2. Modelling of structural disorder

One major challenge for QPA is the treatment of stacking

disorder. An alternative to the use of calibrated models is to

develop extended structure models that more effectively repre-

sent the phases present in the sample than the simple structure

models. Stacking disorder occurs in layered structures where

long-range order is present within the layers but there is only

partial or even no relationship from one layer to another. It is a

commonly occurring type of microstructure and is of great

interest in various fields including mineralogy and material

science.

The most common types of stacking faults in lamellar struc-

tures are:

(i) translational stacking faults, characterized by well defined

translation vectors between successive layers;

(ii) rotational stacking faults, characterized by irregular but well

defined rotation of adjacent layers in a stack; and

(iii) random stacking faults (turbostratic stacking), where there is

no registry from one layer to another. This can be readily

visualized as a stack of playing cards lying flat on top of each

other but with no alignment between the edges (Fig. 3.9.11).

Mixed-layer (interstratified) systems contain different types of

layers in a single stack, hence it is necessary to distinguish these

from the types above. In this case, the layer types have different

basal spacings and atomic coordinates (for example, illite–

smectite interstratifications; Reynolds & Hower, 1970). Combi-

nations of several of these types of disorder frequently occur in

natural clay minerals. Intricate structural analysis using modelling

techniques can give a reliable picture of the disorder of selected

pure clay minerals, but such information is difficult to obtain from

multiphase samples. Therefore, the type and degree of disorder of

the components in natural rocks is one of the major unknowns

when starting a quantitative analysis of such samples. The field of

clay mineralogy represents a discipline where QPA has a long

tradition, but has struggled with issues arising from a wide variety

of disorder types. This complexity has led practitioners away from

the use of crystallographic models and encouraged modification

of the classical methods of quantitative analysis to incorporate

empirical, calibration-based techniques such as those described

earlier in this section.

An alternative approach is the application of a robust math-

ematical description of the observed features in the diffraction

pattern, thus minimizing their impact on the QPA. In QPA, the

existence of disorder contributes to inaccuracy through line

broadening and shifting, which results in difficulties in the

extraction of integral intensities or scale factors. A range of tools

for the modelling of diffraction patterns of disordered layer

structures has existed since the middle of the last century

(Hendricks & Teller, 1942; Warren, 1941); these have been

summarized by Drits & Tchoubar (1990).

In clay mineralogy, highly oriented samples are used for phase

identification and characterization. One-dimensional diffraction

patterns are collected initially from these, commonly air-dried,

oriented samples and contain the information along c* that is

characteristic of the type, composition and sequence of the layers

comprising the clay. Based on this information, the clay minerals

are classified into layer types, a classification which is a precursor

to more precise identification of mineral species. Diffraction

patterns are often collected again following various treatments of

the oriented samples (e.g. solvation with ethylene glycol, heating

to predetermined temperatures for specified times, wetting and

drying cycles). Changes in peak positions, shapes and intensities

between treatments are also diagnostic for identification of the

clay mineral type present.

From a mathematical point of view, the one-dimensional

calculation of intensities is much less laborious than a three-

dimensional one, because only z coordinates are used and a–b

translations and rotations are not considered. In 1985 Reynolds

introduced the software package NEWMOD for the simulation

of one-dimensional diffraction patterns for the study of inter-

stratified systems of two clay minerals (Reynolds, 1985). This

simulation was based upon a suite of parameters including

instrumental, chemical and structural factors, and has been

widely applied to the QPA of interstratified clays via the ‘pattern-

mixing’ approach. An updated version (NEWMOD+; Yuan &

Bish, 2010) has since been developed that incorporates

improvements in clay-structure modelling, an improved GUI

and the calculation of various fitting parameters that improve

the operator’s ability to estimate the quality of the profile

fit.

The principal drawback of one-dimensional pattern approa-

ches to QPA is that they are limited to the quantification of the

ratio of layered structures only. Other minerals within the sample

cannot be quantified at the same time. The degree of preferred

orientation achieved in the oriented specimens may also differ

between the mineral species present depending upon the method

of sample preparation (Lippmann, 1970; Taylor & Norrish, 1966;

Zevin & Viaene, 1990). This will affect the intensities of the

observed peaks, which in turn affects the modelling of the relative

proportions of the constituent minerals (Dohrmann et al., 2009;

Reynolds, 1989). Therefore, the quantification of minerals from

severely oriented samples such as these is frequently inaccu-

rate, as existing correction models are unable to describe the

intensity aberrations adequately (Reynolds, 1989).

Quantification of clay minerals within multiphase specimens

requires the modelling of the three-dimensional pattern of the

randomly ordered clay. There are a number of approaches

Figure 3.9.11
Turbostratic disorder, illustrated by the stacking of two hexagonal layers
rotated by 7˚.
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incorporated in various software packages for the calculation of

these three-dimensional diffraction patterns of disordered

structures. WILDFIRE (Reynolds, 1994) calculates three-

dimensional diffraction patterns of randomly oriented illite and

illite–smectite powders with various types and quantities of

rotational disorder. This is limited, however, to specific mineral

types (the procedure has provided much information about the

structural disorder of illite, for example) and is computationally

demanding. Another approach is the general recursive method of

Treacy et al. (1991), which simulates diffraction effects from any

crystal with stacking disorder. This uses the intensity calculations

of Hendricks & Teller (1942) and Cowley (1976) along with

Michalski’s recurrence relations describing disorder (Michalski,

1988; Michalski et al., 1988). The calculation process for this

method is less time consuming than that of WILDFIRE, but has

the drawback of requiring the user to define the complete

stacking sequence including stacking-transition probabilities and

interlayer vectors. The original software for this method,

DIFFAX (Treacy et al., 1991), was extended by a refinement

algorithm toDIFFAX+ (Leoni et al., 2004) and FAULTS (Casas-

Cabanas et al., 2006), but multiphase analysis is not possible

within either package.

The application of Rietveld-based methods is widespread with

many industrial applications, but their application to samples

containing disordered materials is not yet routine. As the classical

Rietveld method is based on the calculation of intensity for

discrete reflections, the question of how the diffraction patterns

of disordered phases may be modelled arises.

In principle, every atomic arrangement can be described in the

space group P1 if the cell parameters are sufficiently large and a

reflection-intensity calculation using the Rietveld method could

then be performed. But the absence of symmetry in such ‘large

cell’ models makes them inflexible, and parameters describing

probabilities of translational and rotational stacking faults and

layer-type stacking may not be directly included and refined.

Nevertheless, some applications of such externally generated,

large-cell structures in Rietveld phase analysis have been

published; for example the phase analysis of montmorillonite

(Gualtieri et al., 2001).

The use of small, ideal cells in a traditional Rietveld approach

for the calculation of diffraction patterns is hampered by the fact

that the number of reflections generated by such models is

insufficient to fit the asymmetric peak shapes of disordered layer

structures. Standard anisotropic line-broadening models exist,

such as ellipsoids (Le Bail & Jouanneaux, 1997), spherical

harmonics (Popa, 1998) or the distribution of lattice metric

parameters (Stephens, 1999), but these are typically unable to fit

the patterns of disordered layered structures. They may also

become unstable when physically unrealistic parameters are

introduced, such as higher-order spherical harmonics. The

application of such standard broadening models to clay minerals

has therefore not proved successful.

Other Rietveld-based methods attempt to approximate the

diffraction features of disordered layered materials by empirical

enhancement of the number of reflections. The simplest method

is the splitting of the reflections of a traditional cell into two or

three separate reflections that can be separately broadened and

shifted, following prescribed rules (Bergmann & Kleeberg, 1998).

In this way, the broadening of special classes of peaks, for

example reflections with k 6¼ 3n, can be modelled. This method is

particularly suitable for structures showing well defined stacking

faults, such as b/3 translations or multiples of 120˚ rotations.

However, when structures show more complex disorder, such as

turbostratic stacking, simple geometric dependencies of broad-

ening and shifting are not sufficient to approximate their

diffraction patterns.

Turbostratically disordered structures can be depicted in

reciprocal space as infinite rods perpendicular to the ab plane and

parallel to c�; see Fig. 3.9.12 (Ufer et al., 2004). The diffraction

features from such disordered materials consist of two-

dimensional asymmetric bands, as can be observed typically for

smectites and some other clay minerals (Brindley, 1980). One

method for approximating the diffraction effects along the

reciprocal-lattice rods within the Rietveld method is via the

‘single-layer’ approach (Ufer et al., 2004). Here, a single layer is

placed in a cell elongated along c*, which is effectively a ‘super-

cell’. In doing this, an enhanced number of discrete lattice points

are generated along the rods, according to the factor of elonga-

tion of the cell. This elongation generates a continuous distri-

bution of additional hkl positions on the reciprocal rods. The

inclusion of only a single layer in the supercell destroys

periodicity, which is lacking in turbostratically disordered struc-

tures. By treating the pseudo-peaks of the supercell in the same

manner as other structures within the Rietveld method (i.e.,

introducing additional broadening, scaling the intensity) and

separately calculating the peaks of the 00l series, the patterns of

turbostratic structures like smectites can be reliably fitted. The

model generated in this fashion can be used directly in phase

quantification (Ufer, Kleeberg et al., 2008; Ufer, Stanjek et al.,

2008).

However, this approach is limited to the turbostratic case.

Moreover, the basal 00l series points are conventionally calcu-

lated, assuming rational diffraction from constant basal spacings

in the stack. So the method cannot be applied to mixed-layered

structures.

In order to overcome this limitation, Ufer et al. (Ufer, Klee-

berg et al., 2008; Ufer et al., 2012) combined the recursive

calculation method of Treacy et al. (1991) and the supercell

approach in the structure-description code of the Rietveld soft-

ware BGMN (Bergmann et al., 1998). In this method a supercell

is used to generate numerous discrete hkl spots along c*, but the

partial structure factors are calculated by the recursive algorithm.

This allows the refinement of structural parameters of mixed-

layered structures and simultaneous Rietveld QPA to be

performed (Ufer et al., 2012). A broader introduction of such

models in Rietveld phase analysis can be expected with the

Figure 3.9.12
Section of the reciprocal lattice of a turbostratically disordered pseudo-
hexagonal C-centred structure.
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development of reliable structure models and enhanced compu-

tational power (Coelho et al., 2016, 2015; Bette et al., 2015).

3.9.6.3. Quantitative determination of amorphous material

Traditionally, most activity in diffraction-based QPA has been

concerned with the assessment of the crystalline components.

However, all materials possess a non-diffracting surface layer

with some degree of disorder or contain some surface reaction

products and adsorbed species. While such a layer can easily

account for �1 wt% of the entire sample in a finely divided solid,

the fraction of this surface layer will increase as the particle size

decreases (Cline et al., 2011). In addition, some materials can

contain separate phases that may be amorphous or at least poorly

crystalline. The advent of nanotechnology has served to further

blur the boundaries between what is defined by powder XRD as

crystalline or amorphous.

During in situ studies, some phases undergo transformations

via amorphous intermediate components; the presence of these

phases has the potential to influence our understanding of reac-

tion mechanisms. Given the potential for these amorphous

components to influence bulk-material properties, the need to

quantify them is an increasingly important issue for analysts using

diffraction-based methods. Many of the traditional phase-

quantification techniques described in this chapter fail to take

into account the occurrence of amorphous material in the sample

and, without careful attention by the analyst, its presence may

remain undetected.

Madsen et al. (2011) recently reviewed a range of techniques

for the determination of amorphous content and assessed their

applicability for various analytical situations. The study used both

single-peak and whole-pattern methodology and applied it in two

distinct ways.

(1) The first method used an indirect approach; the crystalline

components were quantified and put onto an absolute scale

using either an internal- or external-standard method. The

amorphous content was then determined by subtracting the

sum of the absolute weight fractions of the crystalline

components from unity.

(2) The second method used a direct approach; it relied on being

able to ‘see’ the amorphous contribution in the diffraction

and being able to obtain an estimate of its intensity during

analysis (Fig. 3.9.13). Intensity contributions of amorphous

phases are not always evident in the diffraction pattern,

especially at low concentrations. Even when their presence is

apparent, it can be difficult to resolve their contribution from

other components of the diffraction pattern such as pattern

background. However, once an intensity estimate is obtained,

and an appropriate calibration constant derived, the amor-

phous phase can be included in the analysis along with the

crystalline components.

In general, for the determination of amorphous material the

problem will dictate the method(s) used. All methods discussed

in the study of Madsen et al. (2011) are, in principle, capable of

determining the concentration of amorphous material in

mixtures with similar levels of accuracy and precision as is

possible for crystalline phases (down to �1% absolute or better).

The limitations are similar to those for the QPA of crystalline

phases, and are dictated by sample properties and the analytical

techniques used.

A summary of the recommendations resulting from the study

include:

(1) Where the intensity contribution of the amorphous content

to the diffraction pattern is not evident, one of the indirect

methods (internal or external standard) should be used. For

indirect methods, any errors in the analysis of the crystalline

phases will decrease the overall accuracy attainable since the

amorphous phase abundance is determined by difference.

(2) Where intensity contributions of amorphous phases are

evident in the diffraction pattern, any method based on the

direct modelling of the amorphous component provides

improved accuracy relative to the indirect methods.

(3) Calibration-based methods usually have the potential to

achieve the highest accuracy, as residual aberrations in the

data, such as microabsorption, are included in the calibration

function. Caution is advised here as the magnitudes of these

residual errors may change with different sample suites, and

so a calibration function derived for one sample suite may not

be generally applicable.

(4) A sample of pure amorphous material, or a sample where the

amorphous content is high and its concentration known, is

normally required to establish an accurate model for the

direct methods.

Some materials contain more than one amorphous phase and

there may be a desire to quantify these separately rather than as a

group. This provides a significant challenge since their broad

diffraction patterns will be highly overlapped, thus leading to a

high degree of correlation during analysis. However, Williams et

al. (2011) have demonstrated that, with careful experimentation

and data analysis, it is possible to provide QPA for two poorly

crystalline components in geopolymers.

Phase abundances reported in the literature are often provided

in a manner that suggests they are absolute values. Where no

specific allowance for amorphous content has been made and

reported, it is better to assume that the reported phase abun-

dances are correct relative to one another, but may be over-

estimated in an absolute sense. Therefore, standard practice in

QPA should be to use methodology which produces absolute

rather than relative phase abundances. Any positive difference

between unity and the sum of the absolute weight fractions will

Figure 3.9.13
Output of Rietveld refinement of XRD data (Cu K� radiation) for a
synthetic sample containing a mixture crystalline and amorphous phases.
The observed data are represented as grey dots and the calculated
pattern as the solid black line overlaying them. The broad peak centred
at �22˚ 2� is due to amorphous silica flour. The rows of tick marks at the
bottom represent the positions of the Bragg reflections for quartz
(upper) and corundum (lower).
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alert the analyst to the presence of non-analysed material in the

sample.

3.9.7. QPA from in situ experimentation

In situ analysis is a growth area in the field of powder diffraction

(Ehrenberg et al., 2013) and is dealt with in depth elsewhere in

this volume (see Chapter 2.9). The technique is unparalleled in

providing information about reaction mechanisms and kinetics

under simulated operational conditions and without the artefacts

potentially associated with post-mortem sampling or ex situ

methods.

An in situ experiment collects dynamic, time-resolved data,

which present unique challenges for QPA. The phase assem-

blages formed in such experiments may be quite complex and

change dramatically over the course of the experiment. In addi-

tion, the data are generally of lower quality than those collected

for ex situ samples at ambient conditions. This may be due to poor

counting statistics resulting from the rapid counting times needed

to follow various phase transitions. Data for in situ studies are

often collected using area detectors, some of which are not

photon-counting devices. Care should be taken in the error

propagation and hence the weighting used during data analysis.

The data quality may also be affected by components in the

sample chamber that are required in order to achieve the

environmental conditions (temperature, pressure, solution or

gaseous atmosphere, and so on) necessary for the experiment:

these components may either attenuate the incident and

diffracted beams or contribute features to the pattern resulting

from scattering of the beam.

One very important issue that arises from in situ studies is the

large number of data sets generated. The rapid counting times

available at modern synchrotron and neutron facilities mean that

hundreds or thousands of diffraction patterns can be collected

over the duration of the in situ experiment.

3.9.7.1. Data analysis

There are usually a series of steps involved in the analysis of in

situ diffraction data. Given the large number of data sets

collected, it is generally not practicable to undertake detailed

analysis of every pattern individually. Since any changes to the

component phases are transitions generally observed in a

sequence of patterns, data analysis focused on extracting QPA

could be undertaken using the following steps:

(1) Cluster the data into a number of groups necessary to

describe the major phase regions present during the reaction.

This can be achieved (i) visually, using software that allows

the plotting of three-dimensional data sets of the type shown

in Fig. 3.9.14, or (ii) through the use of automatic clustering

algorithms using, for example, principal-component analysis.

(2) Select the ‘most typical’ pattern of each cluster as well as the

two ‘least typical’ patterns at the extreme ends of the cluster.

These patterns are often identified by clustering software

based on the statistical similarity between patterns in the

cluster.

(3) Identify the phases present in each cluster using the most

typical pattern. This is not always a trivial task since (i) new

phases that are not currently present in databases may have

been generated; (ii) effects such as thermal expansion or

variation of chemical composition may have changed the

peak positions so that search/match procedures are no longer

successful; or (iii) impurity elements may have stabilized

phases that are not expected from related phase-diagram

studies.

(4) For the discussion here, it will be assumed that the quantifi-

cation process will be via a whole-pattern method.

(a) Develop appropriate (crystal structure or PONKCS)

models for every phase observed within the data suite.

(b) Optimize the pattern and phase-analysis parameters

using the most typical pattern selected from each

cluster.

(c) Set the relevant parameter refinement limits using the

least typical patterns. It is necessary to limit the range

over which refined parameters can vary to avoid the

return of physically unrealistic values.

(5) Owing to the large number of data sets, analysis for QPAwill

generally be approached as a batch process with limited

refinement of structural parameters. This limitation on the

total number of refinable parameters is necessary during

batch processing in order to avoid instability in the refined

values as the phases progress from major to minor concen-

tration.

(6) Batch processing of data suites may be conducted in a variety

of ways including:

(a) Sequential refinement, beginning with either the first or

final pattern of the suite and including all phases present

in the entire suite. This methodology must be tempered

by a means to either remove or severely restrict refine-

ment of any phases that are not present in all patterns of

the suite in order to avoid the reporting of ‘false posi-

tives’ where absent phases have been included. Some

software packages allow phases to be removed from the

analysis if their abundance is below a selected level or has

an error that exceeds some predefined criteria (Bruker

AXS, 2013).

(b) Parametric Rietveld refinement (Stinton & Evans, 2007),

where the entire suite of diffraction data is analysed

simultaneously. Selected parameters are constrained to

the applied external variable (e.g. temperature) with a

function describing their evolution throughout the data

sequence. For example, the unit-cell parameters for a

phase can be constrained to vary according to their

thermal coefficients of expansion. This method can

bring stability to refined parameters and allows the

refinement of noncrystallographic parameters such as

temperature and reaction rate constants directly from

the diffraction data. This methodology is particularly

suited to relatively simple phase systems, but is difficult

to develop for complex multiphase mineralogical

systems.

(7) In selecting a model for use in QPA, it is highly recommended

that one of the approaches that generate absolute phase

abundances is used. Many reactions generate intermediate

amorphous phases that convert to crystalline components

later in the reaction. If relative phase abundances [such as

those produced by the ZMV approach embodied in equation

(3.9.26)] are used, the amounts of the crystalline phases will

be overestimated and this will give misleading indications

about the reaction mechanism and kinetics.

Whichever method is employed, it is always necessary to

examine a sample of individual results as a test of veracity

rather than just accepting the suite of numbers for parameter

values and QPA resulting from batch processing.

The study of Webster et al. (2013) demonstrates many of these

points by following the formation mechanisms of the iron-ore
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sinter bonding phase, SFCA-I, where SFCA = silico-ferrite of

calcium and aluminium (Scarlett, Madsen et al., 2004; Scarlett,

Pownceby et al., 2004; Webster et al., 2013). The starting material,

comprising a synthetic mixture of gibbsite, Al(OH)3, haematite,

Fe2O3, and calcite, CaCO3, was heated to about 1573 K using an

Anton Paar heating stage. The laboratory-based XRD data,

collected using an Inel CPS120 diffractometer, are shown in Fig.

3.9.14, while the QPA results are shown in Fig. 3.9.15. Both

figures show that there are several phase changes, including the

formation of transient intermediate phases before the final

production of SFCA.

In Fig. 3.9.15(a) the QPA results are derived using the Hill/

Howard algorithm (Hill & Howard, 1987) in equation (3.9.26):

this is the ‘default’ value reported by most Rietveld analysis

software and normalizes the sum of the analysed components to

100 wt%. The apparent increase in haematite concentration at

about 533 and 868 K results from the decomposition of gibbsite

and calcite, respectively. There are no possible mechanisms in this

system that could lead to an increase in haematite concentration

at these temperatures; the reported increases are an artefact

derived from normalizing the sum of all analysed phases to

100 wt%. Fig. 3.9.15(b) shows the correct result derived using

the external-standard approach (O’Connor & Raven, 1988)

embodied in equation (3.9.21), which has placed the values on an

absolute scale. Fig. 3.9.15 demonstrates the importance of putting

the derived phase abundances on an absolute scale for a realistic

derivation of reaction mechanism and kinetics.

3.9.8. QPA using neutron diffraction data

One of the early papers detailing the application of the Rietveld

method to quantitative phase analysis used neutron diffraction

(ND) data (Hill & Howard, 1987). The reasons stated within this

work define many of the advantages of neutrons over X-rays for

diffraction in general and QPA in particular. One of the most

significant advantages for QPA derives from the fact that

neutrons interact weakly with matter, hence there is very little

microabsorption with ND even in samples comprising a mixture

of high- and low-atomic-number materials.

The high penetration capability of neutrons also enables the

use of larger sample environments in in situ studies, thus enabling

studies to be undertaken at, for example, higher pressures than

would be possible with many X-ray sources. In addition, larger

sample volumes can be investigated, which in turn produces

better particle statistics and makes the technique less sensitive to

grain size. It also makes ND a bulk technique in comparison with

XRD, which is effectively surface-specific with a penetration

depth of the order of microns or tens of microns.

The different strengths of ND and XRD mean that they can be

exploited in combination to provide complementary information.

For example, XRD generally has higher angular resolution and is

therefore better at resolving small lattice distortions and heavily

overlapped phases. However, the observed intensities in ND do

not decrease as strongly with decreasing d-spacing. This results in

ND providing more accurate determination of atomic displace-

ment parameters and therefore the Rietveld scale factors; this

then improves the accuracy of QPA derived from these scale

factors (Madsen et al., 2011).

Hill et al. (1991) have investigated the phase composition of

Mg-PSZ (partially stabilized zirconia) using both ND and XRD.

The surfaces of these materials were subjected to various treat-

ments, which meant that they were no longer representative of

the bulk. From the more highly penetrating ND data they

obtained bulk properties including crystal structure and size and

strain parameters of the components along with QPA. From

XRD they were able to examine the surface of the samples to

investigate the effects of surface grinding and polishing.

The majority of Rietveld-based QPA still relies on the use of

accurate crystal structure models; consequently, it is of increasing

importance that powder diffraction methods used for structure

solution be robust and reliable. Combining laboratory or

synchrotron XRD and ND has been shown to be of considerable

benefit in the solution of complex structures via powder

diffraction (Morris et al., 1992). This joint-refinement approach

has been used to determine the crystal structure of a component

phase of Portland cement (De La Torre et al., 2002) for subse-

quent use in Rietveld-based QPA.

One of the disadvantages of neutron sources is that they are

much less accessible than laboratory X-ray sources and of much

lower flux than either laboratory or synchrotron X-rays sources.

In addition, larger samples are generally required; this is not

always practical in the investigation of many materials.

In many phase systems, the presence of severe microabsorp-

tion in XRD data serves to limit the accuracy that can be

obtained. The collection of ND data, where microabsorption is

virtually absent, from selected samples provides more accurate

QPA; selected ND-based values can therefore act as a benchmark

for the more routine XRD-based studies.

3.9.9. QPA using energy-dispersive diffraction data

Energy-dispersive diffraction (EDD) involves the use of high-

energy white-beam radiation, often from a synchrotron source.

This provides very high penetration and is, therefore, ideal as a

probe to examine the internal features of relatively large objects

(Barnes et al., 2000; Cernik et al., 2011; Hall et al., 1998, 2000). In

an experimental arrangement such as that in Fig. 3.9.16,

diffraction data can be measured by energy-dispersive detec-

Figure 3.9.14
Raw in situ XRD data (Co K� radiation) collected during the synthesis
of the iron-ore sinter bonding phase SFCA-I (Webster et al., 2013). The
data, collected as a function of heating temperature, are viewed down the
intensity axis with red representing the highest intensity and blue the
lowest intensity. The identified phases include gibbsite Al(OH)3, calcite
CaCO3, haematite Fe2O3, lime CaO, calcium ferrites CF and CFF,
calcium alumina-ferrite C2F1�xAx, magnetite Fe3O4, and SFCA-I.
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tors producing a spectrum of diffracted

intensity as a function of energy.

Traditional angle-dispersive diffraction

(ADD) satisfies Bragg’s law by using a

fixed wavelength and varying 2� to map the

d-spacings. In contrast, EDD data are

collected directly on an energy scale at a

constant 2� and the energy is measured to

map the d-spacings. This impinges upon the

use of Rietveld methodology for QPA since,

in contrast to ADD, the structure factors

now vary as a function of energy. Energy is

related to wavelength via

E ðkeVÞ ¼ hc

�
’ 12:395

�
; ð3:9:46Þ

where E is the energy of the incident

radiation in keV, h is Planck’s constant, c is

the speed of light and � is the wavelength

associated with that energy in ångstroms.

Rearrangement of equation (3.9.46) and

substitution for � in Bragg’s law enables the

mapping of the measured energy scale to

d-spacings:

E ðkeVÞ ¼ 6:197

d sin �
; ð3:9:47Þ

where 2� is the angle between the incident

beam and the detector slit.

EDD data can be analysed using struc-

tureless profile-fitting methods such as

those of Le Bail et al. (see Chapter 3.5) once

the energy scale has been converted to a

d-spacing scale (Frost & Fei, 1999; Larson &

Von Dreele, 2004; Zhao et al., 1997). If the

distribution of intensities in the incident

spectrum can be measured, it is possible to

normalize the EDD data, correct for

absorption and convert the pattern to an

ADD form using a ‘dummy’ wavelength

(Ballirano & Caminiti, 2001). Access to the

incident spectrum, however, is not always

possible, especially at synchrotron-radiation

sources where the highly intense incident

beam could damage the detector.

An alternative approach is to model the

pattern directly on the energy scale via

equation (3.9.47) (Rowles et al., 2012; Scar-

lett et al., 2009) and extract phase abun-

dances using the methodologies described

earlier in this chapter.

However, the major impediment to

achieving this is the nonlinearity of the

intensity distribution in the incident spec-

trum. This is due to (i) the nonlinear distri-

bution of intensity as a function of energy in

the incident beam, (ii) nonlinear detector

responses (Bordas et al., 1977) and (iii)

absorption along the beam path (by the

sample and air), which skews the energy

distribution to the higher energies. This

overall nonlinearity can be modelled

empirically by functions such a lognormal

Figure 3.9.15
Results of Rietveld-based QPA of the in situ data sequence shown in Fig. 3.9.14 (Webster et al.,
2013). The relative phase abundances (upper) are derived using the Hill/Howard algorithm (Hill
& Howard, 1987) in equation (3.9.26), while the absolute phase abundances (lower) have been
derived from the external-standard approach (O’Connor & Raven, 1988) embodied in equation
(3.9.21).

Figure 3.9.16
Basic experimental arrangement for energy-dispersive diffraction. The length of the active area
or lozenge (dark grey region), L, is given by the function relating the incident- and diffracted-
beam heights (Hi and Hd, respectively) and the angle of diffraction (2�).
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curve (Bordas et al., 1977; Buras et al., 1979) or by an expansion

of a power function (Glazer et al., 1978). Alternatively, it may be

determined experimentally by the use of standards measured

under the same conditions as the experiment (Scarlett et al.,

2009). This latter approach allows some separation of the

contributions from the instrument and the sample, and allows

some degrees of freedom in the refinement of sample-related

parameters that may be of benefit in dynamic experiments. Other

contributions to the diffraction pattern that must also be

accounted for include any fluorescence peaks arising from the

sample or shielding or collimators, and any detector escape peaks

from both diffracted and fluorescence peaks. Fluorescence peak

positions and relative intensities should be constant throughout

the measurement and may therefore be modelled using a fixed

‘peak group’ whose overall intensity can be refined during

analysis. Escape peaks can be accounted for by the inclusion of a

second phase identical to the parent phase but with an inde-

pendent scale factor and a constant energy offset determined by

the nature of the detector (Rowles et al., 2012).

Currently, few Rietveld software packages are capable of

dealing directly with the differences between EDD and ADD,

specifically (i) the variance of structure factors as a function of

energy, (ii) the nonlinear distribution of intensity in the incident

beam as a function of energy further modified by a nonlinear

detector response, and (iii) the preferential absorption of lower-

energy X-rays by the sample/air. TOPAS (Bruker AXS, 2013)

embodies algorithms that allow the pattern to be modelled

directly on the energy scale and also the inclusion of equations to

account for intensity variations arising from the experimental

conditions. This allows quantification from such data to be

achieved directly using Rietveld-based crystal-structure model-

ling incorporating the Hill and Howard algorithm in equation

(3.9.26) (Hill & Howard, 1987). The application of TOPAS to a

complex EDD experiment investigating the changes to the anode

during molten-salt electrochemistry conducted in molten CaCl2
at about 1223 K has been described by Rowles et al. (2012) and

Styles et al. (2012).

3.9.10. Improving accuracy

There are many factors that influence the accuracy and precision

of QPA results where (i) accuracy is defined as the agreement

between the analytical result and the true value, and (ii) precision

is the agreement between results if the analysis is repeated

under the same conditions. Precision may further be split into

(i) repeatability, which is the agreement between repeated

measurement and analysis of the same specimen, and (ii)

reproducibility, which additionally includes re-preparation,

measurement and analysis of the sample.

3.9.10.1. Standard deviations and error estimates

Determination of the actual accuracy of an analysis is not a

trivial task in a standardless method. In fact, it cannot be

achieved without recourse to another measure of the sample that

does incorporate standards. Too often, analysts will report Riet-

veld errors calculated in the course of refinement as the errors in

the final quantification. However, these numbers relate purely to

the mathematical fit of the model and have no bearing on the

accuracy of the quantification itself.

Consider, for example, a three-phase mixture of corundum,

magnetite and zircon. Such a sample was presented as sample 4 in

the IUCr CPD round robin on QPA (Scarlett et al., 2002). Its

components were chosen with the deliberate aim of creating a

sample in which severe sample-related aberrations occur. Table

3.9.4 shows the weighed amounts of each component and the

results of replicate analyses of three different sub-samples of this

material.

It is apparent that the standard deviation of the mean abun-

dances of the three replicates, which represents the expected

precision in the analysis, is 3 to 4 times greater than the errors

reported by the Rietveld software. The good level of fit achieved

in conducting these analyses (evidenced by low R factors) could

lead the analyst to conclude that the mean value � the standard

deviation of the mean is an adequate measure of the phase

abundances and their errors.

However, both the Rietveld errors and the precision are at

least an order of magnitude smaller than the bias. The large bias,

in this case due to the presence of severe microabsorption,

represents the true accuracy that can be achieved in this example.

Unfortunately, there is nothing in the XRD data and Rietveld

analysis process that indicates that there may be a problem. It is

only when the QPA is compared with other estimates, in this case

derived from XRF chemical-analysis results, that the problem

becomes apparent. The analyst must take further steps to identify

sample-preparation and/or data-collection protocols that may

improve accuracy and, importantly, seek ways to verify the

results.

3.9.10.2. Minimizing systematic errors

The fundamental measured quantities in a diffraction pattern

are the integrated intensities of the observed peaks. The precision

of these measurements can be improved by: (i) increasing the

primary intensity of the diffractometer using optics or higher-

power X-ray sources; (ii) using scanning linear detectors (see

Chapter 2.1), which have multiple detector elements to collect

individual intensities many times; these are then summed to

achieve higher accumulated counts; (iii) increasing the number of

counts accumulated at each step, that is increasing the step

counting time T; and (iv) increasing the number of points, N,

measured across the peak.

Often, the temptation is to collect data with large values of N

and T to maximize counting statistics. However, the resulting

increased precision is only useful up to the point where counting

variance becomes negligible in relation to other sources of error;

thereafter data-collection time is wasted. For example, if the

sample is affected by the presence of severe sample-related

Table 3.9.4
Comparison of errors generated during the analysis of XRD data (CuK�
radiation) from three sub-samples of sample 4 from the IUCr CPD
round robin on QPA (Scarlett et al., 2002)

The bias values are (measured � weighed) while the values denoted XRF are the
phase abundances generated from elemental concentrations measured by X-ray
fluorescence methods.

Phase

n = 3 Corundum Magnetite Zircon

Weighed 50.46 19.46 29.90
Mean XRD measured wt% 56.52 17.06 26.42
Mean of Rietveld errors 0.15 0.11 0.11
Standard deviation of
measured wt%

0.63 0.41 0.35

Mean of bias 6.06 �2.58 �3.48
XRF 50.4(2) 19.6(1) 29.5(1)
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aberrations, the collection of highly precise data will not improve

the accuracy of the resulting analysis significantly.

Therefore, the most important approach to improving the

accuracy of an analysis is to eliminate the systematic errors.

Given that the largest sources of error in QPA are experimental

(Chung & Smith, 2000) and relate to sampling and specimen

preparation, then this is the area on which the most careful

attention needs to be focused. A detailed discussion of sample

preparation and data-collection procedures is beyond the scope

of this chapter but further details can be found in Chapter 2.10,

and in Hill & Madsen (2002) and Buhrke et al. (1998).

3.9.10.3. Minimizing sample-related errors

3.9.10.3.1. Crystallite-size issues

Crystallite size is considered here as the length of a coherent

scattering domain and should not be confused with the terms

grain or particle size used frequently in powder diffraction to

describe the macroscopic size of the components in the sample.

The macroscopic size of the particle is somewhat irrelevant (as in

ceramics or other solid pieces of samples) as long as the crys-

tallites (or domains) that comprise the particle are (i) sufficiently

small to ensure that there are enough crystallites contributing to

the diffraction process (Smith, 1992) and (ii) randomly oriented,

thus ensuring a true powder-average representation of intensities.

However, for large domains or crystallites this assumption is

usually not fulfilled and therefore it is necessary to reduce the

crystallite size by reducing the size of the particles or grains that

constitute the macroscopic objects of a powder.

Most issues in sample preparation are related to crystallite size

and preferred orientation of the particles in the sample holder.

For QPA a representative sampling of all possible orientations of

crystallites with respect to the diffraction geometry is required.

Rotation of the sample improves the particle statistics, since more

crystallites can satisfy the diffraction condition (Elton & Salt,

1996).

Large-crystallite issues are easily detected using two-dimen-

sional (2D) detectors, where the Debye rings show a ‘spotty’

intensity distribution. However, most QPA measurements are

performed using 0D (point) or 1D (strip) detectors. The effect of

large crystallites in a 1D pattern is that a few crystallites may

contribute to irregularly high intensities for selected reflections.

In the diffraction pattern, this situation is usually identified by

intense reflections having a sharp peak profile compared with the

surrounding peaks in the pattern. Furthermore, in a Rietveld

refinement this situation is manifested by large intensity differ-

ences between the observed and calculated pattern that may not

be associated with a particular crystallographic direction and

hence to preferred orientation. Another way of detecting inho-

mogeneous crystallite distributions is to measure a series of scans

from the same specimen at various rotation angles and comparing

the relative peak intensities. It is worth noting that the push

towards ever higher resolution in both laboratory and synchro-

tron instruments serves to further exacerbate the crystallite-size

issue. This arises from the use of beams with decreased diver-

gence, resulting in fewer crystallites likely to satisfy the diffrac-

tion condition.

There is no simple mathematical correction for large-crystallite

issues and the effect is often misinterpreted in Rietveld refine-

ment as preferred orientation. In this case, the correction would

typically involve use of several directions for March–Dollase-

type functions (Dollase, 1986) or an increasing order of spherical-

harmonics coefficients (Ahtee et al., 1989). In any case, this is an

improper use of these corrections and the necessity to do so

clearly points to deficiencies in the sample preparation and data-

collection regime.

The best way to minimize the large-crystallite issue is to reduce

the crystallite size through grinding of the sample. However, size-

reduction methods need to be carefully assessed, since over-

grinding can cause peak broadening due to (i) a decrease of long-

range order and hence crystallite size and (ii) the introduction of

microstrain (Hill & Madsen, 2002). The practical effect of peak

broadening is increasing peak overlap, which may complicate the

phase identification. For whole-pattern-based QPA, overgrinding

is not as serious as long as it does not yield nanometre-sized

particles or amorphous materials. This is because the integral

intensity of the peaks is preserved. It should be noted that some

phases can undergo transformation to other polymorphs or

decompose to other phases during grinding (Hill & Madsen,

2002).

In practice, there is no generally applicable comminution

strategy. For each material, a suitable milling device and grinding

strategy needs to be identified. Inhomogeneous materials such as

ores, concentrates and other mineralogical materials may have

very different comminution properties for their constituents,

leading to size fractionation during grinding. Large-crystallite

issues are frequently observed for hard minerals (e.g. quartz,

feldspar) while the grain size of soft minerals (e.g. talc) is reduced

more rapidly.

A practical way of finding a best compromise for the milling

conditions of a mixture may be the analysis of a series of samples

of the same material where, for example, the grinding time is

successively increased and the quantification results are

compared. Fig. 3.9.17 shows the variation of analysed wt% with

grinding time for two minerals: a stable result is eventually

obtained.

There is a more extensive discussion of the impact of large-

crystallite size on observed diffraction data (Smith, 1992) and

ways to minimize its effect (Elton & Salt, 1996) in the published

literature.

3.9.10.3.2. Preferred orientation

In order to generate peak intensities that accurately represent

the intensity-weighted reciprocal lattice, the crystallites in the

powder must not only be sufficient in number, but they must also

be randomly oriented. In other words, each crystal orientation

should have the same probability of diffracting. Preferred

orientation can arise when particles align in the sample holder

according to their morphology. This is most common with platy or

Figure 3.9.17
Variation of the magnetite (filled diamonds) and quartz (open squares)
concentration of an iron-ore sample with grinding time. Stable
conditions are obtained after about 180 s. Data courtesy ThyssenKrupp
– Resource Technologies (Knorr & Bornefeld, 2013).
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needle-like materials and the effect on the diffraction pattern is

the observation of enhanced intensity along specific crystal-

lographic directions with a subsequent decrease of intensity along

other directions.

A number of sample-presentation methods can be used to

minimize preferred orientation. For flat specimens, back pressing

and side drifting into the sample holder can be effective. These

methods tend to produce much less preferred orientation than

front-mounted samples, but tend not to be very effective for

chronic preferred orientation such as that exhibited by phases

like clays, feldspars and chlorite. Reducing the size of the crys-

tallites improves the probability of achieving random alignment

of the crystallites in the sample holder. Gradually milling a

sample and monitoring the preferred-orientation coefficients as a

function of grinding time may again help to find the correct, or at

least reproducible, grinding conditions (Fig. 3.9.18).

A major advantage of whole-pattern-based QPA over single-

peak methods is that all classes of reflections are considered in

the calculation. In this sense, the method is less prone to

preferred orientation of a particular class of peaks. Furthermore,

orientation effects may be corrected by applying March–Dollase

(Dollase, 1986) or spherical-harmonics (Ahtee et al., 1989)

corrections. A properly applied correction may be of high

importance for QPA in cases where a phase is present at low

concentration and only a few peaks can clearly be identified in

the pattern. If those peak(s) are affected by preferred orienta-

tion, the March–Dollase coefficient correlates strongly with scale

factors and leads to biased QPA results. Examples of this effect

occur with layered materials that have sheet-like morphology

perpendicular to the c axis, including mica and clay minerals,

which typically show stronger than expected intensity for the 00l

reflections.

The crucial factor seems to be to what extent the orientation

parameters correlate with the Rietveld scale factor. An example

where the correlation is only minor is sample 2 from the IUCr

CPD round robin on QPA (Scarlett et al., 2002). In that example,

brucite [Mg(OH)2] shows strong preferred orientation along the

00l direction. This may be corrected by the March–Dollase

model, which returns a refined value of 0.66. However, the

introduction of this preferred-orientation correction only

changes the brucite concentration from 35 to 36 wt% (weighed =

36.36 wt%); this is surprising because the orientation is strong

and the weighted residual Rwp changes from 30 to 15%. Close

examination of the correlations reveals a strong correlation

between the brucite scale factor and preferred-orientation factor.

However, the correlation of the brucite preferred-orientation

parameter to the other scale factors (zincite, corundum and

fluorite) is close to zero; this explains why in this example the

QPA is not highly dependent on preferred orientation. In cases of

strong correlation between the orientation parameter of one

phase and the scale factors of other phases, preferred orientation

should probably not be refined, or at least it should be verified

carefully. It is worth noting that, in all Rietveld-based analyses,

users should examine the correlation matrix as a matter of

general practice to establish which parameters might be affecting

parameters of interest.

It should be noted that sample rotation around the scattering

vector (typically employed in flat-plate Bragg–Brentano

geometry) during the scan does not reduce preferred orientation,

since there is no change between the preferred-orientation

direction and the diffraction vector. Using capillaries in trans-

mission geometry assists in the reduction of preferred orienta-

tion, but the time-consuming nature of packing capillaries makes

this technique infeasible in industrial applications where

diffraction-based QPA is used for routine quality control.

3.9.10.3.3. Microabsorption

The strongest on-going impediment to accuracy in QPA using

XRD data is microabsorption. The microabsorption effect occurs

when a multiphase sample contains both low- and highly

absorbing phases. For the highly absorbing phases, the X-ray

beam is more likely to be absorbed in the surface layers of the

grain; thus, the fraction of the grain contributing to the diffraction

pattern will decrease as the size of the grain increases above the

beam-penetration depth. For the low-absorbing phases, the beam

penetrates further into the particle resulting in a greater like-

lihood of the desired ‘volume diffraction’ occurring (Brindley,

1945). The overall effect is the observation of a disproportionate

amount of observed intensity from individual grains relative to

what would be expected for the average absorption of the

sample; the highly absorbing phases are under-represented

relative to the low-absorbing phases. There is extensive discus-

sion of the microabsorption issue in Zevin & Kimmel (1995).

Brindley (1945) has described the particle absorption contrast

factor �� as

�� ¼ ð1=VÞ RV
0

exp
�� �� � ��ð Þ� dv; ð3:9:48Þ

where V is the particle volume, and �� and �� are the linear

absorption coefficients of phase � and the entire sample,

respectively. While it is relatively easy to calculate the absorption

coefficients, equation (3.9.48) implies knowledge of the particle

size of each component; this information is only available

through independent microscope or light-scattering character-

ization.

This correction term is commonly incorporated into QPA

through a modification to equation (3.9.26) of the form

W� ¼
S�ðZMVÞ�=��Pn
k¼1 SkðZMVÞk=�k

: ð3:9:49Þ

Brindley has also devised criteria by which to assess whether a

microabsorption problem is likely to be present or not. Calcu-

lation of �D (where � is the linear absorption coefficient andD is

the particle diameter) yields the following criteria:

(i) �D < 0.01 – fine powder. There is negligible microabsorption

and hence no correction is necessary.

Figure 3.9.18
Increase of the March–Dollase (Dollase, 1986) parameter and related
decrease of the degree of preferred orientation with grinding time for the
two amphibole species actinolite (filled diamonds) and grunerite (open
squares) in an iron ore. Data courtesy ThyssenKrupp – Resource
Technologies (Knorr & Bornefeld, 2013).
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(ii) 0.01 < �D < 0.1 – medium powder. Microabsorption is likely

to be present and the normal Brindley correction model can

be applied.

(iii) 0.1 < �D < 1.0 – coarse powder. A large microabsorption

effect is present. The Brindley model can only be used to

provide an approximate correction provided that �D is

closer to the lower limit of the range.

(iv) �D > 1.0 – very coarse powder. This indicates that severe

microabsorption is likely to be present and that any

correction is well beyond the limits of the model.

It is difficult for the analyst encountering a new sample to

determine whether a correction for microabsorption is required

without first obtaining additional information. A minimum

requirement should be to calculate �D for each phase present.

However, this requires knowledge of the particle size which, in a

multiphase sample, can be very difficult to obtain unambiguously.

Even when the particle size is measured by, for example, dynamic

light scattering or optical or SEM image analysis, the applicability

of the correction can still be unclear. In addition, the correction

factor embodied in equations (3.9.48) and (3.9.49) makes the

assumption that the particles of the phase of interest are spherical

and of uniform size. This assumption is unrealistic in almost all

samples; in reality, each phase is likely to be present at a wide

range of particle sizes and the particles are highly unlikely to be

spherical.

Table 3.9.5 shows the calculated values of �D for Cu K�
radiation for some commonly encountered phases in miner-

alogical analysis. For the least absorbing phase (corundum), the

upper range of applicability of the Brindley model (medium

powder) is reached at about 5 mm; by 8 mm, the coarse powder

criterion has been reached and the correction model is no longer

applicable. For magnetite, these limits are reached an order of

magnitude earlier at about 0.5 and 0.9 mm, respectively.

Fig. 3.9.19 shows an SEM image of a mixture of approximately

equal amounts of corundum, magnetite and zircon. The indivi-

dual components of the sample were weighed and the mixture

ground in ethanol in a McCrone micronizing mill (McCrone

Research Associates, London) for 10 min g�1. This approach to

sample preparation is generally accepted as best practice for

powder XRD because it minimizes structural damage during

grinding (Hill & Madsen, 2002). After decanting and drying, the

sample was back-packed into a cavity sample holder for XRD

data collection; the same sample was then used to obtain the

SEM image in Fig. 3.9.19. Visual observation shows a wide range

of particle sizes (from submicron to greater than 10 mm) and

shapes that do not even approximate spheres. Even if this

information is obtained, selection of a particle size that best

represents each individual phase is a difficult task. In addition, in

many sample suites, the component phases exhibit a range of

hardness resulting in different rates of grinding and hence

difference size ranges. Regrettably, what happens too often in

practice is that analysts will micronize the sample and then select

an arbitrary particle size in order to derive a ‘preferred’ value for

the final analysis. Therefore, caution is advised in the application

of these correction models. The IUCr CPD round robin on QPA

(Madsen et al., 2001; Scarlett et al., 2002) showed that many

participants severely degraded their results by applying a

correction when none was necessary.

Equation (3.9.48) shows that there two ways to minimize

microabsorption. The first is to reduce the absorption contrast by,

for example, changing the X-ray wavelength. While corundum

and magnetite have very different linear absorption coefficients

for Cu K� radiation (126 and 1123 cm�1, respectively), the

difference is reduced to 196 and 231 cm�1, respectively, for Co

K� radiation. The second approach is to reduce the particle size

in order to meet Brindley’s fine- or medium-powder criteria.

However, even these steps may not be sufficient to eliminate

the microabsorption effect. Slightly different absorption coeffi-

cients, or different particle sizes for phases with the same

absorption coefficients, may still introduce a bias between

expected and analysed concentrations. In this situation, it may be

better to use a calibrated hkl_phase or peaks_phase (Section

3.9.6) instead of a Rietveld, structure-based phase. The calibra-

tion step involved in the generation of such a phase incorporates

the microabsorption problem into the calibration constant.

Fig. 3.9.20 shows the bias between known concentrations

(derived from chemical analysis) and QPA-determined concen-

trations for a series of salt samples. The samples contain halite

(NaCl), sylvite (KCl) and kieserite (MgSO4·H2O) as major

phases and small amounts of anhydrite (CaSO4), langbeinite

[K2Mg2(SO4)3] and carnallite [KMgCl3·6(H2O)]. The linear

absorption coefficient of sylvite (254 cm�1) is much higher than

halite (165 cm�1). Using crystal-structure-based analysis, there

is a systematic deviation of up to 3% with an overestimation

of the low absorber (halite) and an underestimation of the

high absorber (sylvite). After replacing sylvite by a calibrated

Figure 3.9.19
Backscattered-electron SEM image of a mixture of approximately equal
amounts of corundum (dark grey), magnetite and zircon (lighter grey).
Note the wide range of particle sizes present for each of the three phases.

Table 3.9.5
Calculated values of �D (where � is the linear absorption coefficient and
D is the particle diameter) for Cu K� X-rays for corundum, magnetite
and zircon with a range of particle sizes

�D

Diameter
(mm)

Corundum,
Al2O3

(� = 125 cm�1)

Magnetite,
Fe3O4

(� = 1167 cm�1)

Zircon,
ZrSiO4

(� = 380 cm�1)

0.1 0.001 0.012 0.004
0.2 0.003 0.023 0.008
0.5 0.006 0.058 0.019
1 0.013 0.117 0.038
2 0.025 0.233 0.076
5 0.063 0.584 0.190
10 0.125 1.167 0.380
20 0.251 2.334 0.759
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hkl_phase, the bias is reduced to about 1% and does not show

systematic deviations.

It should be noted, however, that the phase constants devel-

oped using such a calibration approach will only be applicable to

the sample suite and preparation conditions for which it was

developed. The calibration process will need to be repeated if

there are significant changes to the sample suite or sample-

preparation conditions.

3.9.10.3.4. Whole-pattern-refinement effects

One of the distinct advantages of structure-based whole-

pattern fitting for QPA is that no standards need to be prepared

because the structure for each phase provides the phase constant

ZMV; the unit-cell dimensions allow the calculation of the cell

volume V and the unit-cell contents provide the mass ZM (Bish &

Howard, 1988; Hill & Howard, 1987). These values are used,

along with the Rietveld scale factor S, in equation (3.9.26) to

derive the phase abundance. This is especially useful for complex

systems where the preparation of multiple standards would add

considerably to the analytical complexity.

An additional advantage is the ability to refine the crystal

structure (unit-cell dimensions and site-occupation factors, for

example), when the data are of sufficiently high quality, in order

to obtain the best fit between observed and calculated patterns.

In addition to updating the ZMV value, the site occupancies are

contained in the structure-factor calculation and, therefore, will

change the relative reflection intensities and have an impact on

the scale factor and QPA. Other structural parameters that have

a strong effect on the scale factor and QPA are the atomic

displacement parameters (ADPs). Strong correlation between

the ADPs and amorphous material concentration has been

shown by Gualtieri (2000) and Madsen et al. (2011).

This leads to the question: which crystal structure should be

selected for QPA? Databases contain multiple entries for the

same phase with the structures determined using different

methods. While ADPs and site-occupation factors determined

using neutron diffraction and single-crystal analysis should be

favoured over those determined using X-ray powder data, many

database entries do not have refined ADPs for all (and in some

cases, any) atoms. Often, arbitrarily chosen default values of 0.5

or 1.0 Å2 for Beq are entered for all atoms, but this should be

viewed or used with great caution. There is clearly a need to

carefully evaluate the crystal-structure data used for QPA. This is

particularly worth mentioning in view of the advent of new ‘user-

friendly’ software that automatically assigns crystal structures

after having performed the phase identification.

Empirical profile-shape models contribute significantly to the

complexity (and correlations) of whole-powder-pattern fitting for

QPA because of the large number of phases and multiple para-

meters required to model the profile shape of each phase. The use

of convolution-based profile fitting [in, for example, BGMN

(Bergmann et al., 1998, 2000) and TOPAS (Bruker AXS, 2013)]

greatly reduces the number of parameters, because the instru-

ment-resolution function (which is constant for a given setup) can

be separated from sample-related peak broadening. The instru-

ment component can be refined using a standard and then fixed

for subsequent analysis. The sample contribution to peak width

and shape can then be related directly to crystallite size and

microstrain using a minimal number of parameters. The reduc-

tion of the total number of parameters reduces the refinement

complexity and the chance of parameter correlation.

The choice of the function used to model the pattern back-

ground may also have a strong influence on amorphous content

(Gualtieri, 2000; Madsen et al., 2011). Given that the intensities of

both the background and the amorphous contribution vary

slowly as a function of 2�, it is inevitable that there will be a high
degree of correlation between them. Hence, any errors in

determining the true background will result in errors in amor-

phous phase determination. A simple approach is to use a

background function with a minimal number of parameters. A

more exact approach requires the separation of the amorphous

contribution from background components such as Compton

scattering and parasitic scattering by the sample environment and

air in the beam path. This is routinely done in pair distribution

function (PDF) analysis; details can be found in Chapter 5.7 in

this volume and in Egami & Billinge (2003).

Another parameter that correlates with the pattern back-

ground is the width of broad peaks for phases of low concen-

tration. If allowed to refine to very large width values, the peaks

are ‘smeared’ over a broad range of the pattern with no clear

distinction between peaks and background. The same issue

applies when there is a high degree of peak overlap, particularly

at high angles, leading to severe under- or over-estimation of the

phase. The careful use of limits for either crystallite size or

corresponding parameters in empirical peak-shape modelling

assists in minimizing this effect.

There can be a subtle interplay between the profile-shape

function and the pattern background that has an impact on

whole-pattern fitting (Hill, 1992). The data in Fig. 3.9.21,

collected using a Cu tube and an Ni K� filter, exhibit low-angle

truncation of the peak tails at the �-filter absorption edge. On the

high-angle side, the anatase peak displays a wide tail which

extends to the position of the strongest rutile peak at about 27.5˚

2�. In this case, rutile is present as a minor phase and the error in

the background determination using conventional peak-profile

modelling (Fig. 3.9.21a) introduces about 0.5% bias in the rutile

QPA. The use of a more accurate profile model that incorporates

the effect of the �-filter absorption edge (Fig. 3.9.21b) serves to

improve the accuracy (Bruker AXS, 2013).

3.9.10.3.5. Element analytical standards

XRD-based derivation of elemental abundances relies on (i)

the QPA abundances, and (ii) the assumed or measured stoi-

chiometry of the crystalline phases. The accuracy of the QPA

Figure 3.9.20
Bias as a function of phase concentration for industrial salt samples for
(i) structure-based QPA (filled symbols) and (ii) calibrated hkl_phase
(open symbols) for halite (circles) and sylvite (squares). The broken lines
indicate the trend of the bias for structure-based QPA. Data are courtesy
of K+S AG, Germany.
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result may then be evaluated by comparing the calculated

elemental abundances with those determined by traditional

chemical-analysis techniques. However, for the best level of

agreement, this method requires that the composition of the

crystalline phases be well defined. A complication, in particular

for minerals, is that idealized compositions may be reported but

do not necessarily match the actual composition of the species

present in the sample. Where possible, detailed phase analysis

using microbeam techniques should be undertaken to establish

the true composition for each phase. A complication that serves

to decrease the agreement is that chemically based compositional

analysis does not distinguish between crystalline and amorphous

phase content, while the diffraction-based QPAusually measures

only the crystalline phases. Generally, the composition of amor-

phous phases may not be known accurately and even highly

crystalline material can contain amorphous components because

of non-diffracting surface layers of the grains (Cline et al., 2011).

An example demonstrating the level of agreement that can be

achieved is that of the iron-ore certified reference material SX

11-14 from Dillinger Hütte (Fig. 3.9.22). The material is moder-

ately complex and consists of nine distinct mineral species. The

data were measured with Co K� radiation and analysed using

Rietveld-based QPA in TOPAS (Bruker AXS, 2013). The phase

abundances are converted to elemental and oxide compositions

for comparison with the certified elemental analyses (Table

3.9.6). There is excellent agreement between the XRD results

and the chemical analysis with bias values better than �1 wt%.

3.9.10.3.6. Phase-specific methods: diffraction SRMs, round-
robin samples and synthetic mixtures

In contrast to elemental compositional analysis, where stan-

dard reference materials (SRMs) are widespread, there are only a

very limited number of SRMs available for diffraction-based

QPA. Prominent examples are SRMs for the cement industry

[NIST reference material clinker 8486 (Stutzman & Leigh, 2000)

and ordinary Portland cement NIST SRM 2686] or ceramics

materials (silicon nitride CRM BAM-S001) (Peplinski et al.,

2004). Similar to elemental standards, the certified values do not

necessarily represent the true composition. Rather, they are

published values that are typically averaged over the results from

different independent methods, instruments and laboratories.

Therefore, confidence limits of concentrations are provided that

may be much larger than estimated standard deviations of

concentrations within a single laboratory.

Table 3.9.6
Compositional analysis of the Dillinger Hütte iron-ore certified reference material SX 11-14, (i) derived from QPA results, taking into account the
nominal stoichiometry of the phases (XRD) and (ii) the certified analyses (Cert) (Knorr & Bornefeld, 2013)

Phase wt% Fe FeO SiO2 Al2O3 MgO CaO K2O Na2O C

Haematite 0.37 0.26 — — — — — — — —
Goethite 3.86 2.43 — — — — — — — —
Magnetite 85.97 62.21 26.68 — — — — — — —
Quartz 5.73 — — 5.73 — — — — — —
Gibbsite 0.71 — — — 0.46 — — — — —
Talc 1.79 — — 1.13 — 0.57 — — — —
Orthoclase 0.30 — — 0.19 0.05 — — 0.05 — —
Albite 0.89 — — 0.60 0.18 — — — 0.10 —
Calcite 0.40 — — — — — 0.22 — — 0.19

Fe FeO SiO2 Al2O3 MgO CaO K2O Na2O C

XRD 64.89 26.68 7.66 0.70 0.57 0.22 0.05 0.10 0.19
Cert 65.55 27.20 7.47 0.27 0.56 0.42 0.06 0.08 0.12
Bias �0.66 �0.52 0.19 0.43 0.01 �0.20 �0.01 0.02 0.07

Figure 3.9.21
Profile fit of anatase and rutile (a) without and (b) with a K� filter
absorption-edge correction.
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Finally, a number of inter-laboratory tests, or round robins,

have been conducted on synthetic mixtures in order to set

benchmarks for particular materials and/or the application of

methods. Examples range from well ordered, high-symmetry

phases discussed in earlier sections of this chapter (Madsen et al.,

2001; Scarlett et al., 2002) to standard mixtures of geological

material, granite and bauxites (Bish & Post, 1993), and technical

products like artificial Portland cements (De la Torre & Aranda,

2003) where relative biases of 2–3% for the main phases and 5–

10% for minor phases were found.

Very recently, the precision and accuracy of QPA for the

analysis of Portland clinker and cement were determined for

synthetic mixtures and commercial samples. The scatter of

the results from the inter-laboratory comparison, and the fact

that individual errors are much smaller than the standard

deviations of all submitted results, points to the widespread

presence of user-dependent systematic errors (Léon-Reina et al.,

2009).

One of the most challenging round robins is the Reynolds Cup

(Ottner et al., 2000; McCarty, 2002; Kleeberg, 2005; Omotoso et

al., 2006; Raven & Self, 2017), organized biannually since the year

2000 by the Clay Minerals Society. Synthetic mixtures repre-

senting typical sedimentary rock types are analysed and require a

very high level of sample preparation and analytical skills

because of the presence of a variety of clay minerals.

While most round robins have dealt with inorganic materials,

one for pharmaceutical materials was organised by the Interna-

tional Centre for Diffraction Data (ICDD) together with the

Pharmaceutical Powder XRD symposium series (PPXRD)

(Fawcett et al., 2010). A major outcome was the identification of

operator errors in all steps of the analysis to be the largest source

of error. This highlights the importance of reducing systematic

errors for improving accuracy in QPA.

As a concluding remark, a variety of factors may influence the

precision and accuracy of QPA. Nonetheless, better than 1 wt%

agreement may be achieved for simple systems of well crystal-

lized material. Moderately complex mixtures such as those

routinely observed in cement plants and in the mining

industry can be typically analysed at a 1 wt% level of accuracy

provided that the analyst chooses the most appropriate sample-

preparation, data-collection and analysis methodologies for the

samples in question.

3.9.11. Summary

The value in using diffraction-based methods for the determi-

nation of phase abundance arises from the fact that the observed

data are derived directly from the crystal structure of each phase.

Knowledge of phase abundance is valuable in many fields

including (i) mineral exploration, where the type and amount of

major minerals serve as indicators for valuable minor minerals,

(ii) mineral extraction, where the performance of the process line

is governed by the mineralogy, not the commonly used elemental

compositions, (iii) in situ studies, where the mechanism and

kinetics of phase evolution resulting from the application of an

external variable can be examined and (iv) the optimization of

production conditions for advanced materials.

The methodology of QPA is fraught with difficulties, many of

which are experimental or derive from sample-related issues.

Hence, it is necessary to verify diffraction-based phase abun-

dances against independent methods. This should include calcu-

lation of the expected sample element composition (using the

QPA and an assumed or measured composition of each phase)

and comparing these values with the measured element compo-

sition. In those circumstances where this is not possible, the QPA

values should be regarded only as semi-quantitative. While such

values may be useful for deriving trends within a particular

system, they cannot be regarded as an absolute measure.
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Dohrmann, R., Rüping, K. B., Kleber, M., Ufer, K. & Jahn, R. (2009).
Variation of preferred orientation in oriented clay mounts as a result of
sample preparation and composition. Clays Clay Miner. 57, 686–
694.

Dollase, W. A. (1986). Correction of intensities for preferred orientation in
powder diffractometry: application of the March model. J. Appl. Cryst.
19, 267–272.

Drits, V. A. & Tchoubar, C. (1990). X-ray diffraction by disordered
lamellar structures: Theory and application to microdivided silicates
and carbons. Heidelberg: Springer Verlag.

Eberl, D. D. (2003). User’s guide to rockjock - a program for determining
quantitative mineralogy from powder x-ray diffraction data. U.S.
Geological Survey Open-File Report 2003-78. http://pubs.er.usgs.gov/
publication/ofr200378.

Egami, T. & Billinge, S. J. L. (2003). Underneath the Bragg Peaks:
Structural Analysis of Complex Materials. Oxford: Elsevier.

Ehrenberg, H., Senyshyn, A., Hinterstein, M. & Fuess, H. (2013).
Modern Diffraction Methods, edited by E. J. Mittemeijer & U. Welzel,
pp. 491–517. Weinheim: Wiley-VCH Verlag GMBH & Co.

Elton, N. J. & Salt, P. D. (1996). Particle statistics in quantitative X-ray
diffractometry. Powder Diffr. 11, 218–229.

Fawcett, T. G., Kabekkodu, S. N., Blanton, J. R. & Blanton, T. N. (2017).
Chemical analysis by diffraction: the Powder Diffraction File. Powder
Diffr. 32, 63–71.

Fawcett, T. G., Needham, F., Faber, J. & Crowder, C. E. (2010).
International Centre for Diffraction Data round robin on quantitative
Rietveld phase analysis of pharmaceuticals. Powder Diffr. 25, 60–67.

Frost, D. J. & Fei, Y. (1999). Static compression of the hydrous magnesium
silicate phase d to 30 GPa at room temperature. Phys. Chem. Miner. 26,
415–418.

Glazer, A. M., Hidaka, M. & Bordas, J. (1978). Energy-dispersive powder
profile refinement using synchrotron radiation. J. Appl. Cryst. 11, 165–
172.

Gualtieri, A. F. (2000). Accuracy of XRPD QPA using the combined
Rietveld–RIR method. J. Appl. Cryst. 33, 267–278.

Gualtieri, A. F., Viani, A., Banchio, G. & Artioli, G. (2001). Quantitative
phase analysis of natural raw materials containing montmorillonite.
Mater. Sci. Forum, 378–381, 702–709.

Hall, C., Barnes, P., Cockcroft, J. K., Colston, S. L., Häusermann, D.,
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Horisberger, R. & Patterson, B. (2003). Mythen detector system. Nucl.
Instrum. Methods Phys. Res. A, 501, 267–272.

Smith, D. K. (1992). Particle statistics and whole pattern methods in
quantitative x-ray powder diffraction analysis. Adv. X-ray Anal. 35, 1–
15.

Smith, D. K., Johnson, G. G., Scheible, A., Wims, A. M., Johnson, J. L. &
Ullmann, G. (1987). Quantitative X-ray powder diffraction method
using the full diffraction pattern. Powder Diffr. 2, 73–77.

Snyder, R. L. & Bish, D. L. (1989). InModern Powder Diffraction, edited
by D. L. Bish & J. E. Post, pp. 101–142. Washington DC: Mineralogical
Society of America.

Stephens, P. W. (1999). Phenomenological model of anisotropic peak
broadening in powder diffraction. J. Appl. Cryst. 32, 281–289.

Stinton, G. W. & Evans, J. S. O. (2007). Parametric Rietveld refinement. J.
Appl. Cryst. 40, 87–95.

Stutzman, P. E. & Leigh, S. (2000). Proceedings of the Twenty-Second
International Conference on Cement Microscopy, 11–13 September
2000, Quebec City, Canada. https://cemmicro.org/publications/.

Styles, M. J., Rowles, M. R., Madsen, I. C., McGregor, K., Urban, A. J.,
Snook, G. A., Scarlett, N. V. Y. & Riley, D. P. (2012). A furnace and
environmental cell for the in situ investigation of molten salt electrolysis
using high-energy X-ray diffraction. J. Synchrotron Rad. 19, 39–47.

Taylor, J. C. (1991). Computer programs for standardless quantitative
analysis of minerals using the full powder diffraction profile. Powder
Diffr. 6, 2–9.

Taylor, J. C. & Rui, Z. (1992). Simultaneous use of observed and
calculated standard profiles in quantitative XRD analysis of minerals by
the multiphase Rietveld method: the determination of pseudorutile in
mineral sands products. Powder Diffr. 7, 152–161.

Taylor, R. M. & Norrish, K. (1966). The measurement of orientation
distribution and its application to quantitative X-ray diffraction
analysis. Clay Miner. 6, 127–142.

Toraya (2016a).A new method for quantitative phase analysis using X-ray
powder diffraction: direct derivation of weight fractions from observed
integrated intensities and chemical compositions of individual phases. J.
Appl. Cryst. 49, 1508–1516

Toraya (2016b). A new method for quantitative phase analysis using
X-ray powder diffraction: direct derivation of weight fractions from
observed integrated intensities and chemical compositions of individual
phases. Corrigendum. J. Appl. Cryst. 50, 665.

Toraya, H. & Tsusaka, S. (1995). Quantitative phase analysis using the
whole-powder-pattern decomposition method. I. Solution from knowl-
edge of chemical compositions. J. Appl. Cryst. 28, 392–399.

Treacy, M. M. J., Newsam, J. M. & Deem, M. W. (1991). A general
recursion method for calculating diffracted intensities from crystals
containing planar faults. Proc. R. Soc. London Ser. A, 433, 499–520.

Ufer, K., Kleeberg, R., Bergmann, J., Curtius, H. & Dohrmann, R.
(2008). Refining real structure parameters of disordered layer structures
within the Rietveld method. Z. Kristallogr. Suppl. 27, 151–158.

Ufer, K., Kleeberg, R., Bergmann, J. & Dohrmann, R. (2012). Rietveld
refinement of disordered illite-smectite mixed-layer structures by a
recursive algorithm. II: powder-pattern refinement and quantitative
phase analysis. Clays Clay Miner. 60, 535–552.

Ufer, K., Roth, G., Kleeberg, R., Stanjek, H. & Dohrmann, R. (2004).
Description of x-ray powder pattern of turbostratically disordered layer
structures with a Rietveld compatible approach. Z. Kristallogr. 219,
519–527.

Ufer, K., Stanjek, H., Roth, G., Dohrmann, R., Kleeberg, R. & Kaufhold,
S. (2008). Quantitative phase analysis of bentonites by the Rietveld
method. Clays Clay Miner. 56, 272–282.

Wang, X., Li, J., Hart, R. D., van Riessen, A. & McDonald, R. (2011).
Quantitative X-ray diffraction phase analysis of poorly ordered
nontronite clay in nickel laterites. J. Appl. Cryst. 44, 902–910.

Warren, B. E. (1941). X-ray diffraction in random layer lattices. Phys.
Rev. 59, 693–698.

Webster, N. A. S., Madsen, I. C., Loan, M. J., Knott, R. B., Naim, F.,
Wallwork, K. S. & Kimpton, J. A. (2010). An investigation of goethite-
seeded Al(OH)3 precipitation using in situ X-ray diffraction and
Rietveld-based quantitative phase analysis. J. Appl. Cryst. 43, 466–
472.

Webster, N. A. S., Pownceby, M. I. & Madsen, I. C. (2013). In situ X-ray
diffraction investigation of the formation mechanisms of silico-ferrite of
calcium and aluminium-I-type (SFCA-I-type) complex calcium ferrites.
ISIJ Int. 53, 1334–1340.
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3.10. Accuracy in Rietveld quantitative phase analysis with strictly monochromatic Mo and Cu
radiations

L. León-Reina, A. Cuesta, M. Garcı́a-Maté, G. A
´
lvarez-Pinazo, I. Santacruz, O. Vallcorba,

A. G. De la Torre and M. A. G. Aranda

3.10.1. Introduction

Most industrial materials are multiphase systems and the accu-

rate determination of their phase assemblage is key to under-

standing their performances. There are different approaches to

carrying out quantitative phase analysis (QPA; see Chapter 3.9);

however, nowadays, the Rietveld method is the most widely

employed methodology for QPA of crystalline materials (Madsen

et al., 2001; Scarlett et al., 2002), including cements (Stutzman,

2005; León-Reina et al., 2009; Chapter 7.12).

The factors affecting the accuracy and precision of Rietveld

quantitative phase analysis (RQPA) results can be gathered into

three main groups: (i) instrument related, (ii) sample-preparation

related and (iii) data-analysis protocol(s). The Rietveld method is

a standardless methodology which uses the crystal-structure

descriptions of each crystalline component to calculate its

powder pattern. For this reason, the correct choice of crystal-

structure description for each phase in multiphase materials is

key (Zevin & Kimmel, 1995; Madsen et al., 2001, 2011). The

influence of the instrument type on RQPA has previously been

evaluated (Madsen et al., 2001) and the main conclusion was that

neutron and synchrotron powder diffraction yielded the best

results owing to larger irradiated volumes and also to the mini-

mization of microabsorption effects.

High-energy (short-wavelength) X-rays contribute (i) to

minimize absorption and microabsorption effects, (ii) to the

measurement of a higher number of Bragg peaks and (iii) to

increase the irradiated volume of the specimen. Figs. 3.10.1(a)

and 3.10.1(b) show the irradiated volumes bathed by X-rays when

using flat samples for Mo and Cu radiations in transmission

geometry, and Fig. 3.10.1(c) shows the irradiated volume for Cu

in reflection mode (Cuesta et al., 2015). Mo radiation combined

with a flat sample in transmission geometry allows an irradiated

volume of close to 100 mm3; meanwhile, for Cu radiation (flat

samples in reflection and transmission geometries) the irradiated

volumes are close to 5 mm3 (Cuesta et al., 2015). In this context, it

is worth mentioning that the absorption correction for flat-

Figure 3.10.1
Irradiated volume for a flat sample holder in transmission mode using (a) Mo radiation and (b) Cu radiation, and (c) reflection mode using Cu
radiation. Diffraction-geometry sketches: (d) transmission geometry with primary monochromator, (e) transmission geometry with focusing mirror and
( f ) reflection geometry with primary monochromator. [Reprinted from Cuesta et al. (2015) with permission from Cambridge University Press.]
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sample transmission geometry is conceptually similar to that for

flat-plate reflection geometry, but the length of the scattered

beam path has to be properly defined. The corresponding

equation is given in section A5.2.5 of Egami & Billinge (2003).

It must also be noted that Mo radiation has a major drawback

when compared with Cu radiation. The �3 dependence of

diffraction intensity favours the use of Cu radiation by a factor of

10.2. Thus, a detector receives approximately ten times as many

diffracted X-ray photons with Cu than with Mo (this calculation

neglects the different fractions of photons lost in the diffract-

ometer optical paths). This fact can be partially overcome in

modern X-ray detectors by increasing the counting time for

patterns collected with Mo radiation without reaching prohibi-

tively long times.

As discussed in Chapter 3.9, there are many factors that affect

the accuracy and precision of QPA results. It must be recalled

that accuracy is the agreement between the analytical result and

the true value, and precision is the agreement between results for

analyses repeated under the same conditions. Precision may be

further divided into repeatability, the agreement between

analyses derived from several measurements on the same

specimen, and reproducibility, the agreement including re-

preparation, re-measurement and data re-analysis of the same

sample. Since the largest sources of errors in RQPA are experi-

mental, sample preparation is key, as the reproducibility of peak-

intensity measurements is mainly governed by particle statistics

(Elton & Salt, 1996). It is generally accepted that the diffraction

intensities have to be collected with an accuracy close to �1% to

obtain patterns that are suitable for good RQPA procedures

(Von Dreele & Rodriguez-Carvajal, 2008). Milling the sample to

reduce the particle size is an approach that should be exercised

with care to avoid peak broadening or amorphization (Buhrke et

al., 1998). In order to improve particle statistics, a very common

practice is to continuously spin the sample during data collection.

A much less developed approach is to use high-energy, highly

penetrating laboratory X-rays.

Another important issue in the QPA of mixtures is the limit of

detection (LoD) and the limit of quantification (LoQ). In this

context, the LoD can be defined as the minimal concentration of

analyte that can be detected with acceptable reliability (Zevin &

Kimmel, 1995), i.e. for which its strongest (not overlapped)

diffraction peak in the powder pattern has a signal-to-noise ratio

larger than 3.0. The ‘reliability’ criterion is flexible and may be

defined by regulatory agencies, as is mainly the case for active

pharmaceutical ingredients. Evidently, the LoD can be reduced

(improved) by increasing the intensity of the X-ray source, for

example using synchrotron radiation. In this context, the LoQ

can be defined as the minimum content of an analyte that can be

determined with a value at least three times larger than its

standard deviation and determined to an acceptable reliability

level. For RQPA, this type of approach can be straightforward,

although the accuracy for minor phases may be quite poor.

The main aim of the study described here was to test whether

the use of high-energy Mo radiation, combined with high-

resolution X-ray optics, could yield more accurate RQPA than

well established procedures using Cu radiation. In order to do so,

three sets of mixtures with increasing amounts of a given phase

(the spiking method) were prepared and the corresponding

RQPA results were evaluated with calibration curves (least-

squares fits) and quantitatively by statistical analysis based on the

Kullback–Leibler distance (KLD; Kullback, 1968). The three

series were (i) crystalline inorganic phase mixtures with

increasing amounts of an inorganic phase, (ii) crystalline organic

phase mixtures with increasing amounts of an organic compound

and (iii) a series with an increasing content of amorphous ground

glass. This last series is the most challenging case because the

amorphous content is derived from a small overestimation of the

internal standard employed. Amorphous content determination

is important for many industries, including cements, glasses,

pharmaceuticals and alloys.

3.10.2. Compounds and series

3.10.2.1. Single phases

Table 3.10.1 provides information about the phases used in this

work. Further details can be found in the original publication

(León-Reina et al., 2016). All of the mixtures were prepared by

grinding the weighed phases by hand in an agate pestle and

mortar for 20 min to ensure homogeneity.

3.10.2.2. Crystalline inorganic series

A constant matrix of calcite (C), gypsum (Gp) and quartz (Q)

was prepared. Six samples with known increasing amounts of

insoluble anhydrite (i-A) were then produced and were labelled

CGpQ_xA, where x repesents the target i-A content: 0.00, 0.125,

0.25, 0.50, 1.0, 2.0 or 4.0 wt%.

3.10.2.3. Crystalline organic series

A constant matrix of glucose (G), fructose (F) and lactose (L)

was prepared. Six samples with known increasing amounts of

xylose (X) were then produced and labelled GFL_xX, where x

represents the target X content: 0.00, 0.125, 0.25, 0.50, 1.0, 2.0 or

4.0 wt%.

Table 3.10.1
Cambridge Structural Database (CSD)/Inorganic Crystal Structure Database (ICSD) reference codes for all phases used for Rietveld refinements in
this work and the linear absorption coefficients for the wavelengths used

Phase
Chemical
formula

CSD/ICSD
refcode

� (cm�1),
Cu K�1,
� = 1.5406 Å

� (cm�1),
Mo K�1,
� = 0.7093 Å

� (cm�1),
� = 0.7744/0.4959 Å Reference

Glucose C6H12O6 Glucsa10 12 1 1.3/— Brown & Levy (1979)
Fructose C6H12O6 Fructo11 12 1 1.3/— Kanters et al. (1977)
�-Lactose monohydrate C12H22O11·H2O Lactos10 12 1 1.3/— Fries et al. (1971)
Xylose C5H10O5 Xylose 12 1 1.2/— Hordvik (1971)
Gypsum CaSO4·(H2O)2 151692 141 16 22/— De la Torre et al. (2004)
Quartz SiO2 41414 92 10 11/2.9 Will et al. (1988)
s-Anhydrite CaSO4 16382 219 24 31/— Kirfel & Will (1980)
i-Anhydrite CaSO4 79527 219 24 31/— Bezou et al. (1995)
Zincite ZnO 65120 285 244 —/89.1 Albertsson et al. (1989)
Calcite CaCO3 80869 194 22 27/7.3 Maslen et al. (1995)
SrSO4 SrSO4 22322 299 187 40/— Garske & Peacor (1965)
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3.10.2.4. Variable amorphous content series

A constant matrix of calcite (C) and zincite (Z) was prepared.

Five samples with increasing contents of amorphous ground glass

(Gl) were then prepared. The elemental composition of the

ground glass is given in Garcı́a-Maté et al. (2014). The mixtures

were labelled CZQ_xGl, where x indicates 0, 2, 4, 8, 16 or 32 wt%

Gl. The amorphous content was determined by adding �20 wt%
quartz (Q) as an internal standard.

3.10.3. Analytical techniques

All phases and mixtures were studied with Mo K�1 (transmission

geometry) and Cu K�1 (reflection geometry) monochromatic

radiation. Table 3.10.1 shows the X-ray linear absorption coeffi-

cients for all of the phases, as microabsorption is always a concern

in RQPA. A microabsorption correction was not applied in this

work, but readers must be aware that this effect, if relevant, is one

of the greatest source of inaccuracy in RQPA (Madsen et al.,

2001; Scarlett et al., 2002). All of the phases were also char-

acterized by scanning electron microscopy (see Fig. 3.10.2).

3.10.3.1. Mo K�1 laboratory X-ray powder diffraction (LXRPD)

Mo K�1 powder patterns were collected in transmission

geometry in constant irradiated volume mode, in order to avoid

any correction of the measured intensities, on a D8 ADVANCE

(Bruker AXS) diffractometer (188.5 mm radius) equipped with a

Ge(111) primary monochromator, which gives monochromatic

Mo radiation (� = 0.7093 Å). The X-ray tube operated at 50 kV

and 50 mA. The optics configuration was a fixed divergence slit

(2˚) and a fixed diffracted anti-scatter slit (9˚). A LYNXEYE XE

500 mm energy-dispersive linear detector, optimized for high-

energy radiation, was used with the maximum opening angle.

Using these conditions, the samples were measured between

3 and 35˚ 2� with a step size of 0.006˚ and with a total measure-

ment time of 3 h 5 min. The flat samples were placed into

cylindrical holders between two Kapton foils (Cuesta et al., 2015)

and rotated at a rate of 10 revolutions per minute during data

collection. Moreover, the absorption factor of each sample was

experimentally measured by comparing the direct beam with and

without the sample (Cuesta et al., 2015). The amount of sample

loaded (which determines the height of the cylinder) in the

holders was adjusted to obtain a total absorption (�t) of �1,
which corresponds to an absorption factor of �2.7 or 63% of

direct-beam attenuation. For the organic samples this criterion

was not followed as it would lead to very thick specimens. In this

case, the maximum holder thickness was used (1.7 mm).

3.10.3.2. Cu K�1 laboratory X-ray powder diffraction (LXRPD)

Cu K�1 powder patterns for exactly the same samples were

recorded in reflection geometry (�/2�) on a X0Pert MPD PRO

(PANalytical B.V.) diffractometer (240 mm radius) equipped with

a Ge(111) primary monochromator, which gives monochromatic

Cu radiation (� = 1.54059 Å). The X-ray tube was operated at

45 kV and 40 mA. The optics configuration was a fixed diver-

gence slit (0.5˚), a fixed incident anti-scatter slit (1˚), a fixed

diffracted anti-scatter slit (0.5˚) and an X0Celerator RTMS (real-

time multiple strip) detector operating in scanning mode with the

maximum active length. Using these conditions, the samples were

measured between 6.5 and 81.5˚ 2� with a step size of 0.0167˚ and

a total measurement time of 2 h 36 min. The flat samples were

prepared by rear charge of a flat sample holder in order to

minimize preferred orientation and were rotated at a rate of 10

revolutions per minute.

The lowest analyte content samples, CGpQ_0.12A and

GFL_0.12X, were measured three times using both radiations,

Mo K�1 and Cu K�1, for a precision (reproducibility) assessment.

Therefore, regrinding and reloading of the mixtures in the sample

holder was carried out prior to every measurement.

3.10.3.3. Transmission synchrotron X-ray powder diffraction
(SXRPD)

Powder patterns for the lowest analyte content samples,

CGpQ_0.12A and GFL_0.12X, were also measured using

synchrotron radiation. SXRPD data were collected in Debye–

Scherrer (transmission) mode using the powder diffractometer at

Figure 3.10.2
Scanning electron microscopy micrographs for the studied phases
(�1000). The inset in the zincite micrograph shows the powder at higher
magnification (�20 000).
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the ALBA Light Source (Fauth et al., 2013). The wavelength, � =
0.77439 (2) Å, was selected with a double-crystal Si(111) mono-

chromator and was determined using the NIST SRM640d Si

standard (a = 5.43123 Å). The diffractometer is equipped with a

MYTHEN-II detector system. The samples were loaded into

glass capillaries 0.7 mm in diameter and were rapidly rotated

during data collection to improve the diffracting-particle statis-

tics. The data-acquisition time was 20 min per pattern to attain a

very good signal-to-noise (S/N) ratio over the angular range 1–35˚

2�. Three patterns, taken at different positions along the capil-

laries, were collected for each sample.

SXRPD data for the amorphous content series, CZQ_xGl,

were also measured at the ALBA Light Source. The experimental

setup was the same as described above but the working wave-

length was � = 0.49591 (2) Å.

3.10.4. Powder-diffraction data analysis

All powder patterns were analysed by the Rietveld method using

the GSAS software package (Larson & Von Dreele, 2000) with

the pseudo-Voigt peak-shape function (Thompson et al., 1987)

for RQPA. The refined overall parameters were phase scale

factors, background coefficients (linear interpolation function),

unit-cell parameters, zero-shift error, peak-shape parameters and

preferred-orientation coefficient, when needed. The March–

Dollase preferred-orientation adjustment algorithm was

employed (Dollase, 1986). The modelling direction must be given

as input for the calculations. In this case, the directions for the

different phases were taken from previous studies. Alternatively,

this direction can be extracted from the pattern from an analysis

of the differences between observed and calculated intensities for

non-overlapped diffraction peaks. The crystal structures used are

reported in Table 3.10.1.

In order to provide a single numerical assessment of the

performance of each analysis, a statistic based on the KLD

distance was used (Kullback, 1968). This approach was previously

used to evaluate the accuracy of RQPA applied to standard

mixtures (Madsen et al., 2001; Scarlett et al., 2002; León-Reina et

al., 2009). Both phase-related KLD distances and absolute values

of the Kullback–Leibler distance (AKLD) were calculated.

Accurate analyses are mirrored by low values of AKLD.

The overall amorphous content was determined from the

internal standard methodology approach (De la Torre et al., 2001;

Aranda et al., 2012) with quartz as an internal standard [using

isotropic atomic displacement parameters (ADPs) of 0.045 and

0.0087 Å2 for Si and O, respectively]. If the original sample

contains an amorphous phase, the amount of standard will be

overestimated in RQPA. From the (slight) overestimation of the

standard, the amorphous content of the investigated sample can

be derived (De la Torre et al., 2001). The important role of the

values of the ADPs in the results of RQPA mainly in amorphous

content determinations using the internal-standard method has

been discussed previously (Madsen et al., 2011).

3.10.5. Crystalline single phases

All of the single phases were selected according to several

parameters, such as relevance to selected applications, purity,

particle size of the powder and preferred orientation. In order to

check the suitability of the crystal structures used, all of the

phases were first studied using powder diffraction with Mo K�1
radiation. These preliminary studies were of special interest for

organic phases, as the CIF files obtained from the Cambridge

Structural Database (CSD) did not contain the atomic displace-

ment parameters (ADPs). For lactose and fructose, the ADPs

were obtained from the original publications and were intro-

duced manually into the GSAS control file. For glucose and

Figure 3.10.3
(a) Raw Mo K�1 powder patterns for the inorganic series composed of a
constant matrix of calcite, gypsum and quartz, and increasing amounts of
insoluble anhydrite (peaks highlighted with a solid square). (b) Raw
Cu K�1 powder patterns for the same inorganic series. (c) Raw SXRPD
patterns for CGpQ_0.12A collected at three different positions of the
capillary (red, black and blue traces). The intensity values in (c) have
been artificially offset to show the three different patterns.
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xylose, the ADP values were not reported in the original publi-

cations. Hence, they were obtained from the fits to the Mo K�1
patterns for the single phases. Three groups of isotropic ADPs

were refined: those for O, C and H atoms. The final ADP values

are given in León-Reina et al. (2016) as well as the RF values

before and after optimization, showing the improvements in the

fits. For RQPA of all of the mixtures the ADPs were kept fixed.

Preferred orientation was modelled by the March–Dollase

algorithm along the [001] axis for both glucose and lactose. Since

microparticle sizes and distributions for different phases may

Figure 3.10.4
Selected region of the powder patterns showing the main diffraction peak of insoluble anhydrite for the low-content samples to investigate the limit of
detection. Top left: Cu K�1 pattern for CGpQ_0.12A. Middle left, Cu K�1 pattern for CGpQ_0.25A. Bottom left, SXRPD pattern for CGpQ_0.12A.
Top right, Mo K�1 pattern for CGpQ_0.12A. Middle right, Mo K�1 pattern for CGpQ_0.25A. Bottom right, Mo K�1 pattern for CGpQ_0.50A. The
main peak of anhydrite, (�)/� = 0.143 Å�1, is located at 25.4, 11.6 and 12.7˚ 2� for Cu K�1, Mo K�1 and synchrotron radiations, respectively. The peak at
sin(�)/� = 0.1445 Å�1 is due to the soluble anhydrite from gypsum (constant content in all the samples). The very tiny peak at sin(�)/� = 0.1457 Å�1,
which is slightly visible only in the SXRPD pattern, arises from SrSO4 (0.39 wt%) from gypsum.
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result in some sample-related effects, such as preferred orienta-

tion, microabsorption and ‘rock-in-the-dust/graininess’ effects, all

powders were characterized by scanning electron microscopy

(SEM). Fig. 3.10.2 shows SEM micrographs for all of the phases.

All inorganic samples were single phases except for gypsum and

insoluble anhydrite. The impurity-phase contents for these two

samples were reported in León-Reina et al. (2016).

Both organic and inorganic phases were also measured using

Cu K�1 radiation in reflection mode. As expected, a transparency

effect was observed in the Cu K�1 patterns for organic samples

(Buhrke et al., 1998).

3.10.6. Limits of detection and quantification

LoD and LoQ are two important quantities in the validation of

any analytical method. LoD/LoQ are terms that are used to

describe the smallest concentration of an analyte that can

be reliably detected/assessed by an analytical procedure, as

discussed in Section 3.10.1. In techniques such as Rietveld

analysis, the approach of having a powder pattern with its

strongest (not overlapped) diffraction peak with an S/N ratio of

larger than 3.0 is not straightforward because the full powder

pattern is evaluated.

Fig. 3.10.3 shows Mo K�1 and Cu K�1 raw patterns for

the inorganic series with increasing amounts of insoluble anhy-

drite (labelled with solid squares) and Fig. 3.10.4 shows the

strongest diffraction peak for i-A in the mixtures containing

0.123 wt% anhydrite (CGpQ_0.12A) and 0.25 wt% anhydrite

(CGpQ_0.25A) to evaluate the limits of detection in the condi-

tions reported in Section 3.10.5. For CGpQ_0.12A, both labora-

tory powder patterns yielded peaks with S/N ratios lower than 3.0

(top panels in Fig. 3.10.4). For CGpQ_0.25A, the Cu K�1 pattern
yielded a clear peak with S/N = 4.1; therefore, it can be concluded

that the LoD for insoluble anhydrite with this radiation in this

mixture is slightly lower than 0.2 wt%. For Mo K�1 radiation, the
CGpQ_0.25A and CGpQ_0.50A samples yielded patterns with

peaks with S/N ratios of 2.4 and 5.1, respectively. Hence, it can be

concluded that the LoD for i-Awith this radiation in this mixture

is quite close to 0.3 wt%.

The LoQ for i-A in this matrix was also studied. Three Mo K�1
and Cu K�1 patterns were collected for CGpQ_0.12A. For the

three Mo K�1 patterns, the average analysis result for i-A was

0.28 (2) wt%, but the accuracy of the obtained value is poor, as

the expected value was 0.12 wt%. Similarly, the average value for

the analyses of three Cu K�1 patterns was 0.24 (2) wt%. The

RQPA results are given as supporting information in León-Reina

et al. (2016). It was concluded that i-A can be quantified in this

mixture at the level of 0.12 wt%, but with a relative error close to

100%. If the ‘acceptable reliability’ criterion in the analysis is

taken into consideration, the LoQ value would be close to 1.0 wt%

in order to have a relative associated error lower than 20%.

CGpQ_0.12Awas also studied by SXRPD. Fig. 3.10.3(c) shows

the SXRPD patterns collected at three different positions of the

capillary, which were almost identical, and Fig. 3.10.4 (bottom

left) shows the main diffraction peak of anhydrite. The S/N ratio

for the strongest diffraction peak of anhydrite was 12.8 and hence

the limit of detection for i-A with synchrotron radiation in this

matrix is below 0.10 wt%.

To quantify the accuracy of the analyses, the KLD metho-

dology was used. The AKLD values for each analysis as well as

the KLD values for i-A are reported in León-Reina et al. (2016).

The synchrotron analyses clearly had better accuracy than those

using laboratory radiation. Moreover, the Mo K�1 radiation

analyses were slightly better than those obtained using Cu K�1
radiation.

Figure 3.10.5
(a) Raw Mo K�1 powder patterns for the organic series composed of a
constant matrix of glucose, fructose and lactose, and increasing amounts
of xylose (peaks highlighted with an asterisk). (b) Raw Cu K�1 powder
patterns for the same organic series. (c) Raw SXRPD patterns for
GFL_0.12X collected at three different positions of the capillary (as
collected).
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Fig. 3.10.5 shows Mo K�1 and Cu K�1 raw patterns of the

organic mixtures with increasing amounts of xylose. The stron-

gest powder-diffraction peak for xylose in the GFL_0.12X

patterns (with both Mo and Cu radiations) was not observed. The

corresponding peak was observed in the GFL_0.25X patterns.

Therefore, the LoD can be established as close to 0.25 wt%. The

analysis results for xylose in GFL_0.25X were reported in León-

Reina et al. (2016). These values showed that the results from

Mo K�1 powder diffraction were slightly more accurate.

The LoQ for xylose was also studied. Once again, three Mo

K�1 and Cu K�1 patterns were collected for GFL_0.12X. The

average value for the analysis of the three Mo patterns was

0.18 (8) wt%. Similarly, the average result for the analyses of

three Cu patterns was 0.34 (6) wt%. Full RQPA results are

reported in the supporting information of León-Reina et al.

(2016). The LoQ for xylose in this mixture for the two radiations

can be established as close to 0.12 wt%. Indeed, if one applies an

‘acceptable reliability’ criterion, the LoQ would be much higher

at above 1 wt%. The output of this study was that Cu K�1
radiation yielded a slightly less accurate result than that obtained

from the Mo K�1 data.
GFL_0.12X was also studied by SXRPD in a rotating glass

capillary in transmission mode. Fig. 3.10.5(c) shows SXRPD

patterns for GFL_0.12X collected at three different positions of

the same capillary. The powder patterns showed quite different

peak ratios. It is important to bear in mind that filling a glass

capillary with organic compounds is sometimes not easy due to

electrostatic charge effects. For this reason, the phase ratio within

the part of capillary bathed by the X-rays might not be the same

as that of the sample under study. The behaviour observed in Fig.

3.10.5(c) could be explained by inhomogeneous capillary filling.

Hence, in this case, the RQPA results are unreliable. Even in ‘well

behaved’ samples, inhomogeneous filling of small capillaries

could result in problems. Readers should be aware of this, and the

authors strongly recommend that at least three patterns should

be collected along the capillary and superimposed. If there is

inhomogeneous filling the patterns will differ, and extreme care

Table 3.10.2
Rietveld quantitative phase analyses for the crystalline inorganic mixtures measured with Cu K�1 and Mo K�1 radiations

Weighed amounts (wt%) are also shown for comparison. Absolute values of the Kullback–Liebler distance (AKLD) for each mixture and the KLD value for i-anhydrite
are also included. Trm, transmission; rfl, reflection.

CGpQ_0.0A CGpQ_0.25A CGpQ_0.50A

Phases wt% Mo trm Cu rfl wt% Mo trm Cu rfl wt% Mo trm Cu rfl

C 32.9 32.6 (1) 30.4 (2) 32.8 32.0 (1) 33.6 (1) 32.7 33.2 (1) 32.8 (1)
Gp 31.7 31.7 (1) 34.5 (1) 31.7 32.5 (1) 31.6 (1) 31.6 30.1 (1) 30.7 (1)
Q 34.2 34.6 (1) 33.7 (1) 34.1 33.9 (1) 33.0 (1) 34.0 34.6 (1) 34.2 (1)
s-A 0.8 0.66 (3) 0.76 (5) 0.8 0.77 (4) 0.78 (5) 0.8 0.97 (3) 1.15 (5)
SrSO4 0.4 0.44 (4) 0.70 (6) 0.4 0.44 (4) 0.67 (5) 0.4 0.39 (4) 0.56 (5)
i-A — — — 0.28 0.42 (3) 0.42 (4) 0.52 0.71 (3) 0.71 (4)

AKLD sum 0.0089 0.0605 0.0198 0.0235 0.0295 0.0180
(i-A) KLD �0.001 �0.001 �0.002 �0.002

CGpQ_1.0A CGpQ_2.0A CGpQ_4.0A

Phases wt% Mo trm Cu rfl wt% Mo trm Cu rfl wt% Mo trm Cu rfl

C 32.5 32.8 (1) 32.6 (2) 32.2 31.3 (1) 31.4 (1) 31.6 31.2 (1) 31.8 (1)
Gp 31.5 30.4 (1) 30.7 (1) 31.1 32.1 (1) 32.3 (1) 30.5 30.7 (1) 30.5 (1)
Q 33.8 34.1 (1) 33.8 (1) 33.5 33.5 (1) 32.6 (1) 32.8 32.8 (1) 32.0 (1)
s-A 0.8 1.03 (4) 1.11 (5) 0.7 0.54 (3) 0.58 (5) 0.7 0.67 (3) 0.77 (4)
SrSO4 0.4 0.43 (4) 0.68 (5) 0.4 0.48 (4) 0.68 (6) 0.4 0.45 (4) 0.63 (5)
i-A 1.02 1.23 (3) 1.17 (5) 2.02 2.05 (4) 2.38 (9) 4.02 4.30 (8) 4.33 (9)

AKLD sum 0.0214 0.0152 0.0218 0.0358 0.0095 0.0156
(i-A) KLD �0.002 �0.001 0.000 �0.003 �0.004 �0.003

Figure 3.10.6
Selected range of the Rietveld plots for CGpQ_4.0A: (a) Mo K�1 and
(b) Cu K�1 patterns. The inset highlights the effect of preferred
orientation for gypsum and calcite.
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has to be exercised when filling capillaries in order to minimize

this problem.

3.10.7. Increasing inorganic crystalline phase content series

Table 3.10.2 reports the RQPA results for six inorganic mixtures

with increasing amounts of i-A measured with Mo K�1 (trans-

mission) and Cu K�1 (reflection). The Rietveld plots of the

mixture with 4 wt% i-A are shown in Fig. 3.10.6. For most of the

samples, the AKLD values (see Table 3.10.2) for Mo K�1 radia-
tion are slightly smaller than the corresponding values obtained

for Cu K�1 radiation. For this reason, we can conclude that the

Mo K�1 analyses are slightly better than those derived using

Cu K�1 radiation.

On the other hand, calcite and gypsum presented preferred

orientations, with the axes being [104] and [010], respectively.

This effect was modelled using the March–Dollase algorithm.

Preferred orientation makes the 0 l0 reflections for gypsum have

higher intensities in the Cu K�1 patterns, and smaller intensities

in the Mo K�1 patterns, than those calculated from the crystal

structure (see insets in Fig. 3.10.6). As a consequence, the refined

values for flat samples in reflection and transmission geometries

were smaller and larger than 1.0, respectively (Cuesta et al.,

2015). Although preferred orientation is present in all patterns,

the Cu K�1 patterns were recorded in reflection geometry (flat

samples), while the Mo K�1 measurements were collected in

transmission (also flat samples). This results in opposite diffrac-

tion intensity changes and points towards another (possible)

fruitful use: joint refinement of these two

types of patterns to counterbalance the effects

of preferred orientation in RQPA.

Fig. 3.10.7(a) shows the quantified i-A

contents (wt%), as determined by the Riet-

veld methodology, as a function of the

weighed i-A amount. The two R2 values for

the fits are very close to 1.00, and the intercept

values are very close to zero, showing the

appropriateness of the Rietveld methodology

for quantifying crystalline materials. Further-

more, the slopes of the calibration curves are

also 1.00 in both cases. Consequently, this

study allows it to be concluded that RQPA for

crystalline inorganic phases using powder-

diffraction patterns collected using Mo K�1
radiation yields results that are as accurate as

those obtained from the well established

method using Cu K�1.

3.10.8. Increasing crystalline organic phase
content series

Table 3.10.3 shows RQPA results for six

mixtures prepared with G, F, L and an

increasing amount of X measured with Mo

K�1 (transmission) and Cu K�1 (reflection).

In general, the values obtained using both

radiations are quite similar to the weighed

values. The AKLD values and the KLD

values for the xylose phase are also reported

in Table 3.10.3. The AKLD values from Mo

K�1 and Cu K�1 radiations are relatively

similar. The main problem for RQPA of

organic mixtures measured in reflection

geometry is related to the low X-ray absorp-

tion of the samples and the transparency

effects that lead to poor peak shapes and even

some split peaks in the powder patterns, as

discussed previously (León-Reina et al., 2016).

Fig. 3.10.7(b) shows the quantified xylose

contents (wt%) as determined by the Rietveld

methodology as a function of the weighed

amount of xylose added to the mixtures. The

results were plotted to obtain the calibration

lines with increasing content of the analyte.

Both plots gave R2 values close to 1.0.

However, the slope values were 0.92 and 0.82

for Mo K�1 and Cu K�1 radiations, respec-

Figure 3.10.7
Rietveld quantification results for (a) the insoluble anhydrite series (within an inorganic
crystalline matrix), (b) the xylose series (within an organic crystalline matrix) and (c) the
ground-glass series (within an inorganic crystalline matrix) as a function of the weighed
amount of each phase. Open symbols represent the derived amorphous contents in the
mixtures without any added glass. The results of the least-squares fits are also shown.
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tively. Slope values close to 1.0 mirror accurate analyses.

Furthermore, the y-intercept values were 0.04 and 0.30 for Mo

K�1 and Cu K�1 radiations, respectively. A y-intercept value

close to 0.0 mirrors accurate analyses. Hence, it can be concluded

that slightly more accurate analyses are obtained for Mo K�1
powder diffraction in transmission when compared with Cu K�1
powder diffraction in reflection for organic crystalline samples.

3.10.9. Increasing amorphous content series within an inorganic
crystalline phase matrix

Fig. 3.10.8 shows Mo K�1 (transmission), Cu K�1 (reflection) and
SXRPD (transmission) raw patterns for the mixtures with

increasing amounts of glass. It is important to highlight that the

increase in the background due to the glass is very modest even

for �32 wt% of glass. Table 3.10.4 shows the RQPA of these

mixtures, prepared with C, Z and an increasing amount of Gl, for

the three radiations. The glass-free sample may contain amor-

phous material from the employed phases. Hence, we used the

SXRPD data to calculate a correction factor for quartz to yield

zero amorphous content for the glass-free sample (León-Reina et

al., 2016).

The linear fit to the amorphous content values obtained using

SXRPD was very good, R2 = 0.998, with the slope being 1.00

within the errors (see Fig. 3.10.7c). This plot also shows the

quantified amorphous contents, in weight percentage, as a func-

tion of the amount of added ground glass, measured with Mo K�1
and Cu K�1 radiations. Open symbols indicate the derived

amorphous contents obtained with the internal-standard method

in the mixture without any added glass, CZQ_0Gl. Both R2 values

are quite close to 1.00, showing the consistency of the internal-

standard methodology. However, the slope values were 0.98 and

0.89 for Mo K�1 and Cu K�1 radiations, respectively. Further-

more, the y-intercept values were 3.7 and 10.0 for Mo K�1 and
Cu K�1 radiations, respectively. Again, slope values close to 1.0

and y intercepts close to 0.0 mirror accurate analyses. It must also

Table 3.10.3
RQPA for the crystalline organic mixtures measured with Cu K�1 and Mo K�1 radiations

Weighed amounts (wt%) are also shown for the sake of comparison. Absolute values of the Kullback–Liebler distance (AKLD) for each mixture and the KLD value for
xylose are also included. Trm, transmission; rfl, reflection.

GFL_0.0X GFL_0.25X GFL_0.50X

Phases wt% Mo trm Cu rfl wt% Mo trm Cu rfl wt% Mo trm Cu rfl

G 33.4 33.8 (1) 33.5 (3) 33.3 33.6 (1) 33.1 (2) 33.2 32.3 (2) 33.5 (2)
F 33.5 31.7 (1) 32.7 (3) 33.4 32.3 (1) 34.3 (2) 33.3 32.1 (2) 33.4 (2)
L 33.1 34.5 (1) 33.7 (3) 33.0 33.7 (1) 32.0 (2) 33.0 35.0 (3) 32.5 (2)
X — — 0.27 0.33 (4) 0.57 (9) 0.55 0.53 (8) 0.61 (9)

AKLD sum 0.0362 0.0150 0.0216 0.0231 0.0410 0.0096
(X) KLD — — �0.001 �0.002 0.000 �0.001

GFL_1.0X GFL_2.0X GFL_4.0X

Phases wt% Mo trm Cu rfl wt% Mo trm Cu rfl wt% Mo trm Cu rfl

G 33.0 34.7 (1) 33.6 (2) 32.7 32.2 (1) 31.5 (2) 32.0 32.8 (1) 33.6 (2)
F 33.1 32.6 (1) 33.7 (2) 32.8 31.7 (1) 34.4 (2) 32.2 30.7 (1) 32.5 (2)
L 32.8 31.6 (2) 31.4 (2) 32.5 34.3 (1) 32.0 (2) 31.8 32.9 (1) 30.5 (2)
X 1.1 1.10 (5) 1.3 (1) 2.0 1.76 (5) 2.1 (1) 3.9 3.70 (5) 3.4 (2)

AKLD sum 0.0338 0.0280 0.0363 0.0339 0.0361 0.0372
(X) KLD 0.000 �0.002 0.003 �0.001 0.002 0.005

Table 3.10.4
Rietveld quantitative phase analyses of the CQZ_xGl mixture, where quartz (Q) is the internal standard, to derive amorphous content (am), obtained
from SXRPD, Mo K�1 and Cu K�1 patterns

Absolute values of the Kullback–Liebler distance (AKLD) for each mixture and the KLD value for the amorphous content are also included. Trm, transmission; rfl,
reflection.

Mixture

Weighed Synchrotron trm

C wt% Z wt% Gl wt% C wt% Z wt% Am wt% AKLD sum Am KLD

CZQ_0Gl 50.01 49.99 0.00 49.9 (1) 49.6 (1) 0.4 (1) 0.0050 —
CZQ_2Gl 48.98 48.96 2.05 49.7 (1) 49.0 (1) 1.3 (1) 0.0169 0.009
CZQ_4Gl 47.93 47.91 4.17 47.9 (1) 47.6 (1) 4.5 (1) 0.0066 �0.003
CZQ_8Gl 46.00 46.00 7.99 46.6 (1) 45.9 (1) 7.5 (1) 0.0120 0.005
CZQ_16Gl 41.99 41.99 16.01 42.0 (1) 41.6 (1) 16.4 (1) 0.0079 �0.004
CZQ_32Gl 34.00 34.00 31.99 34.0( 1) 33.7 (1) 32.3 (1) 0.0061 �0.003

Mixture

Mo K�1 trm Cu K�1 rfl

C wt% Z wt% Am wt% AKLD sum Am KLD C wt% Z wt% Am wt% AKLD sum Am KLD

CZQ_0Gl 47.5 (1) 49.0 (1) 3.5 (1) 0.0358 — 47.2 (1) 40.8 (1) 12.0 (1) 0.1305 —
CZQ_2Gl 45.9 (1) 47.7 (1) 6.4 (1) 0.0679 �0.023 47.4 (1) 40.6 (1) 12.0 (1) 0.1440 �0.036
CZQ_4Gl 46.5 (1) 47.0 (1) 6.5 (1) 0.0422 �0.019 45.8 (1) 39.7 (1) 14.6 (1) 0.1641 �0.052
CZQ_8Gl 42.6 (1) 44.8 (1) 12.5 (1) 0.0832 �0.036 45.3 (1) 38.1 (1) 16.6 (1) 0.1522 �0.058
CZQ_16Gl 39.9 (1) 41.7 (1) 18.5 (1) 0.0475 �0.023 40.9 (1) 35.8 (1) 23.4 (1) 0.1388 �0.061
CZQ_32Gl 31.7 (1) 33.1 (1) 35.2 (1) 0.0635 �0.031 32.2 (1) 28.7 (1) 39.1 (1) 0.1403 �0.064
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be pointed out that for the Mo K�1 analyses the value from the

measurement of the Gl-free sample, 3.5 wt%, matches the value

from the y intercept of the plot, 3.7 wt%, very well. Meanwhile,

there is a much larger discrepancy for the similar Cu-based

analyses, 12.0 and 10.0 wt%, respectively, which is quite far from

zero. Hence, it is concluded that the amorphous contents derived

from Mo K�1 data are more accurate than those derived from

Cu K�1 data. However, it is not possible to reliably quantify

amorphous contents below �8–10 wt% from Mo K�1 and Cu

K�1 diffraction data (see Table 3.10.4) with the internal-standard

method.

On the contrary, SXRPD reliably allows quantification of

amorphous contents down to �2 wt% for this relatively simple

mixture. In addition, the AKLD and the KLD values reported in

Table 3.10.4 demonstrate that the synchrotron analyses are

indeed much better than the laboratory analyses.

3.10.10. Conclusions

(i) We have thoroughly studied the limit of detection for a well

crystallized inorganic phase in an inorganic compound

matrix. We have determined the following LoDs for inso-

luble anhydrite: �0.2 wt%, �0.3 wt% and lower than

0.1 wt% for Cu K�1, Mo K�1 and synchrotron radiations,

respectively. We conclude that the LoD is slightly better for

Cu K�1 than for Mo K�1 because the �3 dependence of the

diffraction intensity, with similar acquisition times, yielded

slightly better signal-to-noise ratios in the Cu patterns. Of

course, detector efficiencies also play a role in the measured

signal-to-noise ratios.

(ii) We have also studied the limit of quantification for a well

crystallized inorganic phase using laboratory X-ray powder

diffraction. This phase could be quantified at the level of

0.12 wt% in stable fits with repeatable outputs and good

precision. However, the accuracy of these analyses was quite

poor, with relative errors close to 100%. Only contents

higher than 1.0 wt% yielded analyses with relative errors

lower than 20%.

(iii) The Rietveld quantitative phase analysis results from high-

resolution Mo K�1 powder diffraction (transmission

geometry) and high-resolution Cu K�1 powder diffraction

(reflection geometry) were quite similar for a series of

crystalline inorganic phase samples. We inferred the valida-

tion of the Mo-based analyses procedure from this initial

study, as it yielded results very close to well established high-

resolution Cu radiation analyses (see Fig. 3.10.7a). From the

comparison of the AKLD values for the two types of

analyses, it was demonstrated that the Mo K�1 analyses were
slightly better than those using Cu K�1.

(iv) Comparison of the results obtained from Mo-based and Cu-

based patterns for a series of crystalline organic phase

mixtures showed that the Mo K�1 analyses gave slightly

more accurate values. This conclusion was drawn because

the calibration curve obtained from Mo patterns with

increasing content of xylose gave an R2 value closer to 1.0, a

slope closer to 1.0 and an intercept value close to 0.0 (see Fig.

3.10.7b). The slightly poorer results from Cu K�1 analyses

are very likely to be due to the transparency effects in

reflection geometry.

(v) Comparison of the results obtained from Mo K�1 and

Cu K�1 patterns for a series containing increasing amounts

of amorphous glass also indicated that the Mo-based

analyses were slightly more accurate than the corresponding

Cu K�1 analyses. This conclusion was drawn because the

obtained calibration curve from the Mo data has (1) a slope

closer to 1.0, (2) a smaller amorphous value for the glass-free

sample and (3) a closer agreement between the intercept

from the least-squares fit and the determined amorphous

value for the glass-free sample (see Fig. 3.10.7c). The

AKLD analysis confirmed this outcome. Furthermore,

the results from synchrotron data have the best

accuracy, as shown by the calibration plot and the AKLD

analysis.

Finally, we conclude that for the challenging quantification

analyses studied here, the results derived from high-energy Mo

K�1 patterns were slightly more accurate than those obtained

from Cu K�1 patterns. We justify this conclusion based on the

larger tested volume for Mo K�1 analyses, which led to better

statistics/accuracy in the recorded powder-pattern intensities. The

minimization of microabsorption in the Mo K�1 transmission

Figure 3.10.8
Raw powder patterns for the amorphous-material-containing series
composed of a constant matrix of calcite and zincite, and increasing
amounts of ground glass. Quartz was added as internal standard. (a)
Mo K�1, (b) Cu K�1 and (c) SXRPD radiations. The intensities of the
patterns have been rescaled to highlight the contributions of the glass to
the background.
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data is very likely to be an additional factor in the improved

accuracy.

This chapter is based on an article Accuracy in Rietveld

quantitative phase analysis: a comparative study of strictly

monochromatic Mo and Cu radiations by León-Reina et al.

[(2016), J. Appl. Cryst. 49, 722–735]. The work was supported by

Spanish MINECO through BIA2014-57658-C2-2-R, which is co-

funded by FEDER, and BIA2014-57658-C2-1-R research grants.

Funding from Junta de Andalucı́a (grant P11-FQM-07517) is also

acknowledged. We thank CELLS-ALBA (Barcelona, Spain) for

providing synchrotron beam time on the BL04-MSPD beamline.

All raw powder-diffraction data files underlying this work can be

accessed at Zenodo at https://doi.org/10.5281/zenodo.1291900

and used under the Creative Commons Attribution license.
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