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Preface

This textbook covers the basics of catalysis from a ‘‘green chemistry’’ perspective. Its
main message is that heterogeneous catalysis, homogeneous catalysis, and biocata-
lysis are all one discipline, so you need to understand only once how catalysis works.
The book is divided in three sections. Chapters 1 and 2 introduce and explain the
fundamentals of sustainable chemistry, catalysis, and reaction kinetics. Chapters 3, 4
and 5 show how these principles are applied in homogeneous, heterogeneous, and
biocatalysis, respectively. Finally, Chapter 6 gives an overview of the exciting and fast-
growing field of computer applications in catalysis research, with a special section on
predictive modeling.
I have written this book for senior undergraduate students, as well as graduate

researchers. Thus, each chapter includes detailed literature references, as well as
exercises that embed the knowledge in a practical context. I assume that you have
some background in chemistry/chemical engineering, life sciences, or earth/envir-
onmental sciences. To help youmaster the catalysis jargon, key terms in catalysis are
printed in bold and defined the first time they appear in the text. They are also
included in the index.
The website accompanying this book, www.catalysisbook.org, features additional

teaching material (exercises, answers, and lecture slides). It also contains a search-
able list of the all the references, each with its corresponding digital object identifier
(DOI) hyperlink. Access to this website is free of charge.
The bulk of the references are original papers and review articles in peer-reviewed

journals. I cite reviews and books when introducing a subject, and articles when
discussing specific examples. Chapter 1 also contains a ‘‘Further Reading’’ list of
recommended books on related specialized subjects.
I thank my wife Live for her constant support throughout the writing of this book,

and my colleagues Jurriaan Beckers, Hans Boelens, Kees Elsevier, Anil Gaikwad, Jos
Hageman, Klaas Hellingwerf, Huub Hoefsloot, Christopher Lowe, Marjo Mittel-
meijer-Hazeleger, Dorette Tromp, Ron Wever, and Gooitzen Zwanenburg for their
constructive and insightful comments. Thanks also to my sister Ada, who drew the
cover picture, and to the Wiley-VCH editors Axel Eberhard, Joe Richmond, Gudrun
Walter, and Waltraud Wüst for their encouraging and professional attitude.
As you will see, catalysis is one of the most exciting and fun subjects in chemistry.

Hopefully you will share some of my enthusiasm and fascination after reading this
book.

Amsterdam, December 2007 Gadi Rothenberg
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1
Introduction

This chapter outlines the principles of green chemistry, and explains the connection
between catalysis and sustainable development. It covers the concepts of environ-
mental impact, atom economy, and life-cycle analysis, with hands-on examples. Then
it introduces the reader to heterogeneous catalysis, homogeneous catalysis, and
biocatalysis, explainingwhat catalysis is andwhy it is important. The last two sections
give an overview of the tools used in catalysis research, and a list of recommended
books on specialized subjects in catalysis.

1.1
Green Chemistry and Sustainable Development

In the 20th century, chemistry changed our lives. It has shaped our modern
technological society by supplying us with energy, medicines, crop protection,
foodstuffs, and new materials worldwide. Unfortunately, even though chemistry is
the sciencewith the highest impact on our everyday lives, chemicals and the chemical
industry have a poor public image. This is partly due to misconceptions and media
scares, but there is also a valid reason: the traditional chemical industry, certainly
until the 1980s, was a hazardous and polluting one. It generated stoichiometric
amounts of waste, causingmuch pollution of both air and water. A number of major
chemical accidents have reinforced this image in recent decades [1,2]. The most
infamous are the Bhopal catastrophe in 1984, where 3000 people were killed and
more than 40 000 injured [1], and the grounding of the Exxon Valdez [3] in the Prince
William Sound in Alaska in 1989, that still affects the marine ecosystem nearly 20
years later [4].
Apart from the immediate health and environmental hazards, there is also the

problem of resource management. The chemical industry during the past 200 years
drew heavily on resources. Today, the escalating costs of petrochemicals, and the
increasing energy and rawmaterial demands inAsia�s emergingmarkets, are forcing
a change. Two popular terms associated with this change are sustainability, or
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sustainable development. A sustainable society is one that �meets the needs of the
current generation without sacrificing the ability to meet the needs of future
generations.� Sustainable development is a strategic goal. It can be reached using
various approaches, and this iswhere green chemistry comes in. Figure 1.1 shows the
relationship between the strategic goals, the practical approaches, and the operational
andmonitoring tools. Thus, green chemistry is just one step (albeit an important one)
along the road to sustainability.

1.1.1
What is �Green Chemistry�?

In the 1990s, the concept of �green chemistry� was initiated in both the US and
Europe, and has since been adopted widely by the chemical industry [5]. Green
chemistry deals with designing chemical products and processes that generate and
use fewer (or preferably no) hazardous substances. By applying the principles of
green chemistry, companies embrace cleaner and more efficient technologies, with
an a priori commitment to a cleaner and healthier environment. The green chemistry
message is simple: �Seek prevention, not cure.� In 1998, Anastas and Warner
formulated the following 12 principles of green chemistry [6,7] (I have rephrased
these in the active voice, in keeping with the spirit of this book):

Figure 1.1 The strategic goal of sustainable development relies on
practical approaches such as green chemistry, industrial ecology,
and green engineering. These approaches use various operational
tools (e.g., catalysis), and monitoring tools (e.g., life-cycle
assessment).
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– Prevent waste instead of treating it.
– Design atom-efficient synthetic methods.
– Choose synthetic routes using nontoxic compounds where possible.
– Design new products that preserve functionality while reducing toxicity.
– Minimize the use of auxiliary reagents and solvents.
– Design processes with minimal energy requirements.
– Preferably use renewable raw materials.
– Avoid unnecessary derivatization.
– Replace stoichiometric reagents with catalytic cycles.
– Design new products with biodegradable capabilities.
– Develop real-time and on-line process analysis and monitoring methods.
– Choose feedstocks and design processes that minimize the chance of accidents.

Green chemistry offers an alternative to the traditional environmental protection
agenda, mainly because it deals with avoiding hazards, rather than treating and
solving exposure problems. Three forces drive the green chemistry initiative [8]:
Government legislation, societal pressure, and economic benefit (Figure 1.2). The
new 800-page EU Directive on the registration, evaluation, and assessment of
chemicals (REACH) [9] is changing the chemical industry across Europe. Similar
regulations are expected worldwide in the coming decade. But legislation is just one
of the drivers. Societal pressure is also important: the public favors industrial green
chemistry initiatives, as they lead to safer and eco-friendly products and processes.

Figure 1.2 Green chemistry initiatives are driven by government
legislation, societal pressure, and economic benefits.

1.1 Green Chemistry and Sustainable Development j3



This creates goodwill for the company, something that is difficult to quantify but
undoubtedly important.
The third driver is bona fide economic benefit. Applying the principles of green

chemistry decreases both capital investment and operating costs. If you use less (or
no) solvent, and replace stoichiometric reagents with catalytic cycles, your reactor
space–time yields go up. Similarly, processes running at ambient temperatures are
less energy-intensive. This means doing the same work using smaller and safer
equipment. Eliminating waste also eliminates the need for waste treatment and
disposal. Replacing toxic reagents with benign ones saves on safety costs during
transportation and storage. Thus, more and more companies are adopting green
chemistry because it simply improves their bottom-line performance.

1.1.2
Quantifying Environmental Impact: Efficiency, E-factors, and Atom Economy

Everyone agrees that green chemistry and �greenmanufacture� are good things. The
websites and pamphlets of all the major chemical companies emphasize their
concern for the environment. They all say that their processes and products are
�efficient,� �green,� and �environmentally friendly.� But how should we compare
these processes? How should we judge such claims?
First, let us define some key terms. One method for quantifying a reaction�s

efficiency is by examining the reactant conversion, the product selectivity, and the
product yield over time. The reactant conversion is the fraction of reactant molecules
that have transformed to product molecules (regardless of which product it is). The
selectivity to product P is the fraction (or percentage) of the converted reactant
that has turned into this specific product P. The yield of P is simply conversion ·
selectivity. High conversions in short time spans mean smaller and safer reactors.
Similarly, high selectivity means less waste, and simpler and cheaper separation
units. Thus, conversion, selectivity, and yield are all measures of the reaction
efficiency.
In addition, there are specific rulers for measuring the �greenness� or �eco-

friendliness� of processes and products. One such measure is the E-factor, intro-
duced by Roger Sheldon in 1994 [10,11]. A reaction�s E-factor is the quotient
kgwaste/kgproduct (here �waste� is everything formed in the reaction except the
desired product). The waste can be gases such as CO2 or NOx, water, common
inorganic salts (e.g., NaCl, Na2SO4, or (NH4)2SO4), heavy metal salts, and/or
organic compounds. Table 1.1 compares the production tonnage and E-factors of
various industrial sectors. Note that the petrochemicals and the bulk chemicals
sectors are the least polluting. This is surprising, as we are used to thinking of such
chemicals as pollutants. In fact, E-factors increase substantially when going from
bulk chemicals to fine chemicals and specialties. This is partly because fine-
chemicals production often involves multistep syntheses, and partly because
stoichiometric reagents are more often used for producing fine chemicals and
pharmaceuticals.
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The concept of atom economy, introduced by Barry Trost in 1991, is similar to that
of the E-factor [12]. Here one considers how many and which atoms of the reactants
are incorporated into the products. With these two concepts, we can evaluate
chemical reactions to get a quantitative result.
As an example, let us consider the stoichiometric oxidation of diphenylmethanol to

benzophenone, one of themost commonly used photosensitizers in photochemistry
(Figure 1.3). We will evaluate this reaction using the measures of product yield,
product selectivity, E-factor, and atom economy. In this reaction, three equivalents of
diphenylmethanol react with two equivalents of chromium trioxide and three
equivalents of sulfuric acid, giving three equivalents of benzophenone. First, let us
see how the reaction measures with respect to product yield and selectivity. Assume
that this is an ideal chemical reaction which goes to completion, so one obtains 100%
yield of the product, benzophenone. If no other (organic) by-product is obtained, the
product selectivity is also 100%. This is all well and good, and indeed for many years
this has been the way that chemical processes were evaluated, both in academia and
in the (fine-) chemical industry.
However, examining theE-factor for this reaction, we see that for every threemoles

of benzophenone we produce one mole of chromium sulfate and six moles of water.
The molecular weight of benzophenone is 182.2 gmol�1, so every kilogram of
benzophenone contains 5.48 moles of benzophenone. This means that for every
kilogram of benzophenone we generate 5.48/3¼ 1.83 moles (or 0.717 kg) of

Table 1.1 Annual production and E-factors in the chemical industry.

Industrial sector Production/ton y�1 E-factor

Petrochemicals 106–108 <0.1
Bulk chemicals 104–106 1–5
Fine chemicals 102–104 5–50
Specialities/pharmaceuticals 10–103 20–100

Figure 1.3 Oxidation of diphenylmethanol to benzophenone
using chromium trioxide and sulfuric acid.
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chromium sulfate and 10.98 moles (or 0.197 kg) of water. The overall E-factor is
therefore given by Eq. (1.1).

E-factor ¼ kgwaste
kgproduct

¼ 0:717þ 0:197
1

¼ 0:914 ð1:1Þ

Nearly a whole kilogram of waste for every kilogram of product! Remember, this is
for the ideal case of 100% yield and 100% selectivity. In real life, the E-factor is usually
much higher, because product yields are less than 100% and the reagents are often
used in excess. Furthermore, inmany cases one needs to neutralize acid or base side-
products, so the overall waste amounts are even higher.
The E-factor and atom economy can be used for comparing reaction alternatives,

but we should remember that there are different types of �waste�. The reaction
example above has two by-products: chromium sulfate and water. Obviously, water is
�good waste�, while chromium sulfate is �bad waste�, so evaluating a synthetic
protocol on the basis of only the amount of waste produced is insufficient. To solve
this problem, Sheldon put forward the concept of the environmental quotient
(EQ) [10]. By multiplying the E-factor by Q, an arbitrarily assigned hazard quotient,
this measure takes both the amount and the nature of the waste into account.
Table 1.2 shows somepossibleQ-values for different by-products. Assigning absolute
Q-values to waste streams is difficult, because cases differ according to location and
type of waste. Nevertheless, the EQ gives a better measure of the environmental
impact of a process than the E-factor or the atom economy alone.

1.1.3
Just How �Green� is this Process?

Some processes and products seem more eco-friendly than others. Often this is
because we see only part of the process. An overall environmental impact analysis
should take into account not only the chemical reactions, but also the hazards and
consequences of acquiring and transporting the rawmaterials. Additionally, it should
factor in the overall energy demand. A reaction can have 100%atom economy, yet
still be problematic because of hazardous reagents. Adding Br2, HF, or HCN to a
double bond, for example, is �clean� from the atom economy perspective, but storing

Table 1.2 Hazard quotient (Q) values for some common chemical by-products.

Compound Q-value Compound Q-value

Nitrogen gas zero acids medium
Carbon dioxide low bases medium
Water low heavy-metal salts high
NaCl low CFC gases high
Nonmetal salts medium persistent materials high
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and/or transporting these highly toxic reagents is problematic. To understand this
better, let us look at two examples: hydrogen-powered fuel cells and oxidation of
propene to propene oxide.
Hydrogen-powered fuel cells are a �hot topic.� In principle, such fuel cells can

provide us with energy, while at the same time reducing emissions. They are highly
efficient and, because they burn hydrogen, the only by-product is water, or �good
waste.� Moreover, because fuel cells require high-purity hydrogen, the resulting
water waste is also pure [13]. Figure 1.4 compares the efficiency of a hydrogen-
powered fuel cell with those of various gas-powered and diesel-powered energy
sources. Adding this high efficiency to the environmental benefits (no emission of
CO2, NOx, SOx, or hydrocarbon particulates), it seems that fuel cells are the ideal
source of power. But there is a catch: Where does the hydrogen come from? There is
no natural source of pure hydrogen on Earth. It must be manufactured from fossil
fuels, biomass, or water. This manufacture costs time, capital, and energy. Then the
hydrogen must be transported and stored. This also requires dedicated infrastruc-
ture. All these factors must be taken into account when evaluating the overall
efficiency of fuel cells. Further, hydrogen manufacture generates waste. This waste
should also be taken into account when calculating the overall environmental impact
of fuel cells compared to conventional energy sources.
Propene oxide is an important bulk chemical, used for making propylene glycol

(propane-1,2-diol), polyethers, glycerol (propane-1,2,3-triol), and other products.
Currently there is no catalytic process for oxidizing propene directly to propene oxide
using molecular oxygen. The classic manufacturing route goes via chlorohydrin

Figure 1.4 Relative efficiency of various engine types. The column
on the right also shows the estimated �hidden costs� of obtaining
hydrogen in the case of fuel cells.
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(Figure 1.5). The HCl by-product is neutralized with caustic soda or lime. Although
this process is wasteful and polluting, it still accounts for 40% of the global
manufacture of propene oxide.
There are several alternatives to the polluting chlorohydrin route. One is the

styrene monomer propene oxide (SMPO) process, used by Shell and Lyondell
(Figure 1.6a) [14]. It is less polluting, but couples the epoxide production to that
of styrene, a huge-volume product. Thus, this route depends heavily on the styrene
market price. Another alternative, the ARCO/Oxirane process, uses a molybdenum

O

t-butyl hydroperoxide

OOH+ OH+ OCH3

MTBE

Mo catalyst

+  CH2=CH2

Zeolite

+  O2
OOH

(a)

(b)

+
OOH

Ti/SiO2 O
+

OH

OH

Alumina
+  H2O

styrene

ethylbenzene hydroperoxide

ethylbenzene

Figure 1.6 a SMPO process; b the catalytic oxidation of propene
with tert-butyl hydroperoxide in the presence of a molybdenum–

oxo complex.

+  HOCl

propene

OH
Cl +  HClO

chlorohydrin propene oxide

+  HCl  +  NaOHO +  NaCl  +  H2OO

Figure 1.5 Traditional route to propene oxide. Note how the
choice of HOCl as reagent adds another step and another reagent
(NaOH) to the process.
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catalyst, and couples the epoxidation of propene to isobutene oxidation (Figure 1.6b).
The t-butanol that this generates as a by-product is then used as a gasoline additive
and a starting material for making methyl t-butyl ether (MTBE). The disadvantages
here are that Mo is a toxic heavy metal, and MTBE use is being phased out in the US
and Europe.
In theory, one can also use N2O as an epoxidation agent, with supported iron

catalysts or homogeneous polyoxometallate Mn/Zn catalysts [15]. N2O already
contains an activated oxygen atom, and the only by-product is harmless molecular
nitrogen. Furthermore, N2O itself is a greenhouse gas, so reacting it with propene to
give a valuable product seems like an ideal solution. However, the fact that N2O is a
greenhouse gas does not mean that it is generally available. This solution, like the
hydrogen process above, depends on raw material availability.

1.1.4
Product and Process Life-Cycle Assessment (LCA)

The examples above show that we must take into account the overall environmental
impact of chemical processes for an unbiased comparison. One tool that helps us
evaluate the environmental impact of a chemical product or process is life-cycle
assessment (LCA). The main advantage of LCA is that it gives an overall view. This
includes raw-material extraction and acquisition, chemical reactions, processing,
manufacture, packaging, transportation, distribution, consumer use, and end-of-life
management [16]. LCA has four main stages: (1) defining the assessment scope and
boundaries; (2) quantifying energy and materials flows (inventory analysis); (3)
impact analysis, determining the effects on the environment and human health;
and (4) improvement analysis, which can include methods such as green chemistry
and green engineering, and environmental design [17]. Figure 1.7 shows the four
stages in life-cycle assessment. Note that LCA is not limited to chemistry. It is applied
in diverse areas, from assessment of roof types [18] to groundwater remediation
technologies [19].

Figure 1.7 The four stages in life-cycle assessment.
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The first step in LCA is defining the scope and goal of the study [20]. In this stage,
functional units are defined, so that products can be compared on the basis of the
functions they fulfill, rather than by their amount. For example, a milk bottle that is
collected, cleaned, and reused 20 times fulfills the same function as 20 disposable
milk cartons. Defining the scope of the study and its goal within your sphere of
influence is useful, because then you can actually carry out the recommendations
once the assessment is completed. The second step is making an inventory of all the
environmental interventions, such as emissions to air and water, and the acquisition
of rawmaterials. This is doneusingmass- and energy-balances. The interventions are
then clustered by type, and totaled for all the processes. Such inventory tables can
contain over 100 entries, e.g., the total emission of lead, SO2, or hydrocarbon
particulates. The third step is impact analysis. First, impact categories are classified.
These usually pertain to common environmental threats, such as global warming,
acid rain, or ozone depletion. The environmental interventions from step 2 are then
translated into scores in each impact category. These scores are used for calculating
an overall environmental impact profile for the original product or process. This is
often the most problematic step, because quantifying the environmental impact of a
process is complex and subjective. Finally, the results are interpreted and an
improvement analysis tries to pinpoint the process elements that can be changed
by using a different technology or a different design. This is where we apply the tools
of green chemistry and green engineering.

1.2
What is Catalysis and Why is it Important?

In the previous section we saw that one of the key objectives of green chemistry is
waste minimization. Moreover, we learned that a sustainable process is one that
optimizes the use of resources, while still leaving sufficient resources for future
generations. Catalysis is an important tool in both cases. In fact, as far as chemistry is
concerned, catalysis is the key to sustainability [21].
A catalyst is a substance that facilitates a chemical reaction. For an outside observer,

it seems that the catalyst �makes the reaction go faster.� As we shall see in Chapter 2,
this is an oversimplification. Inmost cases, the catalyst in fact opens a different, faster
reaction pathway. However, at this stage we will use the following general definition.

. A catalyst is something that makes a reaction go faster, without being consumed in
the process.

Because the catalyst is not consumed in the process, each catalyst molecule can
participate in many consecutive cycles, so we need only a small amount of catalyst
relative to the substrate. The substrate/catalyst ratio reflects the catalyst�s efficiency,
which is measured as turnover number or turnover frequency (see below).
There are many different types of catalysts (Figure 1.8). They range from the

proton, Hþ, through Lewis acids, organometallic complexes, organic and inorganic
polymers, all the way to enzymes. To simplify things, we divide catalysis into three
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categories: homogeneous catalysis, heterogeneous catalysis, and biocatalysis.
Although the catalysts and the process conditions in each category can be very
different, the principles of catalysis are the same. Once you understand these
principles, you can apply them in all three categories.
The catalyst turnover number (TON) and the turnover frequency (TOF) are two

important quantities used for comparing catalyst efficiency. Their definitions,
however, vary slightly among the three catalysis fields. In homogeneous catalysis,
the TON is the number of cycles that a catalyst can run through before it deactivates,
i.e., the number of A molecules that one molecule of catalyst can convert (or �turn
over�) into B molecules. The TOF is simply TON/time, i.e., the number of A
molecules that one molecule of catalyst can convert into Bmolecules in one second,
minute, or hour. In heterogeneous catalysis, TON and TOF are often defined per
active site, or per gram catalyst. This is because one does not know exactly howmany

Figure 1.8 Different types of catalysts.
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�catalyst molecules� there are on the surface. In biocatalysis, the TON and TOF are
defined by the rate measured when all the enzyme molecules are complexed with a
reactant, divided by the total enzyme concentration.

. CAUTION!Chemists can have differentmeanings for TONandTOF. Tominimize
misunderstandings, always include the units of these values when discussing
catalytic activity.

The main advantages of catalysis is that you get the desired product faster, using
fewer resources and generating less waste. The catalyst opens a selective route to the
desired product. There are various kinds of product selectivity. Chemical selectivity,
or chemoselectivity, denotes a situation where two different chemical reactions can
occur, giving two different products. Similarly, regioselectivity occurs when the same
chemical reaction in different regions of the molecule leads to different products.
When a reaction gives two (or more) diastereomers, the selectivity to each of these is
called diastereoselectivity. In the special case when two products are mirror-image
diastereomers, or enantiomers, we talk about enantioselectivity. Figure 1.9 shows
examples of the various product selectivity types.

1.2.1
Homogeneous Catalysis, Heterogeneous Catalysis, and Biocatalysis

In homogeneous catalysis, the catalyst is in the same phase as the reactants and
products. Here we will concentrate on homogeneous catalysis in the liquid phase. In
the classic case, the reactant (also called the substrate) molecules and the catalyst are
reacted in a solvent. For example, the transesterification of fatty acid triglycerideswith
methanol (Figure 1.10) is catalyzed by hydroxide (OH�) ions. This is an important
process for making fatty acid methyl esters which are then used as biodiesel.
Notice that in Figure 1.10 I havewritten the �OH�� above the reaction arrow, rather

than on the same line as the reactants and products. This notation reminds us that the
catalyst, although it participates in the reaction, remains unchanged when the
reaction is completed. This does not mean that the catalyst does not change during
the reaction. A catalytic reaction is made up of several steps. These form a cyclic
process, called a catalytic cycle. Although the catalyst can (and often does) change
during the catalytic cycle, it returns to its original form at the �end� of the cycle.
Typical TONs for this reaction are �1000, so each OH– anion catalyzes many
consecutive cycles.
The easiest way to illustrate this is using an example. Figure 1.11a shows the classic

catalytic cycle for the Pd-catalyzed cross-coupling between an alkene and an aryl
halide. This reaction, discovered independently by Heck and Mizoroki in 1968, is
known as the Heck reaction [22]. Since its discovery it has become ubiquitous in
organic chemistry, and is used today in several fine-chemical processes [23]. We see
that the catalyst goes through at least six different structures (these are called the
catalytic intermediates). Each of these is �the catalyst� asmuch as any other. The point
is, however, that at the end of the cycle the original catalyst is regenerated and is ready
to catalyze the coupling reaction of two new substrate molecules. Figure 1.11b shows
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a �black box� version of the same catalytic cycle. This is what we actually observe: the
substrates (aryl halide and alkene) enter the reactor and the products and by-products
leave it. The catalyst remains in the reactor and, for all practical purposes, remains
unchanged.
Many homogeneous catalysts are based on a (transition) metal atom that is

stabilized by a ligand. The ligand is usually an organic molecule that attaches to
the metal atom. By changing this ligand, one can change the catalyst�s properties.
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Selecting the right metal and the right ligand can improve the catalyst�s activity,
selectivity, and stability. In some cases, it also allows the use of renewable feedstocks
and reagents, an important aspect of green chemistry. One such example is the alter-
nating copolymerization of limonene oxide andCO2, catalyzed by a b-diiminate–zinc
acetate complex (Figure 1.12). CO2 is an important raw material – it is abundant,

+

catalyst:

(R)-limonene oxide

O O

+  CO2

O
O

O

n

trans cis

98%

25 oC

Zn
N

N O

O

Figure 1.12 Copolymerization of limonene oxide and CO2 in the
presence of b-diiminate–zinc acetate complex.
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inexpensive, and nontoxic. Likewise, limonene oxide is easily obtained from limo-
nene,which is themost common terpene in citrus peel oil andhas aworld production
of>150 · 103 tpa (tons per annum). Its abundance, low cost, and structural similarity
to cyclohexene oxide make (R)-limonene oxide an excellent choice as a biorenewable
epoxide monomer for copolymerization with CO2. By optimizing the steric and
electronic parameters of the ligand, Byrne et al. succeeded in copolymerizing
limonene oxide and CO2, obtaining polymers with a mass of 9.3 kgmol�1 and
98% trans configuration [24].
Heterogeneous catalysis covers all the cases where the catalyst and the substrate

are in different phases. However, when chemists speak about heterogeneous
catalysis, they usually refer to a system where the catalyst is a solid and the reactants
are (most often) gases or liquids. In fact, the solid/gas combination is so common
that some books and journals refer to it as �classic� heterogeneous catalysis or even
simply as �catalysis�. This has historical origins: most �classic� heterogeneous
catalysis was developed in the petrochemicals and bulk-chemicals industry. Due to
reactivity and process size considerations, these industries favor continuous pro-
cesses at high temperatures. This meant that working with solid catalysts and
gaseous reactants was often the best, and often the only, option. One important
advantage of heterogeneous catalysis is the ease of catalyst separation. In gas/solid
systems the catalyst is easily separated and cleaned, and in liquid/solid systems it can
be simply filtered.
Once again, reactants enter the catalytic cycle and products leave, while the

catalyst changes during the cycle but regains its original form at the end of the cycle.
A simple example of gas/solid heterogeneous catalysis is the hydrogenation of
propene to propane. In this reaction, a hydrogen molecule is added to the propene
double bond in the presence of a group VIII metal catalyst (Ni, Pd, or Pt). The
catalytic cycle (Figure 1.13) involves several steps. First, a propene molecule is
adsorbed on the catalyst surface. The carbon–carbon p-bond breaks and bonds with
the surface are created. Meanwhile, H2molecules are also adsorbed on the catalyst.
The H�H bond then breaks, and the H atoms move across the metal surface.
Eventually, an H atom diffuses close to one of the bonded C atoms. The C–metal
bond is then replaced by a C�Hbond. When this happens at the other C atom also,
the connectionwith the surface breaks and the new propanemolecule diffuses back
into the gas phase.
Note that each of these simple elementary reactions is reversible, and so the entire

catalytic cycle is also reversible. This is known as the principle of microscopic
reversibility. Consequently, if platinum is a good hydrogenation catalyst, then itmust
also be a good dehydrogenation catalyst. In fact, as we will see later, catalysts change
only the reaction rate, not the equilibrium. Every catalyst catalyzes both the �forward�
and the �reverse� reactions in the same proportions. In the above example, the
reverse reaction is actually more interesting for industry, because propene is a
valuable monomer for making poly(propylene) and other polymers.
Olefin hydrogenation by heterogeneous catalysis has an interesting history. In

1927, two manufacturers in Oss (the Netherlands) bought the rights to a French
patent for hydrogenating the double bonds in vegetable oil using a Ni catalyst. This
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yielded a fatty substance – a vegetable-based margarine. They named their joint
venture the Margarine Unie. Later, they teamed up with two English margarine
manufacturers, the Lever brothers, and formed Unilever. In 2007, the company is
worth over D37 billion ($50 billion).
Not all heterogeneous catalysis occurs onmetal surfaces.Zeolites, for example, are

excellent solid acid catalysts. These are porous crystalline structures of metal oxides,
oftenmade from silicon, titanium, aluminum, and oxygen. By substituting cations in
the zeolite framework, one can create Brønsted and/or Lewis acid sites. As we shall
see in Chapters 2 and 4, zeolites are widely used in industry for enriching gasoline
octane numbers via gas/solid catalysis. Nevertheless, they can also catalyze liquid/
solid reactions, as in the example of geraniol cyclization [25] by zeolite Y
(Figure 1.14a–b; see Chapter 4 for a discussion of zeolite types). Geraniol and its
corresponding cyclic derivatives are important intermediates in the flavor and
fragrance industry [26]. The suggested reaction mechanism involves both carboca-
tion formation, via protonation of the double bond at a Brønsted acid site [27], and
complexation of the hydroxy group with a Lewis acid site.
Biocatalysis is a rather special case, somewhere between homogeneous and

heterogeneous catalysis. In most cases, the biocatalyst is an enzyme – a complex
protein that catalyzes the reactions in living cells. Enzymes are extremely efficient
catalysts. An enzyme typically completes 1000 catalytic cycles in one second.
Compared to this, conventional homogeneous and heterogeneous catalysts are slow
and inefficient (100–10 000 cycles per hour). Speed, however, is not the only
advantage: enzymes specialize in converting one specific reactant into another

Figure 1.13 Hydrogenation of propene to propane in the
presence of a supported metal catalyst (the reverse arrows are
omitted for clarity).
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specific product. This specificity even includes chiral centres, so an enzyme will
catalyze the reaction of one substrate enantiomer, but not of the other. Such
enantiospecific reactions are extremely important in the pharmaceutical and food
industries, because often only one enantiomer has the desired activity. This is the case
for many drugs, food additives, flavorings, and fragrances.
Further advantages of biocatalysis over �chemical catalysis� include shorter

synthesis routes and milder reaction conditions. Enzymatic reactions are not
confined to in vivo systems –many enzymes are also available as isolated compounds
which catalyze reactions in water and even in organic solvents [28]. Despite these
advantages, the activity and stability of most wild-type enzymes do not meet the
demands of industrial processes. Fortunately, modern protein engineering methods
can be used to change enzyme properties and optimize desired characteristics. In
Chapter 5 we will outline these optimization methods, including site-directed
mutagenesis and directed evolution.
Although biocatalysis is the �new kid on the block,�more andmore companies are

using enzymes for chemicalmanufacture. One reason for this is that biocatalysts give
sustainable alternatives to chemical manufacture, and not just for making chiral
products. The synthesis of acrylamide via an enzyme-catalyzed water addition to
acrylonitrile (2-propenenitrile) is a classic example (Figure 1.15). It uses the Rhodo-
coccus enzyme nitrile hydratase. Commercialized in 1985 by Nitto Chemicals in
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Figure 1.14 a Equation for the cyclization of geraniol, and
b possible mechanism in the presence of zeolite Y, a solid acid
catalyst that has both Brønsted and Lewis acid sites.
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Japan, this process replaced an acid-catalyzed process, and also avoided the acrylic
acid by-product [29]. Biocatalytic acrylamide processes are now running at 50 000 tpa
worldwide.
Recent advances in genetic engineering are bringing forth new and exciting

possibilities for biocatalysis. One example is the synthesis of important bulk
industrial chemicals from renewable feedstocks. Adipic acid, for example, is a
key monomer for making nylon 6.6. The world production of adipic acid is 2.2
million tons per annum. Practically all of this is produced from benzene, via
cyclohexane and cyclohexanol/hexanone (Figure 1.16, left). Although the process
itself is quite efficient, it has three main drawbacks: First, it relies on petroleum, a
nonrenewable fossil fuel, as a raw material. Second, it uses benzene, a known
carcinogen. Third, it requires high pressures of hydrogen and oxygen, and uses
concentrated HNO3 in the intermediate oxidation step, generating N2O as a
by-product.
In 2002, Frost and co-workers successfully constructed a mutated Escherichia coli

bacterium that can convert D-glucose to cis,cis-muconic acid, which is then easily
hydrogenated to adipic acid (Figure 1.16, right) [30]. The biosynthetic route is
certainly more complex than the conventional synthesis: it has nine steps, and uses
eight different enzymes. But the first eight steps are carried out inside the E. coli cell,
at 37 �C and ambient pressure. The bacterium simply eats D-glucose, and produces
cis,cis-muconic acid. Moreover, D-glucose is a cheap (D230, or $300, per ton) and
renewable raw material. Switching from benzene to glucose gives a process that
is inherently safer and more sustainable. A similar approach was used to convert
D-glucose to hydroquinone, an important intermediate in the synthesis of antiox-
idants and polymerization inhibitors [31].
Will such biocatalytic processes really replace the traditional chemicalmanufactur-

ing routes? Yes, but it will take time. Although petroleum prices are increasing, there
is still no shortage of benzene for chemical production (>90% of the worldwide
petroleum demand ends up as transportation fuel; chemicals production accounts
only for �7%). The bulk-chemical industry is very conservative, and enzymes are
expensive compared to conventional catalysts. Nevertheless, biotechnology, and
with it biocatalysis, are progressing rapidly. Twenty years ago, such a tour de force
of genetic engineering could only be found in the science fiction section. Now it is
almost commonplace research. Designed metabolic biosynthesis is here, and it is
here to stay.

NH2

ON
+  H2O

Rhodococcus

acrylonitrile acrylamide

(nitrile hydratase)

Figure 1.15 The biocatalytic synthesis of acrylamide from
acrylonitrile is performed in Japan on a scale of�10 000 tons per
year. The bacterial cells are immobilized in a poly(acrylamide) gel,
and the process is run at pH 8.0–8.5 in semi-batchmode, keeping
the substrate concentration below 3%.
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1.2.2
Replacing Stoichiometric Reactions with Catalytic Cycles

As we saw in the previous sections, atom economy is an important concept in green
chemistry. Preferably, every atom that you put into a process should come out as
product. Classic organic synthesis protocols often use stoichiometric reagents. Many
of these reagents are polluting, and contain many atoms that are not incorporated in
the products and must be disposed of. This is not only bad for the environment, but
also very costly – you pay twice: once for buying the additional reagents, and once for
disposing of the waste.
A classic example is the homocoupling of aryl iodides in the presence of copper,

known as theUllmann reaction (Figure 1.17). This reaction gives symmetric biaryls,
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which are key building blocks for various agrochemical andpharmaceutical products.
Although the Ullmann reaction is over 100 years old, it is still used in industry today.
The problem is that it consumes stoichiometric copper and generates large amounts
of waste. The reaction works best with iodoaryls, which increases the waste problem.
This is because chemicals react by their molarity, but are quantified (and bought and
sold) by theirmass.One ton of iodobenzene contains 620 kg of �iodo� and only 380 kg
of �benzene.� Thus, two-thirds of the reactant (PhI) and all of the reagent (Cu) come
out as chemical waste.
Using the principles of green chemistry, let us first see if we can replace the

stoichiometric reagent (copper) with a catalytic cycle. The iodine atoms are not part
of the product. They act as leaving groups, ultimately generating two C6H5� radicals
that couple to give biphenyl. The copper metal reduces the iodine atoms, giving
Cu2þ and 2I�. The same stoichiometric reaction can be brought about by using
palladium instead of copper (Figure 1.18a). This does not look so useful, because Pd
is much more expensive than Cu. However, the advantage of Pd is that it is easily
reduced back from Pd2þ to Pd0. This reduction can happen, for example, using

I

2 +  Cu +  CuI2
∆

biarylaryl iodide
R R R

Figure 1.17 The classicUllmann reaction for coupling aryl iodides
by reaction with copper metal at high temperatures.
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Figure 1.18 Combination of two stoichiometric reactions: a the
reductive coupling of halobenzene with Pd0 and b the reduction of
PdII with hydrogen gas creates c a catalytic cycle where the Pd
catalyst shuttles between the Pd0 and PdII species.
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hydrogen gas [32], giving Pd0 and 2Hþ (Figure 1.18b). If we then combine these two
reactions, we get the catalytic cycle shown in (Figure 1.18c). This is a very simple
representation of the catalytic cycle, but it demonstrates the principle: iodobenzene
and hydrogen go in, and biphenyl andHI come out, while the Pd catalyst remains in
the cycle and shuttles between Pd2þ and Pd0.Usefully, this catalytic cycle also works
with bromo- and chloroarenes, improving the E-factor of the reaction and the atom
economy.
Canwe improve the atom economy even further, and avoid using any halide? The

�greenest solution� for making biphenyl, C12H10, is to use no leaving group,
starting from 12 C atoms and 10 H atoms. This can be done (in theory) by coupling
benzene, C6H6, with benzyne, C6H4 (Figure 1.19a). Although this route gives 100%
atom economy on paper, generating benzyne is very difficult. More practically, the
smallest leaving group that is easily available is a hydrogen atom, obtained by, e.g.,
oxidative coupling of two benzene molecules to form biphenyl (Figure 1.19b). This
reaction can be effected by using stoichiometric amounts of PdCl2 in acetic acid as
solvent [33], or by using a Pd catalyst and regenerating it with air as the oxidant,
giving water as the only by-product (an additional homogeneous Co(OAc)2 catalyst
is used for activating the oxygen in solution) [34]. Although the actual catalytic cycle
involves many steps and intermediates, the principle is simple: benzene and
oxygen go in, and biphenyl and water come out. Currently, the highest yields
reported for this system are �80%.
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Figure 1.19 a Theoretical waste-free route to biphenyl starting
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Another interesting alternative combines catalysis and electrochemistry [35]. In
the reductive coupling cycle of two bromobenzene molecules to biphenyl, the Pd
catalyst provides just two electrons. This reaction can be performed in an electro-
chemical cell, where the electrons are supplied from an outside source [36]. We thus
see that catalysis gives us a variety of green alternatives to the classic stoichiometric
process. There are no hard and fast rules as to which route to choose – it all depends
on the reaction conditions, and on the chemicals available.

1.2.3
Industrial Example: The BHC Ibuprofen Process

In 1992, BASF opened a 35 000 tons per year ibuprofen production plant in Bishop,
Texas. This plant was the result of the elegant green chemistry route developed by the
BHC consortium. The clean synthesis of ibuprofen is an excellent example of how
combining catalysis and green chemistry can yield both commercial success and
environmental benefits. Ibuprofen is a nonsteroidal, anti-inflammatory painkiller. It
is a popular over-the-counter drug against headache, toothache, andmuscular pains.
You may know it better as Advil�, Motrin�, or Nurofen.
Ibuprofen, like many other drugs, is a fairly simple compound. It was first

patented by Boots in 1962. The original production route consisted of six steps,
starting from 2-methylpropylbenzene and acetic anhydride. Each of these steps
involved stoichiometric reagents (Figure 1.20a–b). The overall atomeconomy of the
process was only 40%. Thismeans that more than half of thematerials that entered
the process were thrown away as waste. For example, note the addition of
hydroxylamine, NH2OH, in step 4: This group is used to create the imine 5, which
is then converted to the cyano derivative 6 and finally oxidized to give the carboxylic
acid product 7. Effectively, what happens is that the hydroxylamine is first added to
the molecule and then removed. This type of �roundabout synthesis� is precisely
what green chemistry tries to avoid.
When the patent rights on ibuprofen expired, Boots teamed with the Hoechst

Celanese Corporation and formed the BHC consortium, developing a new process
for making ibuprofen. They started from the same raw materials, but replaced the
stoichiometric six-step process with a three-step catalytic one (Figure 1.20b). The
overall atom economy of this new process was 77%, with acetic acid as the only by-
product. The consortium also developed methods for recovering and recycling the
acetic acid, increasing the atom utilization to 99%, and creating an essentially waste-
free synthesis. Using anhydrous HF as both catalyst and solvent offers important
advantages in reaction selectivity and waste reduction, as the new route has also
eliminated the large volumes of aqueous salt waste associated with ibuprofen
manufacture.
The BHC ibuprofen process is an innovative, efficient technology that has

revolutionized bulk pharmaceutical manufacture. The process provides an elegant
solution to a prevalent problem encountered in bulk pharmaceutical synthesis: It
avoids the large quantities of solvents and waste (especially aqueous salt waste
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streams) associatedwith traditional stoichiometric reagent usage. The anhydrousHF
catalyst is recovered and recycledwith efficiency greater than 99.9%.No other solvent
is needed in the process, simplifying product recovery and minimizing emissions.
The new ibuprofen process became a model for environmental excellence in
chemical technology, and BHC received the Kirkpatrick Achievement Award for
�outstanding advances in chemical engineering technology� in 1993, and the US
Presidential Green Chemistry Award in 1997.

1.3
Tools in Catalysis Research

Catalysis plays an integral role in many chemical reactions, all the way from
petrochemistry to pharmaceutical chemistry. Because catalysis covers such a wide
area, researchers use a variety of tools. These can be roughly divided into three

1
2-methylpropylbenzene

2

34

5 6

O

O

O

OEt

O

H

N
OH

C
N

Ibuprofen

COOH

1

2 O

7 OH

O

O(a) (b)O

OEt

O
Cl

H2O

NH2OH

O

O O

H2

CO

HF

Pd

Raney 
nickel

AlCl3

NaOEt

H3O
+

Figure 1.20 Synthesis of ibuprofen: a the six-step Boots route; b
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groups: synthesis and testing tools, characterization tools, and modeling/mechanis-
tic studies tools (see Figure 1.21).

1.3.1
Catalyst Synthesis and Testing Tools

The reactors used in organic and organometallic chemistry research did not change
much from the 1850s to the 1990s. The chemical industry is a conservative one, so the
majority of liquid-phase reactions still take place in batch reactors in one form or
another, while most gas-phase reactions are carried out in flow reactors. Neverthe-
less, recent developments in reactor design and process intensification are now
changing the picture [37].
Traditionally, research in catalyst discovery and optimization followed a cyclic

workflow of synthesis, characterization, activity testing, and mechanistic studies.
Because carrying out reactions was considered costly and labor-intensive, chemists
favoredworking on a fewmodel compounds, learning asmuch as possible from each
reaction. The 1990s saw a paradigm shift, with the entry of parallel screening and
high-throughput experimentation in catalysis research. This was pioneered by
Alejandro Zaffaroni and Peter Schultz, who founded the company Symyx in

Activity
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Mechanistic
studies
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Novel
reactor concepts

Synthesis tools

Process
intensification

Spectroscopy

Surface science

Microscopy

Characterization tools

Quantum
mechanics

Molecular
simulations

Data mining

Modeling tools

Kinetic studies

Process
simulations

Figure 1.21 Block diagram of the various tools used in catalysis research.
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1994. Symyx adapted the concepts of miniaturization and parallel synthesis, used in
pharmaceutical and biomedical research, to catalysis and materials science [38]. The
main advantages were higher efficiency, and the ability to carry out reactions using
smaller amounts of reactant and quantities of catalyst. This was especially important
for homogeneous catalysis, where ligand cost and availability are often a problem.
Diphosphine ligands, for example, typically cost D75–D370 ($100–$500) per gram,
while 1 g of Rh costs D120 ($160) and 1 g of Pt �only� about D24 ($32). Moreover,
performing many experiments in parallel can improve data quality, as repeating
experiments is easier, and systematic errors can be minimized. Similar advantages
were obtained by �one-pot� reaction systems, wheremultiple substrates and catalysts
were tested simultaneously [39]. Although these new tools were initially viewed with
skepticism by the chemical industry, they are used today by most companies that
develop catalysts and catalytic processes.
Most of the parallel reactors on themarket today are basically arrays of scaled-down

batch reactors. There are also several novel concepts for high-throughput catalyst
screening based on new microreactor technology [40]. One such example is the
mixed-pulse reactor developed by Claude de Bellefon in 2000, which enables the fast
sequential screening of catalysts in liquid/liquid and gas/liquid systems [41]. Here,
two liquid carriers flow continuously through a micromixer which is connected
to a plug-flow reactor. The two carriers can be mutually miscible (e.g., pentane
and cyclohexane) or immiscible (e.g., heptane and water). The first carrier contains
the substrates, while the second contains the catalyst. Pulses of the two carriers
are injected simultaneously. They mix perfectly in the micromixer, with a residence
time of less than 10ms. This creates a �reaction pulse�which thenmoves through the
reactor and can be analyzed by standard gas chromatography (GC) or high-
performance liquid chromatography (HPLC) at the reactor outlet. Using this
approach, one can test truly minute amounts of catalyst, without sacrificing the
high accuracy and precision of chromatographic analysis. This system can also be
adapted to high-throughput screening using spectroscopy (Figure 1.22). This in-
volves adding a third valve that injects air bubbles before and after each pulse, and
sending the pulses through a spectrophotometric flow cell.
Parallel synthesis and testing of heterogeneous catalysts for gas/solid reactions has

also seen a number of ingenious developments, especially in the preparation and
screening of catalyst libraries.Masking, sputtering, and lithographic techniqueswere
applied for depositing arrays of metal catalyst precursors on ceramic or silicon
wafers. Subsequent oxidation (or reduction) of these wafers gave solid catalyst
libraries (mixed metal alloys or mixed metal oxides, depending on the treatment),
wherein both the composition and the position of each catalyst was well defined [42].
Today, libraries of hundreds, even thousands, of catalysts are prepared in this way,
using very small amounts of metal precursors.
In 1996, Willson and co-workers reported the first parallel screening of such a

library using infrared (IR) thermography, using a grid of alumina pellets [43]. By
taking infrared photos of the catalyst array through a sapphire window, and
measuring the ignition temperature, they tested the catalytic activity for hydrogen
oxidation. Two years later, Maier and co-workers refined this concept, screening 50
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catalysts simultaneously and using only 200 mg of catalyst per sample [44]. Higher
camera sensitivity enabled the screening of less exothermic reactions, such as the
hydrogenation of hexyne at 100 �C and the oxidation of isooctane and toluene at
350 �C.
Themain advantage of the grid approach is that the catalyst position iswell defined.

This is easy to do with solid catalysts, but not with homogeneous ones in solution.
One way of solving this problem is to attach the homogeneous catalysts to a solid
support, such as polymer beads [45] peptide scaffolds [46], or inorganic
monoliths [47].
The resulting supported catalysts are heterogeneous, but still similar to their

homogeneous analogues. Such solid-phase synthesis is common in pharmaceutical
chemistry, where it is often used in combination with split/pool synthesis. In 1998,
Taylor and Morken combined solid-phase bead supports with IR thermography, for
synthesizing and screening large libraries of supported homogeneous catalysts using
the split/pool approach [48].

1.3.2
Catalyst Characterization Tools

Catalysis is still verymuch a �black box� discipline, and catalyst characterization tools
helpus look inside this box.Characterization is doneonseveral levels:On thefirst, the

Figure 1.22 Schematic of the sequential pulse injection system
developed by de Bellefon, adapted for high-throughput screening
using on-line spectroscopy.
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macroscopic level (the reactor level), engineers search for theoptimal formulationand
operating conditions of the catalytic process. The second, the mesoscopic level,
includes surface analysis and temperature-programmed techniques (in heteroge-
neouscatalysis), aswell askinetic studies,with theaimoffindingcomposition/activity
and structure/activity relationships. Finally, on the microscopic (or, more accurately,
the nanoscopic) level, chemists and physicists probe catalyst molecules, clusters, and
atoms, trying to understand the fundamental steps thatmake up the catalytic cycle. A
discussion of catalyst formulation on themacroscopic level is outside the scope of this
book – the reader is referred to specialized texts on industrial catalysis [49]. We will
cover the subject of kinetic studies in Chapter 2, and give further specific examples
from homogeneous, heterogeneous, and biocatalysis in Chapters 3, 4 and 5 respec-
tively. Inheterogeneouscatalysis,muchinformationonthemesoscopic level isgained
using classic surface-science techniques for measuring surface area, porosity, and
particle size distribution. Chapter 4 gives an overview of these methods.
The last two decades have witnessed rapid developments in catalyst characteriza-

tion on the microscopic level, especially in the area of spectroscopy and imaging of
solids [50]. Instruments for transmission electron microscopy (TEM) and scanning
electron microscopy (SEM) are now almost commonplace. They can resolve images
to within a few nanometers. High-resolution atomic force microscopes are also
available which can resolve rows of atoms and single-crystal facets. Using such tools,
chemists can �see� the catalyst surface, and sometimes follow the reactions in real
time. Other techniques such as Raman spectroscopy, solid-state nuclear magnetic
resonance (SS-NMR), and diffuse reflectance ultraviolet spectroscopy (DRIFTS) also
give important information regarding the active sites on the surface [51]. Similar
spectroscopic techniques are also used in homogeneous catalysis and biocatalysis.
One way of circumventing the high complexity of catalytic systems is by analyzing

isolated samples of catalyst precursors or intermediates. The advantage of this ex situ
approach is that one works with simplified systems, under well-defined conditions
(e.g., polished crystals under ultra-high vacuum, or diluted solutions of pure
analytes). Ex situ characterization can give important information on the catalyst
structure, from which one can deduce key structure/activity relationships, and learn
about the reactionmechanism. The disadvantage is that the analysis conditions differ
from the real reaction conditions. Typical gas/solid catalysis is performed at high
temperatures and pressures, not in ultra-high vacuum. Similarly, liquid-phase
homogeneous catalysis takes place in solutions and mixtures of numerous species,
and enzymes work inside living cells which contain a plethora of compounds, not
with �pure analytes.� This difference in pressure, composition, and temperature
between the analysis conditions and the real reaction conditions is known as �the
gap.� Bridging this gap is an important challenge in catalysis research [52,53].
Alternatively, one can characterize the catalytic intermediates in situ, under

conditions that are closer to the real reaction conditions. Recent advances in
high-pressure IR and NMR equipment, for example, enable the measurement of
spectra at up to 200 bar and 150 �C, similar to the reaction conditions in high-
pressure autoclaves [54]. In some cases, one can combine the characterization with
activity/selectivity analysis, examining the catalyst in real-time operation. This
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simultaneous catalyst characterization and activity analysis is known as operando
spectroscopy, a term coined byMiguel Banares in the 1990s [55]. In situ and operando
characterization studies are increasingly popular, as more and more chemists
concede the advantages of studying catalytic processes under realistic conditions.

1.3.3
Tools for Modeling/Mechanistic Studies

Themeteoric rise in computer power (andmeteoritic decline in hardware prices) has
opened exciting avenues for computer modeling in all branches of science. Today,
computer models are used in three main areas of catalysis research: modeling of
reaction pathways and catalytic cycles, modeling of process kinetics and reaction
performance, and computing structure/activity relationships on various levels. The
models cover a wide range of approaches and system types.
Quantummechanics calculations are used for solving the wavefunction equations

of catalytic systems, giving a detailed picture of the reaction dynamics on the
molecular scale. Two decades ago, such ab initio computations were so expensive
that they were limited to very simple systems. Now, algorithms based on density-
functional theory (DFT) enable the modeling of complex reactions in all three
catalysis fields. In heterogeneous catalysis and biocatalysis, where the size of the
system prohibits costly computations, hybrid methods are used. For example, one
canmodel the active site of an enzyme using high-level computations, and the rest of
the enzyme using low-level methods. Importantly, such models are not limited to
energyminima (i.e., reactants, catalytic intermediates andproducts). They can also be
used for computing the structures of the hypothetical activated complexes associated
with transition states. Thus, computer modeling can provide a picture of the elusive
transition states, which can never be observed directly by experiment (because by
definition, transition states have a zero lifetime). In this way, one can model the
reaction pathways, and the corresponding reaction kinetics in detail, gaining insight
into the various elementary steps in the catalytic cycle.
Classicalmolecular simulations are used formodeling large systems, such as solid

surfaces, enzymes, or large numbers of solvent molecules. In these simulations, the
electronic interactionsareaveragedoutusingaclassicalpotential, and thedynamicsof
the systemaremodeledby solvingNewtonianequations.Thecomputational costhere
depends on the size of the system and on the level of detail. For example, a butane
molecule, C4H10, can bemodeled as a collection of 14 atoms (all-atommodel), or as a
chain with four links (coarse-grained model), or as one particle. In this way, one can
tunethesystemsizeandthedegreeofdetail totherequirementsoftheproblemathand.
Another important modeling aspect is the simulation of catalytic process para-

meters and reactor configurations. Suchmodels are typically associated with process
engineering, and involve computational fluid dynamics and heat- and mass-transfer
calculations. They are essential in the process planning and scale-up.However, as this
book deals primarily with the chemical aspects of catalysis, the reader is referred to
the literature on industrial catalysis and process simulations for further
information [49,56].
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The third type of modeling deals with catalyst descriptors, structure/activity and
structure/property relationships [57,58]. There are various levels of catalyst descrip-
tors, ranging from very simple ones based on composition parameters (in heteroge-
neous catalysis) or connectivitymatrices (in homogeneous catalysis) to ones based on
high-level quantum computations and thermodynamic calculations. Like other
modeling methods, descriptor models are often used for explaining the behavior
of catalytic systems. Following the advances in drug discovery, however, predictive
descriptormodeling is emerging as an exciting new field in catalysis research [59]. By
combining the data from high-throughput experimentation with statistical analysis
and descriptor models, you can predict the properties and performance of new
catalysts [60,61]. Chapter 6 explains the basics of predictive modeling and in silico
catalyst screening.

1.4
Further Reading

There are several books available in thefield of catalysis.Here are the important ones,
with a short synopsis ofmy thoughts about each book. All the books listed belowwere
in print and commercially available in August 2007.
Homogeneous Catalysis, S. Bhaduri and D. Mukesh, Wiley-Interscience: 2000,

239 pp., ISBN 0-471-37221-8. This introductory textbook emphasizes the practical
side, with a chapter dedicated to chemical engineering basics and process unit
operations. The authors cover several examples of industrial homogeneous catalysis
processes. Although the book is aimed at graduate students, it contains relatively few
references to the primary literature. Each chapter is accompanied by a good selection
of review questions and problems.
Homogeneous Catalysis, P.W.N.M. van Leeuwen, Kluwer Academic: 2004, 407 pp.,

ISBN 1-4020-1999-8. This is an advanced textbook aimed at graduate students with
prior knowledge in synthetic, inorganic, and physical-organic chemistry. It gives a
comprehensive overview onmetal–ligand complexes, especially phosphorus ligands.
All the subjects are clearly presented, with many useful references. The author
explains ligand effects and the elementary steps in homogeneous catalysis with good
examples which also include important process aspects of hydroformylation, hydro-
genation, polymerization, and a variety of Rh- and Pd-catalyzed reactions.
The Organometallic Chemistry of the Transition Metals, R. H. Crabtree, Wiley-

Interscience: 2005 (4th edn.), 546 pp., ISBN 0-471-66256-9. This is the best gradu-
ate-level textbook in organometallic chemistry. It is clear andwell written, covering all
of the fundamental reactions of organometallic complexes, plus some applications.
Each chapter also contains exercises and up-to-date references.
Applied Homogeneous Catalysis with Organometallic Compounds, B. Cornils and

W. A. Herrmann, Eds., VCH: 1996, 1246 pp. in two volumes, ISBN 3-527-29286-1.
Although it is over 10 years old, this large collection of essays covers many
important applications of organometallic homogeneous catalysis. Some chapters
are written from an industrial perspective, discussing scale-up and process chal-
lenges also.
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Concepts ofModernCatalysis andKinetics, I. Chokendorff and J.W.Niemantsverdriet,
Wiley-VCH: 2003, 452 pp., ISBN 3-527-30574-2. This specialized book deals only with
classic gas/solid heterogeneous catalysis. It contains excellent technical explanations
and has a strong mathematical and physical approach, which makes for rather heavy
reading. It covers many surface reaction mechanisms and catalyst characterization
techniques.
Principles and Practice of Heterogeneous Catalysis, J. M. Thomas and W. J. Thomas,

Wiley-VCH: 1996, 688 pp., ISBN 978-3-527-29239-4. A comprehensive textbook on
classic heterogeneous catalysis which covers catalyst preparation and characteriza-
tion methods. It also includes a chapter on solid-state chemistry and surface
chemistry, and a chapter on process engineering.
Spectroscopy in Catalysis, J. W. Niemantsverdriet, VCH: 1995, 288 pp., ISBN 3-527-

28726-4. This is an excellent book on heterogeneous catalysis characterization. It is
highly specialized, and aimed at advanced graduate students and researchers. It
covers only classic gas/solid heterogeneous catalysis, but if you want to specialize in
characterizing solid catalysts, this is the book for you.
Catalysis: An Integrated Approach, R. A. van Santen, P. W. N. M. van Leeuwen, J. A.

Moulijn, and B. A. Averill, Eds., Elsevier: 1999, 582 pp., ISSN 0167-2991 (Vol. 123 in
the Studies in Surface Science and Catalysis series). This is one of the few
books that cover all categories of catalysis. It is written by 25 different authors,
and like many other such collections, this is both a blessing and a curse. The
advantage is that each chapter is written by specialists who are discussing research
subjects dear to their hearts. The disadvantage is that the overall result is somewhat
disjointed.
Handbook of Green Chemistry and Technology, J. H. Clark and D. J. Macquarrie,

Eds., Blackwell Publishing: 2002, 540 pp., ISBN 0-632-05715-7. This collection of 22
review essays covers all the important areas of green chemistry, including environ-
mental impact and life-cycle analysis, waste minimization, catalysts and their
industrial applications, new synthesis methods, clean energy, and novel solvent
systems. The chapters are well referenced and contain pertinent examples and case
studies.
Green Chemistry and Catalysis, R. A. Sheldon, I. W. C. E. Arends, and U. Hanefeld,

Wiley-VCH: 2007, 433 pp., ISBN 3-527-30715-9. An up-to-date advanced reference
book, containing a collection of chapters on green chemistry applications in academia
and industry. The subjects are ordered by reaction (oxidations, reductions, etc.) and
are well presented.
An Introduction to Enzyme and Coenzyme Chemistry, T. Bugg, Blackwell Science:

1997, 247 pp., ISBN 0-86542-793-3 (paperback). This is a superb undergraduate/
postgraduate textbook about enzymes. It is well written and illustrated, with
interesting examples and well-thought-out exercises.
Biocatalysis, A. S. Bommarius and B. R. Riebel, Wiley-VCH: 2004, 611 pp., ISBN

3-527-30344-8. This is a comprehensive advanced textbook covering all aspects of
biocatalysis. There are many good examples with references. It is a serious book,
definitely not light reading, but one to have on the shelf if you are going to work in
biocatalysis.
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1.5 Exercises

1. Examine the list of the 12 principles of green chemistry shown at the beginning of
this chapter.Which of these principles relate to the concepts of atom economy, the
E-factor, and the environmental quotient Q?

2. (a) Calculate the E-factors and estimate the Q-values for the following three
Ullmann reactions using stoichiometric copper, as well as for the catalytic
alternative using 5wt.% Pd/C and hydrogen gas.

2C6H5lþCu!C6H5�C6H5 þCul2 ð100% yieldÞ

2C6H5BrþCu!C6H5�C6H5 þCuBr2 ð85% yieldÞ

2C6H5ClþCu!C6H5�C6H5 þCuCl2 ð80% yieldÞ

2C6H5BrþH2 �!Pd=C
C6H5�C6H5 þ 2HBr ð89% yieldÞ

(b) Compare the E-factors and Q-values for these four situations, and discuss the
pros and cons of replacing the stoichiometric protocol with a catalytic cycle.

(c) If using 100mg of catalyst gives 98% conversion after 40min, what are the
TON and TOF of this catalyst?

3. Themost important (and also themost expensive) grapefruit aroma compound is
the bicyclic terpene nootkatone. It is manufactured by oxidation of valencene,
which is extracted from Valencia oranges. Figure 1.23 shows two routes for this
oxidation, a stoichiometric reaction using chromium trioxide, and a catalytic
alternative using sodiumhypochlorite (bleach) in the presence of 1mol%osmium
tetraoxide catalyst.

(a) Calculate the E-factors and atom economy values for both options.
(b) Given that both CrO3 andOsO4 are equally toxic, estimate theQ-values in both

cases, and explain which option you favor and why.

O

nootkatone, 85% yieldvalencene

1 mol%
OsO4

+  CrO3 +  CrO  +  H2O

O

65% yield

H  +  lCaN2  +lCOaN2  + 2O

∆

Figure 1.23 Alternative synthesis routes from valencene to nootkatone.
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4. The classic synthesis of hydroquinone starts with aniline, and uses stoichiometric
MnO2, sulfuric acid, and iron (Figure 1.24).

(a) Calculate the atom economy for this process.
(b) Aniline itself is made by nitration of benzene to nitrobenzene, followed by

hydrogenation. Using the principles of green chemistry, draw a scheme for a
new process for making hydroquinone, starting directly from benzene (feel
free to invent any catalysts you need).

(c) Search on the Internet for information on the Upjohn hydroquinone process,
and compare that with your synthesis route. What are the advantages of the
Upjohn process and of your synthesis compared to the classic route? Are there
any disadvantages?

5. Fluorescent light bulbs contain mercury, which is released into the environment
when the bulbs are disposed of in landfills [62]. Incandescent (regular) light bulbs
contain nomercury, and so disposal is not a problem. However, regular bulbs use
more electricity than fluorescent ones, which means burning more coal at the
power station, and burning coal also releases mercury into the environment. A
typical fluorescent bulb consumes 11Wh� 1 and burns for 5000 h, while a typical
incandescent one consumes 75Wh� 1 and burns for 1000 h.

(a) Construct two life-cycle charts, one for fluorescent light bulbs and one for
incandescent light bulbs.

(b) Assuming that coal contains typically 20 ppmmercury impurities, which type
of light bulb is better, fluorescent or incandescent, for the environment?

6. A typical 1 L glass bottle for storing milk or juice weighs �400 g, while a 1 L tetra
pak carton weighs only 35 g. This implies a big difference in raw material and
transportation costs. Glass bottles, however, are often washed, reused, and

benzoquinone

aniline

+  4MnO2  +  5H2SO4

+  (NH4)2SO4  +  4MnSO4  +  4H2O

NH2

2

2

O

O

+  Fe  +  H2O

O

O

+  Fe  +  H2O

OH

OH
hydroquinone

Figure 1.24 The classic synthesis route to hydroquinone starting from aniline.
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eventually recycled, while cartons are disposed of in landfills (tetra paks are hard to
recycle because they contain thin layers of low-density poly(ethylene) and alumi-
num, and because their collection is costly; the only municipality that currently
recycles them is SaoPaolo, inBrazil). Figure 1.25 shows the life-cycleflowdiagram
for tetra-pak cartons.

(a) Draw an analogous diagram for glass bottles, and consider the energy input
and transport costs associated with 1000 Lmilk in cartons compared to 1000 L
milk in bottles.

(b) Compare the prices of 1 L milk in glass bottles and cartons in your local
supermarket. Which packaging method is more sustainable?

7. The asymmetric hydrogenation of aryl ketones is an important step in the
synthesis of many pharmaceutical intermediates. Blaser and co-workers showed
that Ru complexes with Fe–cyclopentadienyl �sandwich complexes� are good
catalysts for this reaction [63]. Figure 1.26 shows the different substrates tested,
along with the time, conversion, and substrate/catalyst ratio. Using these data,
calculate the catalyst TON and TOF in each case.

8. Monosodium glutamate (MSG) is a common food additive with a �meaty� flavor,
used commercially for nearly 100 years. It was originally produced in Japan by
extracting glutamic acid (2-aminopentanedioic acid) from wheat flour, and
marketed under the trade name Ajinomoto (Aji no moto means �the origin of
flavor� in Japanese) [64]. After WWII and the discovery of hydroformylation, the
Ajinomoto company replaced the extraction with a continuous chemical process-
es, starting from acrylonitrile, CO, and H2 (see Figure 1.27).

(a) Calculate the overall atom economy and E-factor for the glutamic acid
synthesis.

Carton
manufacturing

Carton filling

Aluminum
foil

Carton
paperboard

Raw materials

LDPE

Consumer

Waste
management

Landfill
disposal

Figure 1.25 Life-cycle flow diagram for milk cartons.
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(b) Recalculate these values, assuming that the ammonia by-product is recycled
with 80% yield back to ammonium cyanide. Does this recycling of ammonia
make a big change?

(c) Today, glutamic acid is produced by large-scale batch fermentation in 200 000 L
reactors, starting fromsugar, oxygen, and ammonia andusingCorynebacterium

CH3

O

+  H2 toluene, 50 bar, 25 ºC

Fe
Ph2P N

O

Ru
CH3

OH

85–99% ee

R– substrate:catalyst time, h conversion, %

R R

Cl–
CH3O–

F–

50,000
20,000

500

78
1
1

99
92

100

Figure 1.26 Catalytic hydrogenation of various aryl ketones and
the corresponding kinetic data.

+  CO  +  H2CN

acrylonitrile

hydroformylation
CN

β-cyanopropanal
93% yield

O

H

CN
Strecker intermediate

95% yield

NH2

NC

NH4CN

2H2O

NaOH

COOH
glutamic acid (racemate)

> 99% yield

NH2

HOOC +  2NH3

Figure 1.27 Three-step chemical synthesis of glutamic acid, starting from acrylonitrile.
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glutamicum bacteria. This process gives �60% conversion, with a final glu-
tamic acid concentration of�100 g L�1. List two possible disadvantages of the
fermentation route compared to the chemical synthesis route.

9. Jack Daniel�s �Old No. 7� whiskey has been produced in Lynchburg, Tennessee,
using the same recipe andmethods since 1866. The production involves cooking
and fermenting the cornmash, distillation, filtration over charcoal, and aging in
oak barrels. All these steps are done in-house, including making the filter
charcoal from locally grown sugar maple trees (unfortunately, Lynchburg is
classified as a �dry county,� so you will not be served any whiskey if you visit the
distillery). Search the Internet for information and draw a life-cycle diagram for
the whiskey-making process, indicating the on-site stages (also called the
�foreground system�) and the outside resources and effects (the �background
system�).
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2
The Basics of Catalysis

2.1
Catalysis is a Kinetic Phenomenon

Catalysis deals with changes on the route to equilibrium. It is about reaction kinetics,
not thermodynamics. This is a really important point: catalysts do not and cannot
change the thermodynamic equilibrium. Imagine that you are crossing a mountain
range on your way fromA to B (Figure 2.1). You start at pointA, and after walking for
some hours you reach point B. The �reaction thermodynamics� describe your
elevation at your starting point and your destination. Conversely, the �reaction
kinetics� depend on which pathway you have taken. This chapter gives a general
background to kinetics of catalytic reactions, starting from (almost) scratch. It
explains the physical chemistry principles and the basics of chemical kinetics from
a practical viewpoint. For a more mathematical overview of reaction kinetics, see
textbooks on physical chemistry [1] or chemical engineering [2,3].
As I have outlined in Chapter 1, catalytic processes are performed in two main

types of reactors: batch reactors for small- and medium-scale processes (producing
speciality chemicals, fine chemicals and pharmaceuticals), and continuous-flow
reactors for large-scale processes (producing and treating bulk chemicals). There
is also a �hybrid� option, the continuous stirred-tank reactor (CSTR) [4]. This
distinction is important for kinetics because the concentrations in batch processes
change over time, but those in continuous processes do not. The latter situation is
knownas �steady state� andwewill see some examples of it later in this chapter. I have
chosen to focus on batch reactors for two reasons: First, it is easier to grasp the
concepts of batch reaction kinetics, because they fit our intuitive �common sense.�
Things change over time as you stir chemicals in a pot, just as they do when you cook
dinner at home. Second, the mathematics is simpler. Having said that, I will also
mention here some important kinetic schemes that pertain to continuous reactors. If
you are specifically interested in the kinetics of continuous processes, there are
several comprehensive texts on the subject [2,3].
Let us begin by defining some key terms. For a given reaction A!B, the

conversion of A (denoted with a Greek letter chi, wA) is the number of molecules
of A that have reacted up to time t. Similarly, the yield (there is no common symbol

Catalysis: Concepts and Green Applications. Gadi Rothenberg
Copyright � 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31824-7
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for yield) is the number of molecules of B that have been produced up to time t.
Conversion and yield are often expressed as fractions or percentages of [A]0, the
initial concentration of A.
Two important quantities which are used for comparing catalyst efficiency, the

catalyst turnover number (TON) and the turnover frequency (TOF), are crucial for
work in catalysis. I am therefore repeating the definitions given in Chapter 1;
however, these definitions vary slightly among the three catalysis fields. In homoge-
neous catalysis, theTON is thenumber of cycles that a catalyst can run throughbefore
it deactivates, i.e., the number of A molecules that one molecule of catalyst can
convert (or �turn over�) into B molecules. The TOF is simply TON/time, i.e., the
number ofAmolecules that onemolecule of catalyst can convert into Bmolecules in
one second, minute, or hour. In heterogeneous catalysis, TON and TOF are often
defined per active site, or per gram catalyst. This is because one does not know exactly
howmany �catalyst molecules� there are on the surface. In biocatalysis, the TON and
TOFare defined by the ratemeasured when all the enzymemolecules are complexed
with a reactant, divided by the total enzyme concentration. Inclusion of the units of
the TOF and TON in each case can save trouble when discussing catalytic activity.

2.1.1
Reaction Rates, Reaction Orders, Rate Equations, and Rate-Determining Steps

The rate of the reaction A!B (usually denoted as rate r, or v) in a constant-volume
batch reactor is simply the number of moles of A reacting (or of B forming) per unit
volume per unit time [(Eq. (2.1)), where [X] is the concentration of compound X at
time t]. Traditionally, the disappearance of �reactants� on the left-hand side of the
reaction equation is indicated with a minus sign.

A!B

rate ¼ v ¼ � d½A�
dt

¼ d½B�
dt

9=
; ð2:1Þ

Figure 2.1 Catalysis deals with the transition between reactants
and products. It does not affect the overall reaction
thermodynamics.
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The reaction rate equation, sometimes also called the reaction rate law, is an
algebraic equation that connects the reaction rate to the time and concentration of the
reactants and/or products. Denoting the rate for the disappearance of compound A,
for example, as �rA, we obtain Eq. (2.2), where k is the reaction rate constant.

rate ¼ � rA ¼ k½A� ð2:2Þ
The reaction rate equation dictates the dimensions of k. In this case, if [A] is given

in moles/litre and t in seconds, k is given in litres/(moles · seconds). In fact, k is not
truly a constant, because it depends strongly on temperature (and to a lesser degree
on pressure).
Inmore complicated cases, e.g., the reactionAþ 2B! 3CþD, the reaction rate is

chosen arbitrarily as the consumption rate of one of the reactants, or the formation
rate of one of the products (Eq. (2.3)). The reaction rate depends on temperature and
concentration.

Aþ 2B! 3CþD

rate ¼ v ¼ � d½A�
dt

¼ � 1
2
d½B�
dt

¼ 1
3
d½C�
dt

¼ d½D�
dt

9=
; ð2:3Þ

The Swedish chemist and 1903 Nobel laureate Svante August Arrhenius formal-
ized the relationship between k andTas theArrhenius equation (Eq. (2.4)), whereA is
the pre-exponential factor (sometimes also called the frequency factor), R is the
universal gas constant, roughly 2 calmol�1 K�1,T is the absolute temperature, andEa
is the reaction activation energy [5]. Although the Arrhenius equation stems from
empirical observations, it explains well the temperature dependence of many rate
constants over a wide range of temperatures.

k ¼ Ae� Ea
RT ð2:4Þ

The activation energy Ea is an extremely important parameter in catalysis. It gives
the height of the energy barrier that the system must overcome for the reaction to
proceed. The higher the activation energy, the higher the sensitivity of k to tempera-
ture. Typical values for Ea range from �2 kcalmol�1 to tens of kilocalories/mole. A
useful rule of thumb states that the reaction rate roughly doubles for every 10 �C
increase in temperature. Furthermore, when Ea is less than �5 kcalmol�1, we say
that the reaction is diffusion-controlled. This means that the reaction rate is limited
by how fast the molecules move toward one another. Conversely, when Ea is greater
than �5 kcalmol�1, we say that the reaction is chemically controlled.
Somewhat embarrassingly, the pre-exponential factor A does not have a clear

physical description. It is attributed to entropy changes and other factors, such as
substrate orientation. Typical values for A range from 1011 to 1014 s�1 for first-order
reactions. As the exponent in the Arrhenius equation is a pure number, the units ofA
are the same as those of k.
Indeed, strictly speaking, the Arrhenius equation applies only to gas-phase

reactions. Readers who feel uneasy about the empirical origins of the Arrhenius
equation may be more comfortable with the Eyring equation. Developed by Henry
Eyring, this equation [Eq. (2.5), where kb and h areBoltzmann�s constant andPlanck�s
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constant, respectively] is based on transition state theory, rather than on empirical
observations [6,7].

k ¼ kbT
h

e
�DG#
RT ð2:5Þ

By taking the logarithm of Equation (2.5) and substituting DG#¼DH#�TDS# we
obtain Equation. (2.6).

ln
k
T
¼ �DH#

RT
þ DS#

R
þ ln

kb
h

ð2:6Þ

Thus, measuring the reaction rate at different temperatures and plotting ln(k/T)
against 1/Twill give a straight line according to Eq. (2.6). The slope and the intercept
of this line will give you the enthalpy of activation and the entropy of activation,
respectively. All that being said, the Arrhenius equation, despite its empirical origins,
will suffice for all practical purposes throughout your catalysis career. Trust me.

2.1.1.1 The Reaction Order
The rate of every chemical reaction depends in one way or another on the concen-
trations of the chemicals in the system. The overall rate law is often written as the
product of the concentrations raised to a power. For example, for the reaction
AþB!C, the rate law for the disappearance of A may be written as in Eq. (2.7),
where the exponents a and b represent the partial reaction order in A and B,
respectively, and the overall reaction order is n¼aþb.

� rA ¼ k½A�a½B�b ð2:7Þ
Partial reaction orders can be whole numbers, as in the case of the thermal (i.e.,

noncatalytic) reaction of nitric oxide with ozone: NOþO3!NO2þO2. When a
nitric oxide molecule strikes an ozone molecule with sufficient kinetic energy, it can
capture an O atom, giving nitrogen dioxide and oxygen. Here, the rate law for the
disappearance ofNO is givenbyEq. (2.8), wherea¼ 1,b¼ 1, andn¼ 2. In such cases,
where the reaction order of each species equals the stoichiometric coefficient of that
species, we say that the reaction is an elementary reaction. However, in many cases
the partial reaction orders are not integers. For example, when carbonmonoxide and
chlorine react to give phosgene, COþCl2!COCl2, the reaction is first order in CO,
3/2 order in Cl, and the overall order is 5/2 (see Eq. (2.9)). This is an example of a
nonelementary reaction. If a compound slows the reaction or enhances the reverse
reaction, partial reaction orders can even be negative. For example, in the water-gas
shift reaction, the CO2 product competes with the reactants for the same active site,
and so the reaction shows a negative order in CO2 [8]. Note that reaction orders of
nonelementary reactionsmust be determined by experiment. You cannot deduce the
order of a nonelementary reaction from the stoichiometric equation.

� rNO ¼ k½NO�½O3� ð2:8Þ

� rCO ¼ k½CO�½Cl2�3=2 ð2:9Þ
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2.1.1.2 The Rate-Determining Step
A catalytic cycle consists of several elementary reactions, or steps. The experimental
reaction rate is not the average or the cumulative rate of these steps. Rather, it is the
rate of the slowest step(s) in the cycle. One way to illustrate this is by comparing the
various reaction steps to sand grains falling in a rather curvy hourglass with two
narrowopenings and severalwide openings, as shownonFigure 2.2a–b. Thenumber
of wide openings is irrelevant, because all of the grains will be stuck above the narrow
openings. In this picture, the narrow opening represents the rate-determining step,
while the wide ones represent fast steps. In the next section I will give some specific
examples and explain the connection between the rate-determining step and the
activation energy.
The molecularity of a reaction is simply the number of different molecules (or

atoms or ions) that are involved in the rate-determining step. It equals 1 for a
unimolecular reaction, 2 for a bimolecular reaction, and 3 for a termolecular reaction
(see the examples in Figure 2.2b. The main difference between reaction order and
molecularity is that the former follows directly from the experimental data, while the
latter is based on �chemical intuition� arguments [9]. Note that termolecular
reactions are extremely rare. The few cases documented are all in the gas phase,
such as the reaction of boron trihalide with halide ions in the presence of various
gases [10] or the reactions of alkali metal atomswith oxygen and hydroxyl ions at high
temperatures [11].

+ F– + CH4

F B
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Figure 2.2 a Fast and slow steps in a catalytic cycle are analogous
to the falling of sand grains through an hourglass with narrow and
wide openings. b The thermal cis/trans isomerization of stilbene,
the Diels–Alder cycloaddition of butadiene to ethene, and the
fluorination of gaseous BF3 in the presence of methane are
examples of unimolecular, bimolecular, and termolecular
reactions, respectively.
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2.1.2
The Reaction Profile and the Reaction Coordinate

Most chemical reactions are very complicated. So complicated, in fact, that we cannot
describe their mechanisms accurately. Instead, we approximate the reaction mecha-
nismwith a series of simple elementary reactions, fromwhich we can build amodel.
If the model fits the experimental data well, we say that it gives a good description of
the reaction mechanism.
A catalytic cycle is often made up of several steps. Each of those steps has

�reactants� and �products.� The reactants can either be the products of a former
step, or enter the cycle from outside (Figure 2.3). Similarly, the products of each step
can either remain in the cycle as reactants for the following step, or leave the cycle.We
call those reactants and products that remain in the cycle the catalytic intermediates.
Measuring reaction kinetics (i.e., monitoring the concentrations of reactants,

catalytic intermediates, and/or products over time) often gives relevant information
on the reactionmechanism, the catalytic activity, and the product selectivity. This can
be done in many ways: using gas chromatography (GC), high-performance liquid
chromatography (HPLC), calorimetry, or voltammetry, as well as a variety of
spectroscopic techniques such as infrared or near-infrared spectroscopy, UV–visible
spectroscopy, Raman spectroscopy, NMR spectroscopy, or mass spectrometry. Re-
gardless of the method, following a reaction over time yields a so-called reaction
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Figure 2.3 Proposed catalytic cycle for the Heck reaction between
an alkene and an aryl halide in the presence of a homogeneous
palladium complex.

44j 2 The Basics of Catalysis



profile (Figure 2.4). This is a graph that shows how the concentrations of the various
species change over time.We can then interpret this profile, and formulate a reaction
mechanism which agrees with the experimental data.
All catalytic cycles involve energy changes. Examining these changes is another

useful method for learning about the reaction mechanism. Catalytic reactions are
typically complex, involving many degrees of freedom. The corresponding energy
diagrams aremultidimensional,making visualization difficult. Luckily, inmost cases
one or two degrees of freedom are more important than the others. We call these
important degrees of freedom the reaction coordinates (for example, in the cis/trans
isomerization of stilbene, the important degree of freedom is the rotation around the
C¼C double bond). By plotting the energy changes in a catalytic system along a
reaction coordinate, we obtain a simplified picture of the system. Such a diagram
shows us a �slice� of the multidimensional space (Figure 2.5). In this slice we can
identify and quantify the energy of the various reactants, catalytic intermediates,
products, and transition states.
Reaction profiles are important because they provide information on how con-

centrations change over time. In most cases, the reaction profile pertains to the rate-
determining step. From this we can infer the reaction order and the rate law, and
calculate the rate constant k. Energy/reaction coordinate diagrams are important
because they show the various energy transitions during the catalytic cycle, as well as
the number of catalytic intermediates and transition states. The energy barrier for
reaching each transition state is equal to the activation energy of that step. The higher
the Ea, the higher the barrier. In every catalytic cycle, the highest barrier corresponds
to the rate-determining step, regardless of whether it comes �early� or �late� on the
reaction coordinate. If there are two (ormore) barriers of similar height, itmeans that
two (or more) of the steps are rate-determining. Note that the Arrhenius equation
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Figure 2.4 Example of concentration profiles for two consecutive
first-order reactions, A�!k1 B�!k2 C, with rate constants
k1¼ 0.2min�1 and k2¼ 0.02min�1.
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(Eq. (2.4)) ties together the reaction profiles and the energy/reaction coordinate
graphs, as it relates the reaction rate constant k to the activation energy, Ea.
Note that whatwe see as a �hill�, the energy barrier, is in fact a saddle point between

two bigger hills (see Figure 2.6). The reaction coordinate in the two-dimensional
graph is just one of the system�smany degrees of freedom. Chemical reactions never
climb to the tops of hills – they always go via saddle points. When a catalyst offers a
faster reaction pathway, it is tantamount to an easier path through these mountains.
The catalytic pathwaymay be longer andmore tortuous, but its highest saddle point is
lower than the highest saddle point along the noncatalytic pathway.

2.1.3
Zero-Order, First-Order, and Second-Order Kinetics

Although the overall rate equation of a catalytic cycle is often very complicated, the
elementary reactions that compose the cycle are simple. They usually follow zero-
order, first-order, or second-order rate laws. I give here a short derivation of these
cases. This is by nomeans a comprehensive overview of all the known reaction types,
only the most common ones [2,3,12]. Happily, in practice the simple cases discussed
here suffice.

2.1.3.1 Zero-Order Rate Equations
We say that a reaction is zero order when the rate of reaction is constant, i.e.,
independent of the concentrations. Such a reaction will stop abruptly when the
limiting reactant is completely consumed. Zero-order equations may seem dull, but
they can reveal a lot about the reactionmechanism. The mathematics is very simple.
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catalyst

Energy

Reaction coordinate

transition
states

Reactants,
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Products,
catalyst

Figure 2.5 Energy/reaction coordinate diagram for a two-step
reaction, with two catalytic intermediates and three transition
states.
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For example, if the reaction A!B obeys a zero-order rate law, the differential rate
equation is simply,

� d½A�
dt

¼ k ð2:10Þ
Integration of both sides gives Eq. (2.11), where C is the integration constant.

½A� ¼ � ktþC ð2:11Þ
At time zero, [A]¼ [A]0, and so. . .

½A� ¼ � ktþ ½A�0: ð2:12Þ
Thus, plotting the concentration [A] versus the time twill give a straight line with a

slope of �k and an intercept at [A]0.

2.1.3.2 First-Order Rate Equations
Let us consider the simple reaction A!BþC, where [A]0¼ a. If after t minutes x
moles of A have reacted, then [A]¼ (a� x) and [B]¼ [C]¼ x. The rate of formation of
B and C is dx/dt. For a first-order reaction this rate is proportional to [A], so that. . .

dx
dt

¼ kða� xÞ: ð2:13Þ

Energy

Products,
catalyst

Reactants,
catalyst

Transition
state

Figure 2.6 The traditional diagram of energy versus reaction
coordinate is in fact only a �slice� of the multidimensional space.
This slice represents just one of the degrees of freedom of the
system. Going one dimension higher, we see that the transition
state is not a �maximum� but a saddle point.
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Integrating Eq. (2.13) gives us Eq. (2.14), where C is the integration constant.

� lnða� xÞ ¼ ktþC ð2:14Þ
Often, the initial conditions are that x¼ 0 at t¼ 0, so C¼ ln a, and we get. . .

ln
a

a� x
¼ kt ð2:15Þ

or in terms of the degree of conversion, wA,

� lnð1�cAÞ ¼ kt ð2:16Þ
If the observed reaction is indeed first order, plotting either ln a

a� x against t or
� lnð1�cAÞagainst t should give a straight line with slope¼ k.
The reaction half-life time t1/2, is defined as the time at which the conversion

equals 50%, i.e., when wA¼ 0.5. If we substitute this in Eq. (2.11) we obtain Eq. (2.17).

� lnð1� 0:5Þ ¼ kt

or

t1=2 ¼ ln 2
k

ð2:17Þ

Since k is constant, this means that the half-life of a first-order reaction is always
constant, and independent of the initial substrate concentrations.

2.1.3.3 Second-Order Rate Equations
Consider the reaction AþB!C, where [A]0¼ a and [B]0¼ b. If after t minutes x
moles ofA andBhave reacted, then [A]¼ (a� x), [B]¼ (b� x), and [C]¼ x. The rate of
formation of the productC is again dx/dt. For a second-order reaction, Eq. (2.18) gives
the differential equation and the corresponding integrated form (assuming that x¼ 0
at t¼ 0).

dx
dt

¼ kða� xÞðb� xÞ

� 1
a� b

ln
a� x
b� x

¼ kt

9>>>=
>>>;

ð2:18Þ

The integrated form of Eq. (2.18) does not apply when A�B, and the overall
reaction is 2A!C. Nor does it apply when the initial concentrations are the same,
i.e., when a¼ b. In such cases, the differential equation and the corresponding
integrated form are:

dx
dt

¼ kða� xÞ2

1
a� x

� 1
a
¼ x

aða� xÞ ¼ kt

9>>>=
>>>;

ð2:19Þ
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Thus, plotting x
aða� xÞ against t should give a straight line with slope¼ k. Similarly,

when expressing the reaction progress in terms of the conversion of A, wA, plotting
cA

½A�0ð1�cAÞ against t should give a straight line with slope¼ k.

The half-life time for a second-order reaction is:

t1=2 ¼ 1
k½A�0

ð2:20Þ

Unlike the first-order case, this half-life time depends on the initial concentration.
This is not surprising: For example, in the reaction AþA!products, two A
molecules must collide, and this is more likely at higher [A]0 values.

. CAUTION! Comparing k values between different types of reactions is an
all-too-common mistake. Although we use the same letter k for both first-order
and second-order rate constants, their units differ! A first-order rate constant
has units of [time]�1, while a second-order one has units of [time]�1

[concentration]�1. Comparing these two numbers is like comparing apples and
tomatoes – it is nonsense. This is also the reason why comparing the rate constants
of a reaction with and without a catalyst is meaningless: Consider, for example, the
noncatalytic reaction AþB!C that obeys the second-order rate law shown in
Eq. (2.21).

AþB!C
rate ¼ k½A�½B�

�
ð2:21Þ

. If we add a catalyst, the reaction ratewill change, but sowill the rate law!Most likely,
the new rate equation will depend on the catalyst�s concentration, Eq. (2.22).

AþB �!catalyst
C

rate ¼ k½catalyst�a½A�b½B�g
)

ð2:22Þ

. Depending on the type of catalyst and the new steps involved, the new overall
reaction order may be n¼ 2, n¼ 3, or even n¼ 2.5. The units of the two rate
constants k are different, so comparing their magnitudes makes no sense (and
likewise for A values). There are other measures for comparing reaction rates: for
example, the reaction half-life time, t1/2, or the degree of conversion at a given
time t. Differences in t1/2 with and without a catalyst can be considerable. For
example, the noncatalytic decarboxylation of orotic acid at 25 �C has a half-life time
of 78 million years. Adding the enzyme orotidine 50-phosphate decarboxylase
enhances the reaction rate by a factor of 1017, reducing t1/2 to 0.02 seconds [13,14]!

2.1.4
Langmuir–Hinshelwood Kinetics

The Langmuir–Hinshelwood model describes the most common situation in het-
erogeneous catalysis [15,16]. It assumes that the reactant must be adsorbed on the
catalyst surface before it can react. The reaction then takes place at the active site, and
the product is then desorbed from the catalyst back to the gas phase (Figure 2.7).
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Interestingly, this is also a good description of many (but not all) homogeneous
catalysis and biocatalysis reactions. Here the reactant or the substrate first coordi-
nates to the metal complex or to the enzyme, then a reaction occurs. Finally, the
product dissociates from the catalyst and diffuses back into the solution.
Let us examine the catalytic isomerization of 2-methylheptane A to iso-octane B

(Figure 2.8). This is an important process in fuel production, because of the
differences in the octane number between reactant and product [12,17,18]. The

catalyst support

active site

substrate

adsorption

reaction

desorption

catalyst support

product

catalyst support

catalyst support

Figure 2.7 Cartoon of reaction on a catalyst surface that follows
the Langmuir–Hinshelwood model.
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iso-octane B

2-methylheptane A

k1

k–1

k2k–2

k3

k–3

B

A

unoccupied site,
fraction θ#

occupied site,
fraction θA

occupied site,
fraction θB

Figure 2.8 Schematic catalytic cycle for the isomerization of 2-methylheptane to iso-octane.

50j 2 The Basics of Catalysis



reaction is carried out at high temperatures in the gas phase, over a heterogeneous
catalyst.Wewill discuss heterogeneous catalysts in detail in Chapter 4. For now, let us
assume that the catalyst is a zeolite that has a total of #total active sites, and that the
catalytic cycle is as follows: A adsorbs onto a free active site # on the catalyst surface,
forming the catalytic intermediateA#. This intermediate then isomerizes, givingB#,
another catalytic intermediate. Finally, the product B is desorbed, leaving the active
site available for adsorption of anotherAmolecule, and closing the catalytic cycle. All
of these steps are reversible.
Until now I have used [X] to denote the concentration ofX, regardless of whetherX

is a reactant, product, or catalytic intermediate. In heterogeneous catalysis, however,
the �concentration� of a catalytic intermediate hasno clearmeaning. Instead,we refer
to the fraction of active sites that species X occupies, denoting this fraction as yX.
Thus, yA is the fraction of the active sites occupied byA, yB is the fraction of the active
sites occupied by B, and y# is the fraction of unoccupied active sites. Note that strictly
speaking we should also use partial pressures instead of concentrations for gaseous
reactants and products. For clarity, however, I have stayed with concentrations,
keeping just one type of notation throughout the book.
Equation (2.23)–(2.25) show the three steps in this cycle and their corresponding

differential rate expressions.

Aþ #,k1
k� 1

A#

rate ¼ k1½A�q# � k� 1qA

9=
; ð2:23Þ

A#,k2
k� 2

B#

rate ¼ k2qA � k� 2qB

9=
; ð2:24Þ

B#,k3
k� 3

Bþ #

rate ¼ k3qB � k� 3½B�q#

9=
; ð2:25Þ

This leads to some complicated differential equations which are usually solved
numerically. To simplify things, let us assume that the surface reaction (Eq. (2.24)) is
the rate-determining step, while the adsorption and the desorption steps are at
equilibrium (i.e., the net change in Eqs. (2.4) and (2.6) is zero). In this case, Eq. (2.26)
apply, where KA and KB are the adsorption equilibrium constants for A and B,
respectively.

qA ¼ k1
k�1

A½ �q# ¼ KA A½ �q#
and

qB ¼ k�3
k3

B½ �q# ¼ KB B½ �q#

9>>>>>>=
>>>>>>;

ð2:26Þ
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Substituting these values in the rate-determining step gives Eq. (2.27).

rate ¼ k2KA½A�q# � k�2KB½B�q# ð2:27Þ
Before going further, let us see if Eq. (2.28) agrees with �chemical intuition.� The

rate of the isomerizationA!B increaseswhen [A] is higher, aswell aswhen there are
more free active sites.Moreover, the rate equation is symmetric with respect toA and
B. Indeed, this is what one would expect for this catalytic isomerization.
We can measure [A] and [B], and calculate the constants in Eq. (2.27). However,

measuring the fraction of free active sites y# is difficult. Luckily, we can assume that
#total remains constant throughout the reaction. This is a reasonable assumption,
although in practise the number of active sites sometimes changes due to sintering at
high temperatures, poisoning, or deactivation. We will therefore use the specific
activity (i.e., the activity per active site). Summing the active site fractions yX gives
Eq. (2.28), and substituting the values for yA and yB from Eq. (2.26) then gives
Eq. (2.29).

q# þ qA þ qB ¼ 1 ð2:28Þ

q# þKA½A�q# þKB½B�q# ¼ 1 ð2:29Þ
or

q# ¼ 1
1þKA½A� þKB½B�

The overall rate equation becomes:

rate ¼ ðk2KA½A� � k�2KB½B�Þ
1þKA½A� þKB½B� ð2:30Þ

Thus, we have simplified our system by assuming that the surface reaction is rate-
determining. Remember, however, that although introducing a rate-determining
step simplifies things, pinpointing this step can be difficult. Theremay even bemore
than one rate-determining step per reaction!

2.1.5
The Steady-State Approximation

Most catalytic cycles contain several steps that are intricately related. Although the
rate equations of individual steps are usually simple, the overall rate equation is often
very complex. Moreover, measuring the concentrations of catalytic intermediates is a
difficult task. One way of overcoming these difficulties is by assuming that the
concentration of the catalytic intermediates remains constant throughout the reac-
tion – at a steady-state concentration (see Figure 2.9a). This is a reasonable
assumption even in batch reactors, because in every cycle the catalytic intermediates
are formed and consumed continuously. It certainly applies to continuous processes,

(2.29)
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and this is important because all the large-scale (and also some medium- and small-
scale) industrial processes are continuous ones. Such processes operate 24 h per day,
seven days a week, in plug-flow reactors (PFRs) or in continuous stirred-tank
reactors (CSTRs). They are never stopped, because reaching the optimal working
conditions takes a long time and costs a lot of money. If you stop a large-scale
continuous process for a week (for changing the catalyst, for example, or replacing
a distillation unit, or sending all the workers on a joint vacation to Hawaii) you may
need three to four weeks of restarting before the process conditions stabilize again.
Continuous processes have neither �start� nor �end.� There is just a feed
stream going in and a product stream coming out, with a small amount of active
catalyst in the reactor. This is exactly the situation that the steady-state approximation
describes.
The steady-state approximation applies to diverse situations in homogeneous

catalysis, heterogeneous catalysis, and biocatalysis. Remember, however, that it does
not apply to the �beginning� and �end� segments of batch reactions. Assuming that a
speciesX is in a steady state does not imply that its concentration is low (although this
is often the case with catalytic intermediates). It simplymeans that the concentration
remains constant over time, i.e., d[X]/dt¼ 0. Free-radical reactions are a good
example: the free-radical concentration increases in the initiation stage, then remains
constant (steady-state) through the propagation stage, and finally decreases in the
termination stage.
For example, if we apply the steady-state approximation to the catalytic inter-

mediates of the 2-methylheptane/iso-octane isomerization from the previous section
we obtain Eqs. (2.31)–(2.33).

dqA
dt

¼ 0

� k1½A�q# � k�1qA � k�2qA � k�2qB ¼ 0

� qA ¼ k1½A�q# � k�2qB
k�1 þ k2

ð2:31Þ
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Figure 2.9 a Concentration profile of a steady-state intermediate;
b the Lineweaver–Burk plot.
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dqB
dt

¼ 0

� k2qA � k�2qB � k3qB þ k�3½B�q# ¼ 0

�qB ¼ k2qA þ k�3½B�q#
k�2 þ k3

ð2:32Þ

dq#
dt

¼ 0

�� k1½A�q# þ k� 1qA þ k3qB � k3½B�q# ¼ 0

ð2:33Þ

From these equations we can express yA, yB, and y# as a function of [A] and [B].

2.1.6
Michaelis–Menten Kinetics

Originally published in 1913 as a rate law for enzymatic sugar inversion [19], the
Michaelis–Menten rate equation is also used frequently for describing homo-
geneously catalyzed reactions. It describes a two-step cycle (Eqs. (2.34) and (2.35)):
the catalyst (the enzyme, E) first reacts reversibly with the substrate S, forming an
enzyme–substrate complex ES (a catalytic intermediate). Subsequently, ES decom-
poses, giving the enzyme E and the product P. This second step is irreversible.

EþS,k1
k�1

ES ð2:34Þ

ES�!k2 EþP ð2:35Þ
If the initial concentration of the enzyme is [E]0, then at any time t, [E]0¼ [E]þ [ES].

Thus the reaction rate depends on the enzyme concentration, even though the
enzyme remains unchanged at the end of the cycle. The product formation rate and
the change in concentration of the catalytic intermediate ES are then given by
Eq. (2.36).

d½P�
dt

¼ k2 ES½ �

and

d½ES�
dt

¼ k1 E½ � S½ � � k�1 ES½ � � k2 ES½ �

9>>>>>>>=
>>>>>>>;

ð2:36Þ

Assuming the steady-state approximation for [ES] (which is a reasonable assump-
tion because ES is a catalytic intermediate), we obtain Eq. (2.37).

d½ES�
dt

¼ 0

� ES½ � ¼ k1½E�½S�
k�1 þ k2

9>>>>=
>>>>;

ð2:37Þ
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For the substrate, we know that [S]total¼ [S]þ [ES]. However, as [E]0� [S]0, we can
approximate that [S]total¼ [S]. The Michaelis equilibrium constant, Km, is defined as
in Eq. (2.38),

Km ¼ ½E�½S�
½ES� ¼ k� 1 þ k2

k1
ð2:38Þ

and since

½E�0 ¼ E½ � þ ES½ � ¼ ½ES�Km

½S� þ ES½ � ð2:39Þ

the concentration of the catalytic intermediate is given by Eq. (2.40), and the product
formation rate by Eq. (2.41).

ES½ � ¼ ½E�0½S�
Km þ ½S� ð2:40Þ

d½P�
dt

¼ k2 ES½ � ¼ k2½E�0½S�
Km þ ½S� ð2:41Þ

We see that the rate of the enzyme-catalyzed reaction depends linearly on the
enzyme concentration, and in a more complicated way on the substrate concentra-
tion. Thus, when [S]�Km, (Eq. (2.41)) reduces to v¼ k2[E]0, and the reaction is zero
order in [S]. This means that there is so much substrate that all of the enzyme�s
active sites are occupied. It also means that [S] remains effectively unchanged, even
though products are formed. This situation is known as saturation kinetics. The
value k2[E]0 is also called the maximum velocity of the enzymatic reaction, and
written as vmax.
Conversely, if [S]�Km, (Eq. (2.42)) reduces to v¼ (k2/Km)[E]0[S]. This means that

the active sites on the enzyme are effectively unoccupied. The ratio k2/Km is also
known as the enzyme�s specificity constant, a measure of the enzyme�s affinity for
different substrates. Thus, if the same enzyme can catalyze the reaction of
two substrates, S and S�, the relative rates of these two reactions are compared
using (k2/Km)S:(k2/Km)S�. Because the specificity constant reflects both affinity and
catalytic ability, it is also used for comparing different enzymes.
There are several ways of visualizing enzyme kinetic data, and calculating the

values ofKm and vmax. Each approach has advantages and disadvantages [20,21]. One
way to determine the values of Km and vmax is to plot the reciprocal of the reaction
velocity, 1/v, against the reciprocal substrate concentration 1/[S], since

1
v
¼ Km þ ½S�

k2½E�0½S�
¼ Km

k2½E�0
	 1
½S� þ

1
k2½E�0

or

1
v
¼ Km

vmax
	 1
½S� þ

1
vmax

9>>>>>>=
>>>>>>;

ð2:42Þ

Plotting 1/v versus 1/[S] should give a straight line, with a slope of Km/vmax

and intercepts at 1/vmax and �1/Km, respectively. This double reciprocal plot is
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known as the Lineweaver–Burk plot (Figure 2.9b) [22]. It can give useful
information, but there is a catch: although this plot is used very often in
biocatalysis research, it is often misinterpreted. At low substrate concentrations
(high 1/[S] values), small errors in the rate v will result in enormous errors in
1/v. Conversely, the errors in 1/v at high substrate concentrations will be very
small (indeed, one hidden �advantage� of the Lineweaver–Burk plot is that it
disguises large measurement errors).
Alternatively, you can linearize the Michaelis–Menten equation by using an

Eadie–Hofstee plot [23,24]. Here the reaction velocity, v, is plotted as a function of
v/[S], as shown in Eq. (2.43). This approach is more robust against error-prone data
than the Lineweaver–Burk plot, because it gives equal weight to data points in any
range of [S] or v. The disadvantage here is that both the ordinate and the abscissa
depend on v, so any experimental error will be present in both axes.
In summary, representing enzyme kinetics using linearized plots of the

Michaelis–Menten equation is useful for viewing the data. However, the best way
of analyzing enzyme kinetic data is by fitting them directly to the Michaelis–Menten
equation using nonlinear regression [25]. Unlike in 1934, today there are computers
for doing this.

v ¼ �Km
v
½S� þ vmax ð2:43Þ

Another way of evaluating enzymatic activity is by comparing k2 values. This first-
order rate constant reflects the capacity of the enzyme–substrate complex ES to form
the product P. Confusingly, k2 is also known as the catalytic constant and is
sometimes written as kcat. It is in fact the equivalent of the enzyme�s TOF, since
it defines the number of catalytic cycles the enzyme can undergo in one time unit.
The k2 (or kcat) value is obtained from the initial reaction rate, and thus pertains to the
rate at high substrate concentrations. Some enzymes are so fast and so selective that
their k2/Km ratio approaches molecular diffusion rates (108�109 Ms�1). This means
that every substrate/enzyme collision is fruitful, and the reaction rate is limited only
by how fast the substrate molecules diffuse to the enzyme. Such enzymes are called
kinetically perfect enzymes [26].

2.1.7
Consecutive and Parallel First-Order Reactions

Acatalytic cycle is a sequence of steps.When one step ismuch slower than the others,
we say that this step is rate determining and we ignore, for kinetics purposes, the
other (fast) steps. Nevertheless, sometimes there are two slow steps with similar
rates, and sometimes the rate of a specific step changes in the course of the reaction or
under different conditions. One common situation is that of two consecutive first-
order reactions, as in Eq. (2.44).

A�!k1 B�!k2 C ð2:44Þ
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Here, k1 and k2 are both first-order rate constants, with the subscripts indicating
the first and second reaction, respectively. Adding the intermediateB complicates the
reaction dynamics considerably. If the initial concentration ofA is [A]0 and the initial
concentrations of B and C are both zero, the reaction profiles are given by Eq. (2.45).

½A� ¼ ½A�0e� k1t

B½ � ¼ ½A�0
k1

k2 � k1
ðe�k1t � e�k2tÞ

C½ � ¼ ½A�0
k2 � k1

ð� k2e
�k1t þ k1e

�k2tÞþ ½A�0

9>>>>>>=
>>>>>>;

ð2:45Þ

I recommend that you write out Eq. (2.45) and confirm that if one of the steps
becomes rate determining (i.e., if k1� k2 or k2� k1) the rate laws reduce to a simple
first order. Although this is still a relatively simple system, it has no analytic solution.
There is no explicit expression for k1 and k2 which is analogous to the solutions for
first-order or second-order equations. This is often the case with complex kinetics.
Such systems are usually solved numerically [27].
Parallel reactions are very common in chemistry. They play a key role in catalysis,

because the catalyst effectively creates a parallel alternative to the noncatalyzed
reaction. Inmany cases a catalytic reaction will yield several products, because one of
the catalytic intermediates can react via two different pathways. The general scheme
for two parallel reactions is shown in Eq. (2.46), and the corresponding differential
rate equations for B and C are Eq. (2.47).

A�!k1 B
A�!k2 C

�
ð2:46Þ

d½B�
dt

¼ k1ð½A�0 � B½ � � C½ �Þ

d½C�
dt

¼ k2ð½A�0 � B½ � � C½ �Þ

9>>>>=
>>>>;

ð2:47Þ

If the initial concentration ofA is [A]0 and the initial concentrations of B and C are
both zero, the corresponding reaction profiles are given by Eq. (2.48).

½A� ¼ ½A�0e�ðk1 þ k2Þt

B½ � ¼ k1½A�0
k1 þ k2

1� e�ðk1 þ k2Þt
h i

C½ � ¼ k2½A�0
k1 þ k2

1� e�ðk1 þ k2Þt
h i

9>>>>>>>=
>>>>>>>;

ð2:48Þ

The product selectivity is determined by the ratio k1/k2. If k1 and k2 pertain to the
high barriers in the overall catalytic cycle, the parallel reaction is also rate determining
(Figure 2.10a). If there is another, higher, barrier �earlier� in the cycle, then the
selectivity is not connected to the rate-determining step (Figure 2.10b). This com-
plicates things, since kinetic studies usually give information only about the rate-
determining step(s).
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2.1.8
Pre-Equilibrium, �Catalyst Reservoirs,� and Catalyst Precursors

Often, what we call �the catalyst� is only a catalyst precursor. When we add this
precursor to the reaction, the catalytic cycle commences. In such cases, the real active
catalyst forms in situ, either by decomposition of the precursor or by its reaction with
one of the reagents. Sometimes, when the substrate is consumed completely, the
catalyst reverts to its precursor configuration. The precursor and the active catalyst are
frequently in equilibrium, with the precursor acting as a �catalyst reservoir� which
supplies the catalytic cycle continuously with a small amount of active intermediate.
This situation is known as pre-equilibrium (Figure 2.11, inset). For example, in
homogeneous catalysis, two active catalytic intermediates may dimerize. The stable
dimer (the catalyst precursor) is the reservoir for the monomer (the active catalytic
intermediate). Denoting the dimer asD and the active catalytic intermediate asQ, and
assuming thatQ reactswith the substrateS, giving the productP, we obtain Eq. (2.49).

D,k1
k� 1

2Q

QþS�!k2 QþP

9=
; ð2:49Þ

From Eq. (2.49) we derive the differential rate equations Eq. (2.50).

d½D�
dt

¼ � k1 D½ � þ 4k�1ð½D�0 � ½D�Þ2

d½S�
dt

¼ � 2k2ð½D�0 � D½ �Þ S½ �

9>>>>=
>>>>;

ð2:50Þ
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Figure 2.10 Energy/reaction coordinate diagrams for a generic
parallel reaction. The parallel reaction determines the product
selectivity, and may be a rate-determining or b not rate-
determining.
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Here one usually resorts to numerical methods. Surprisingly, in this case the
differential equations do have an analytic solution, although it is quite daunting,
namely Eqs. (2.51) and (2.52), where f ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k1ðk1 þ 16½D�0k�1Þ
p

.

D½ � ¼ 1
8k�1

k1 þ 8½D�0k�1 � ftanh
ft
2
þ arctanh

k1
f

� �� �
ð2:51Þ

S½ � ¼ 2� k2
k�1 ½S�0e

k1k2 t
4k�1

½D�0k�1
k1 þ 16½D�0k�1

� �� k2
4k�1

cosh
ft
2
þ arctanh

k1
f

� �� k2
2k�1

ð2:52Þ

Figure 2.11 shows the corresponding reaction profile. It begins with an induction
period (the small plateau at low t values), and then proceeds as a first-order reaction.
Once the system reaches the equilibrium between the precursor D and the active
catalytic intermediate Q, the overall reaction rate reflects the first-order rate-
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Figure 2.11 Reaction profile showing the substrate conversion in
a pre-equilibrium system followed by first-order kinetics. Note the
importance of frequent sampling; in this case, sampling every
5min would not show the induction period (compare the þ and

 symbols). The inset shows a generic catalytic cycle with a
pre-equilibrium step.
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determining step in Eq. (2.49). Indeed, this type of reaction profile (induction
period followed by first-order or second-order kinetics) indicates a catalyst
precursor, active intermediate pre-equilibrium process.
One example of such a pre-equilibrium is the palladium-catalyzed Heck cross-

coupling between p-bromocyanobenzene and n-butyl acrylate. This reaction is often
studied because it is fast, selective, and easy to run in the lab. Nearly every type of Pd
species will catalyze such Heck reactions (or, more accurately, nearly every Pd
precursor will transform in the presence of the reactants into an active catalytic
intermediate), from heterogeneous Pd/C [28,29] to homogeneous PdCl2 [30]. In this
example, the catalyst precursor is a dimer of two catalytic intermediates. Each
intermediate containing a Pd center coordinated to amonodentate phosphoramidite
ligand, a Br� anion, and an aryl ring [31]. Figure 2.12 shows the dimer–monomer
equilibrium and the adjacent catalytic cycle. Monitoring the reactant concentration
over time gives a reaction profile like that shown in Figure 2.11, which indicates pre-
equilibrium followed by a first-order reaction.

2.2
Practical Approaches in Kinetic Studies

The literature abounds with papers on kinetic andmechanistic studies. There are no
set rules for finding out reaction mechanisms. Searching for the mechanism of a
chemical reaction is challenging, frequently frustrating, and sometimes reward-
ing [32].Monitoring reaction profiles and analyzing reaction kinetics is very useful for
testing mechanistic assumptions. The catalytic cycle is a �black box�, and kinetic
studies help you look into parts of this box. They give us direct information on the
species involved in the rate-determining step, and sometimes also indirect informa-
tion on the fast steps [33]. Determining the reaction order and the rate law is the
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Figure 2.12 Dimer–monomer pre-equilibrium and catalytic cycle
for the Heck coupling of p-bromocyanobenzene and n-butyl
acrylate.
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fundamental challenge in kinetic studies. The rate law is closely related to the reaction
mechanism. Understanding the mechanism increases your chances of designing a
better catalyst, and/or finding improved reaction conditions.

2.2.1
Initial Reaction Rates and Concentration Effects

Measuring the initial reaction rate is a goodmethod for determining the rate equation
when you have little or no prior information on the reaction. The reason is that when t
is close to t0 the experimental conditions are well defined, and the initial reaction rate,
v0, reflects these conditions. For elementary reactions, the reaction order is derived
directly from the stoichiometry, and one can easily calculate the rate constant.
Conversely, for nonelementary reactions (i.e., when the partial reaction orders for
each component may differ from the stoichiometry of that component), the reaction
order must first be found by experiment. Once you find the reaction order, you can
derive the rate equation and calculate the rate constant. A simple solution is running
several reactions and quantifying the concentration effects of each component. This
gives the partial reaction order for each component. In general, for a system with n
reagents you need nþ 1 initial rate measurements under different conditions for
determining the reaction rate law.
As an example, consider the reaction AþB!C, and let us assume that this is a

nonelementary reaction. The rate equation in this case is Eq. (2.53), andwemust find
the values ofa,b, and k.Wedo this by designing experiments in away that isolates the
contribution of each reactant to the initial rate, as shown in Table 2.1.

rate ¼ k½A�a½B�b ð2:53Þ

Comparing the initial rates for runs 1 and 2, where [B]0 is doubled but [A]0 is
unchanged, we see that the rate also doubles. Therefore this reaction isfirst order inB
(b¼ 1). Similarly, comparing the initial rates for runs 2 and 3, where [A]0 is doubled
but [B]0 is unchanged, shows that the doubling of [A]0 does not affect v0. This means
that the reaction is zero order in [A] (a¼ 0). The overall rate equation is therefore
Eq. (2.54).

rate ¼ k½A�0½B�1 ¼ k½B� ð2:54Þ

Table 2.1 Measured concentrations of alkene A over time.

Run [A]0/M [B]0/M v0/M min�1

1 1.00 1.00 0.0162
2 1.00 2.00 0.0324
3 2.00 2.00 0.0324
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We can easily calculate k from any of the above experiments by substituting the v0
and [B]0 values into Eq. (2.54). For example, substituting the values for run 2
([B]0¼ 2.00 M and v0¼ 0.0324min�1) gives Eq. (2.55).

k ¼ v0
½B�0

¼ 0:0324Mmin� 1

2:00M
¼ 0:0162min� 1 ð2:55Þ

2.2.1.1 Concentration Effects
One can also validate a proposed catalytic cycle by changing the concentrations of
various species and comparing the resulting reaction profiles. For example, suppose
that you run a homogeneously catalyzed reaction, but your �catalyst� is really only a
catalyst precursor, and a ligand must dissociate from it to give the active catalytic
intermediate. In such a case, adding more ligand should retard the reaction, as the
excess ligand would drive the dissociation/association equilibrium towards the
inactive catalyst precursor.

2.2.2
Creating Pseudo Order Conditions

By using a large excess of a reagent you can effectively remove that reagent from the
reaction rate equation. The reagent does not disappear, of course, but because its
concentration is high compared with the change of concentration caused by the
reaction, it remains effectively constant. This lowers the overall reaction order,
creating a pseudo order that gives information on the role of the remaining reagents.
For example, for the second-order elementary reaction AþB!C, the rate equation
for a stoichiometric mixture of A and B is Eq. (2.56), where k is the second-order rate
constant.

rate ¼ k½A�½B� ð2:56Þ

If we run the same reaction starting from a 200:1mole/mole mixture of A and B,
the change in [A] will never bemore than 0.5%, because even at full conversion there
will still be 199 equivalents ofA left. This means that [A]¼ [A]0, giving a pseudo first-
order reaction profile that depends only on [B]. In the corresponding rate equation
(Eq. (2.57)), the pseudo first-order constant k0 ¼ k[A]0. Pseudo order conditions are
very useful for isolating the contribution of a chemical species to the rate-determin-
ing step.

rate ¼ k
0 ½B� ð2:57Þ

Note that the definition of �a large excess� depends on your analytical method. The
excess must be sufficiently large for the change in concentration to be within the
experimental error range. For example, when using GC analysis, the total measure-
ment errormay be�1%. In this case, a 100-fold excesswill work just aswell as a 1000-
fold excess.
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2.2.3
What You See versus What You Get

Throughout this chapter we assume that by measuring concentration changes, we
can easily determine the reaction order. Sometimes this is indeed so: you try fitting
either � lnð1�cAÞ or cAð1�cAÞ to the reaction profiles, then compare the R2

(correlation coefficient) values and find that one equation fits much better than the
other. However, sometimes the differences are small, or you do not have enough
sampling points, or you may be sampling at the wrong times. A detailed discussion
on sampling and statistical relevance is out of the scope of this book, but there are
several texts that explain the importance of these points [34,35]. Themaxim �garbage
in/garbage out� is very relevant here, because inaccurate reaction profiles often lead
to erroneous conclusions. Proper validation of every kinetic model is essential (see
also the discussion onmodel validation and �separating knowledge from garbage� in
Chapter 6).
Another problem is that kinetic studies are limited to the species that you can �see�.

You may be monitoring the wrong species. This is especially relevant in the case of
catalytic intermediates, which are often present only at low concentrations and
cannot be isolated in vitro. For example, monitoring the concentration of an
organometallic complex by NMR requires a minimum concentration, regardless of
whether this complex is the active catalytic intermediate or not. Sometimes the active
intermediates never attain these minimum concentrations, and so you never see
them. Similarly, observing a metal–ligand complex does not guarantee that this
complex participates in the catalytic cycle. One way to solve this problem is by
combining two ormoremonitoringmethods. Computer simulations are also useful,
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Figure 2.13 Stoichiometric reactions with isolated catalytic
intermediates can provide support for the mechanism (or
sometimes disprove it).
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as they can visualize intermediates that cannot be seen experimentally. Chapter 6
gives more details on the various computational approaches in catalysis research.

2.2.4
Learning from Stoichiometric Experiments

Performing reactions with stoichiometric amounts of catalyst is one of the most
useful techniques in catalysis research. Such reactions often give valuable informa-
tion on specific steps in the catalytic cycle. If you can isolate one of the catalytic
intermediates, you can examine the role of this intermediate in a stoichiometric
reaction with the appropriate reagent in the catalytic cycle. In this way you can isolate
one or more steps from the cycle and analyze their kinetics. If a specific catalytic
intermediate is unstable, there may be a stable analogue that can be isolated and
tested. For example, Keim and co-workers postulated the P�O nickel hydride
complex shown in Figure 2.13 as a catalytic intermediate in the oligomerization
cycle of the Shell higher olefins process (SHOP) based on in situ NMR studies [36].
They isolated an analogous hydride complex and showed that it underwent reversible
insertion with ethylene, supporting the catalytic cycle [37].
Another example is the palladium-catalyzed oxidation of ethylene to acetaldehyde

in the presence of oxygen and cupric salts, the so-called Wacker reaction. This
catalytic cycle combines two stoichiometric processes, which involve first the
reduction of PdII to Pd0, followed by reoxidation with CuII. The understanding of
the first step of this process came from the earlier work of Kharasch et al., who
showed that the stoichiometric dinuclear complex shown in Figure 2.14 decomposed
in the presence of water to acetaldehyde (ethanal), Pd0 and HCl [38].

2.3
An Overview of Some Basic Concepts in Catalysis

If we look at the entire reaction system as a �black box,� it seems that the catalyst
simply �lowers the activation energy.� We now know that this is true in only a few
cases. In most cases, the catalyst actually opens an alternative reaction pathway. This
pathway is often more complicated, and includes several catalytic intermediates.
However, the highest activation barrier in the catalytic pathway is still lower than that
of the noncatalytic one.We also know that the catalyst does not and cannot change the
thermodynamics, and that it catalyzes both the forward and reverse reactions (just as
a pathway betweenmountains eases crossing in both directions). Thismeans that the
best catalyst for the reaction AþB!C is also the best catalyst for the reaction

Pd
Cl

Pd
Cl

ClCl
+  H2O 2Pd0  +  4HCl  +  2CH3CHO

Figure 2.14 Decomposition of the binuclear complex Pd2Cl4(C2H4)2 in the presence of water.
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C!AþB. Now that we have some background on the kinetics of various reaction
types, let us examine some common qualitative concepts in catalysis.

2.3.1
Catalyst/Substrate Interactions and Sabatier�s Principle

The interaction between the catalyst and the substrates, intermediates, and products
is extremely important. If it is too weak, the substrate will drift away from the catalyst
and no reaction will take place. Conversely, if it is too strong, the substrate (or the
product) will never leave the catalyst, causing poisoning or inhibition (see below).
Thus, even without complicated equations, we see that some catalyst/substrate
interactions should be �just right� – not too weak and not too strong. This qualitative
concept is known as Sabatier�s principle, named after the French chemist Paul
Sabatier, who shared the 1912 Nobel Prize in chemistry with Victor Grignard.
Figure 2.15 (left) shows how the reaction rate depends on the heat of adsorption [39].
At first, as the heat of adsorption increases, the reaction rate also increases. More
substrates bind to the catalyst and there is a higher chance of reaction.When the heat
of adsorption is too strong, however, the reaction rate starts to decrease, because now
the substrates (or products) do not leave the catalyst. This type of plot is called a
volcano plot, and is quite common in catalysis [40]. For example, the activity of metal
oxide catalysts in cyclohexane dehydrogenation depends on their position in the
periodic table [41], as does that of transition metal sulfides in hydrodesulfurization
(Figure 2.15, right [42]).
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2.3.2
Catalyst Deactivation, Sintering, and Thermal Degradation

Up to now we have neglected any problems in the course of the reaction. In practice,
however, catalytic systems exhibit all sorts of unwanted effects. Catalytic intermedi-
ates (or the active sites) can lose or gain activity as the reaction progresses, because
catalysts are often sensitive to changes in acidity/basicity, temperature, pressure, and
phase composition.Moreover, as the conversion increases, products and by-products
can bind to the catalyst, thereby changing the preferred reaction pathway. Such
processes are known as deactivation, sintering, inhibition, or poisoning.

2.3.2.1 Catalyst Deactivation
This is a general term for a common situation in catalysis, where a catalyst becomes
less active as the reaction progresses. An organometallic complex catalyst, for
example, may dimerize or oligomerize, reducing the concentration of active catalytic
intermediates. Often, the activity depends on specific ligating groups. If these are
destroyed via side-reactions – e.g., due to pH changes, oxidative degradation,
increasing temperature, or the formation of additional phases – the catalyst will
deactivate. When a catalyst deactivates, the reaction profile deviates from the �ideal�
rate law. The deactivation can follow a first-order (e.g., thermal decomposition) or
second-order (e.g., dimerization) rate law.Nevertheless,many deactivation processes
are very complicated, and incorporating them into the kinetic scheme is difficult.
Although it sounds trivial, switching to a more stable catalyst is still the best way of
avoiding deactivation problems.
Deactivation may seem less important, but designing effective catalysts hinges

on our understanding of the various deactivation processes [43,44]. One such
example is the family of tetraamido macrocycle ligands (TAML) developed by
Collins and co-workers [45]. Manganese and iron complexes of these ligands activate
H2O2, probably via metal–oxo catalytic intermediates [46] This makes them good
catalysts for cleaning up aqueous waste effluents. Collins used an iterative design
approach [47], studying the deactivation by oxidative degradation and identifying
the vulnerable site (Figure 2.16). This increased the robustness in each new
generation of ligands.

2.3.2.2 Catalyst Sintering and Thermal Degradation
Catalyst deactivation via thermal degradation or sintering is a commonphenomenon
in heterogeneous catalysis. At high temperatures, the support pore structure may
collapse, and the size and shape of the metal crystallites can change. This decreases
the catalyst�s surface area and the number of active sites [48]. The temperature at
which this happens varies, but many metals are already sensitive to sintering at
�200 �C below their melting point. Automotive catalysts are a good example where
sintering is a problem, because the catalytic converter is installed near the engine.
Three-way catalysts must typically operate at temperatures as high as 1000 �C [49].
Figure 2.17 illustrates the sintering of ametal catalyst on a porous solid support. This
can occur by two pathways: atom migration and crystallite migration [50]. In the
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Figure 2.17 Different aspects of catalyst sintering: a crystallite
migration; b atom migration; c phase transformation of the
support at high temperatures.
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former, metal atomsmigrate from one crystallite to another via the surface or the gas
phase. Smaller crystals are more likely to lose atoms this way, because they have a
higher surface area and correspondingly a higher proportion of atoms at high-energy
sites. Thus, the big clusters get bigger and the small clusters become even smaller.
Conversely, in the crystallitemigrationmodel, entiremetal crystallitesmigrate on the
support surface, collide, and coalesce [51,52].
Sintering is a complex process [43,53]. It depends on temperature, support

composition, support porosity, type of active metal, and surrounding atmosphere.
At lower temperatures (typically �600 �C for noble metals) the primary sintering
route is atom transfer from small metal particles via surface diffusion. Crystallite
migration becomes important at higher temperatures. As a rule of thumb, a metal
catalyst will start sintering when the temperature is roughly half of the metal�s
melting point. Another type of sintering occurs when the crystal phases of the
support itself transform. This happens only at very high temperatures (typically above
1000 �C). Such transformations collapse the pore structure, thereby reducing the
surface area and blocking access to active sites.

2.3.3
Catalyst Inhibition

Catalyst inhibition is traditionally associated with biocatalytic processes, but can also
apply to homogeneous and heterogeneous catalysis. Competitive inhibition is
analogous to competitive adsorption in gas/solid heterogeneous catalysis, where
two molecules from the gas phase compete for the same active site on the catalyst
surface. A competitive inhibitor is any chemical species Iwhich can bind to the same
site as the substrate, or to another site on the enzyme (an allosteric site). The overall
reaction scheme is then given by Eqs. (2.58)–(2.60), where EI indicates an
enzyme–inhibitor complex.

EþS,k1
k�1

ES ð2:58Þ

ES�!k2 E þ P ð2:59Þ

Eþ I,ki
k�i

EI ð2:60Þ

Thus, every EI complex reduces the amount of enzyme available for catalysis,
regardless of where the inhibitor binds. As shown in Eq. (2.60), inhibition is a
reversible process. The degree of reversibility depends on the ratio ki : k�i, or in other
words, on the inhibitor binding equilibrium constant, Ki.
A noncompetitive inhibitor binds only at an allosteric site. This changes the

properties of the active site and stops or retards the catalytic activity [54]. The structure
and shape of the enzyme change, reducing the �active enzyme� concentration and
decreasing vmax. Since the inhibitor does not compete with the substrate, increasing
the substrate concentration does not help here. Nature uses competitive product
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inhibition to ensure that reactions do not proceed too far. Noncompetitive inhibitors
are important in drug research, e.g. as drugs for treating Alzheimer�s disease [55].

2.3.3.1 Catalyst Poisoning
This is basically a bad case of inhibition. When an inhibitor bonds irreversibly to the
catalyst, we say that it �poisons� the catalyst. In enzymatic catalysis, Eq. (2.60)
becomes irreversible. If there is enough poison, the catalytic cycle will grind to a halt.
In heterogeneous catalysis people distinguish between �permanent poisons� and
�temporary poisons� [56]. For the latter, the catalyst can be regenerated, usually by
recalcining (burning off the poison at high temperature). Like sintering and inhibi-
tion, poisoning depends on temperature and reaction conditions. Poisons can be
selective for a certain catalyst, or for certain reactions. Coke, sulfur, and phosphorus
are commonpoisons in automotive catalysis, aswas leadwhen itwas still being added
to gasoline as an �anti-knocking� agent [57].

2.4 Exercises

1. The molecular formula of A is C4H6. When 1 mole of A was mixed with 1mol of
Br2, the flask became hot. A colorless product B was observed by gas chromatog-
raphy. In another experiment, 1mol of Awas mixed with 1.5mol of Br2; the flask
became hot but the color of the solution remained red. In a third experiment, UV
light was shone on a flask containing A, and the product Cwas observed. Kinetic
studies showed that the formation of B and C both fit to second-order rate laws.

(a) Write out the rate equations for the formation of B and C.
(b) Draw the structures of A, B, and C (there are three possibilities).
(c) Osmium tetraoxide (OsO4) can catalyze the breaking of double bonds by ozone

to form carboxylic acids. A (1mol) was mixed in a closed flask with 1mol of
ozone and 0.005mol of OsO4, and after 30min a reaction sample was analyzed
by GC. A had disappeared, but no product was observed. Explain these
observations.

2. Maria and Fatima performed some experiments as part of their fifth-year research
project, to monitor the catalytic activity of niobium complexes in the scission of
dicyclohexyldicyclopropane (Figure 2.18). They performed the reactions in well-
stirred 200mL round-bottomed flasks immersed in oil baths connected to a reflux
apparatus, and measured the reaction progress by taking samples from the
mixture and monitoring them by GC. Maria injected eight samples. Fatima
injected only three samples. Maria ran the reaction with no catalyst, using ethanol
as a solvent and heating the oil bath to 160 �C. Fatima performed the reaction with
1mol% catalyst, using ethanol as a solvent. She heated the oil bath to only 80 �C.
Figure 2.18 shows the results of both experiments.

Decide if the following statements are true or false, and explain your decisions.
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(a) Maria�s reaction is faster.
(b) Fatima�s reaction is faster.
(c) If Maria repeated the reaction using two times as much dicyclohexyldicyclo-

propane, she would reach 50% conversion after 3 h.
(d) If Fatima used 2mol% catalyst instead of 1mol%, her reaction would go twice

as fast.
(e) If there are differences in the rates of the reactions, they are due to the different

temperatures in the oil baths.

3. The synthesis of lineatin, a pheromone of the insect Trypodendron lineatum,
involves the enantioselective addition of methane to the double bond of alkene A
in the presence of a chiral rhenium catalyst on silica (Re�/silica; see Figure 2.19).
Michael performed eight separate experiments for this reaction in a 500mL high-
pressure stirred autoclave reactor using liquid methane as a solvent and
0.05mmol catalyst. The results are shown in Table 2.2.

In a second study, Abdelhafid performedfive experiments in a 500mL stirred tank
reactor at 20 �C, using an inert organic solvent, 0.05mmol catalyst, 1.000mM alkene
A and 1 atm of methane. In all these five experiments it was found that the reaction
fitted a second-order rate law.

(a) Write out the rate equation that fits Michael�s results.
(b) Calculate the value of the rate constant that Michael found.
(c) Write out the rate equation fits Abdelhafid�s results.
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Figure 2.18 The reaction profiles obtained by Maria and Fatima.
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(d) What is the reason for the different results observed by Michael and
Abdelhafid?

(e) Both students repeated their first experiment again without changing condi-
tions but using CD4 instead of methane. What did they observe? Will the
kinetics change?

4. The acid-catalyzed reaction A�!acid B follows first-order kinetics. Which one of the
following five sentences is true? Prove that your answer is correct.

(a) If it takes 20min to reach 50% conversion at 300K, it will take 200min to reach
99.9% conversion at 300K.

(b) If it takes 20min to reach 50% conversion at 300K, it will take 40min to reach
99.9% conversion at 300K.

(c) If it takes 20min to reach 50% conversion at 300K, it will take 320min to reach
99.9% conversion at 300K.

(d) Regardless of the time it takes to reach 50% conversion, an acid-catalyzed
reaction will never reach more than 90% conversion.

(e) If it takes 20min to reach 50% conversion at 300K, it will take 30min to reach
99.9% conversion at 300K.

5. The epoxidation of cyclobutene (1) to cyclobutane oxide (2) with nitrous oxide
(Figure 2.20)was studied byUseless Polymers Inc. as a possible step in the route to
1,2-cyclobutadiol. Researchers Hannah and John chose two catalysts for kinetic
studies, catalyst A and catalyst B.

O

alkene A lineatin

O O
O

H3C

H

+  CH4
Re*/silica

liquid methane

Figure 2.19 The methane asymmetric addition step in the synthesis of lineatin.

Table 2.2 Measured concentrations of alkene A over time.

Experiment Time/min [A]/mM Time/min [A]/mM

1 0.0 0.500 120.0 0.248
2 0.0 1.000 120.0 0.503
3 0.0 1.200 120.0 0.611
4 0.0 1.600 120.0 0.788
5 0.0 2.000 120.0 0.986
6 0.0 3.200 120.0 1.603
7 0.0 4.400 120.0 1.566
8 0.0 6.000 120.0 2.989
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Hannah ran a reaction with catalyst A, using a 25 M solution of cyclobutene, and got
the following results:

Time/min 0.00 6.00 12.00 18.00 24.00 30.00 36.00 42.00 48.00 54.00 60.00

[1]/M 25.00 20.07 16.11 12.94 10.39 8.34 6.69 5.37 4.31 3.46 2.78

[2]/M 0.00 4.93 8.89 12.06 14.61 16.66 18.31 19.63 20.69 21.54 22.22

Repeating the reaction with catalystA, using an 18M solution of cyclobutene, she got:

Time/min 0.00 6.00 12.00 18.00 24.00 30.00 36.00 42.00 48.00 54.00 60.00
[1]/M 18.00 14.45 11.60 9.31 7.48 6.00 4.82 3.87 3.11 2.49 2.00

[2]/M 0.00 3.55 6.40 8.69 10.52 12.00 13.18 14.13 14.89 15.51 16.00

John ran the reactionwith catalystB, using a 20 M solution of cyclobutene, and got the
following results:

Time/min 0.00 3.00 6.00 9.00 12.00 15.00 18.00 21.00 24.00 27.00 30.00
[1]/M 20.00 17.39 15.38 13.79 12.50 11.43 10.53 9.76 9.09 8.51 8.00

[2]/M 0.00 2.61 4.62 6.21 7.50 8.57 9.47 10.24 10.91 11.49 12.00

Repeating the reaction with catalyst B, using a 15 M solution of cyclobutene, he got:

Time/min 0.00 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.00
[1]/M 15.00 10.91 8.57 7.06 6.00 5.22 4.62 4.14 3.75 3.43 3.16

[2]/M 0.00 4.09 6.43 7.94 9.00 9.78 10.38 10.86 11.25 11.57 11.84

(a) Write out a rate equation that fits Hannah�s data.

(b) Calculate the rate constant that Hannah found.What type of rate constant is it?
(c) Write out a rate equation that fits to John�s data.
(d) Calculate the rate constant that John found. What type of rate constant is it?
(e) Compare the two rate constants that you calculated. Which is larger? and what

does this mean?

+  N2O
catalyst

O +  N2

H2O

OH

OH

cyclobutane oxide (2)cyclobutene (1)

1,2-cyclobutadiol

Figure 2.20 Epoxidation of cyclobutane to cyclobutane oxide with nitrous oxide.
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3
Homogeneous Catalysis

Homogeneous catalysis covers all the systems where the catalyst and the reactant(s)
are in the same phase. In this Chapter I will concentrate on liquid-phase homoge-
neous catalysis, which is the most common situation. Although there are several
important all-gaseous catalytic processes (e.g., the chlorine-catalyzed decomposition
of atmospheric ozone [1,2]) the bulk of the research focuses on the liquid phase (all-
solid catalytic processes are problematic by definition [3]). Note that our definition of
�liquid phase� does include reactions where one or more of the reactants is in a gas/
liquid or vapour/liquid equilibrium. Figure 3.1 shows two such examples: in catalytic
hydrogenation reactions, we simplywrite the �H2� in the reaction equation.Although
hydrogen is a gas, some of it dissolves in the liquid and participates in the catalytic
cycle. Another example is the hydroformylation reaction, an important industrial
process in which a hydrogen molecule and a C:O group are added to an alkene [4].
This system typically includes a liquid olefin, a dissolved organometallic complex,H2

gas, and CO gas. However, because the actual reaction occurs with dissolved
hydrogen and dissolved CO, it is classified as a homogeneously catalyzed liquid-
phase reaction. In such cases, we will assume that there are no mass-transfer
problems, and there is always enough dissolved gas to carry out the reaction.
Although heterogeneous catalysis accounts for more than 90% by volume of all

industrial catalytic processes, homogeneous catalysis is catching up. The main
advantage of homogeneous catalysis is the high activity and selectivity, which can
be tuned by changing the catalyst�s molecular properties. The main disadvantage is
the problem of catalyst separation and recovery. This often prevents scientific
successes from becoming commercial ones.

3.1
Metal Complex Catalysis in the Liquid Phase

While the term �homogeneous catalysis� pertains to all those reaction systemswhere
the catalyst and the substrate are in the same phase, many chemists identify it with
�liquid-phase reactions catalyzed by organometallic complexes.� Indeed, this fast-
growing field attracts most of the research effort in homogeneous catalysis. New
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synthetic protocols, as well as cheaper and better analysis instruments and compu-
tational models, play an important role in this. The development of in situ IR and
NMR analysis techniques enables today�s chemist to study reaction kinetics, and
examine catalytic intermediates under true reaction conditions. This leads to a better
understanding of reaction mechanisms and exciting new reactions. Homogeneous
catalysis using organometallic complexes is also advancing into the modern fine-
chemicals and bulk-chemicals industry. Significantly, two of the seven Nobel Prizes
in chemistry given this century were awarded for achievements in homogeneous
catalysis: In 2001WilliamKnowles [6] andRyojiNoyori [7] shared the prizewithBarry
Sharpless [8] for their contributions to asymmetric hydrogenation and oxidation
catalysis, respectively. Four years later, Yves Chauvin [9], Robert Grubbs [10], and
Richard Schrock [11] shared the prize for their contribution to metathesis catalysis.
This section outlines the elementary steps in homogeneous catalysis using

organometallic complexes, showing the role that these steps play in various catalytic
cycles and industrial processes.

3.1.1
Elementary Steps in Homogeneous Catalysis

Every catalytic cycle is a sequence of simple chemical reactions. These elementary
steps are the building blocks from which you can construct the �story behind the
reaction� (better known as the reaction mechanism). Understanding these steps
is often easier in homogeneous catalysis than in heterogeneous catalysis and

Figure 3.1 aHydrogenation of 1-hexene to hexane in the presence
of Wilkinson�s catalyst, Rh[P(Ph)3]3Cl; b hydroformylation of
1-octene to the linear nonanal and the branched 2-
methyloctanal [5]. The 3D representations on the right show the
crowding around the Rh atom in each case (geometry optimized
usingmolecularmechanics). Aswe shall see, the ligand�s bulk and
rigidity often govern the catalytic activity and selectivity.
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biocatalysis, because the molecular nature of the catalyst simplifies things. Depend-
ing on the degree of detail, chemists divide the elementary steps into different
categories [12]. Here I will use six main categories, summarized in Figure 3.2:
dissociation and coordination; oxidative addition; reductive elimination; insertion
and migration; de-insertion and b-elimination; and nucleophilic attack on a coordi-
nated substrate.Most of the reactions fall into one of these categories. Additional, less
common reaction types will be dealt with at the end of this section. I assume that you
are familiar with the basic concepts of electronic structure, complex formation,
electron donors/acceptors, electron counting, oxidation states, and ligand field
theory. A detailed explanation of these is given in inorganic chemistry textbooks [13].
For a comprehensive advanced text on organometallic chemistry, see Crabtree�s
excellent book [14].

3.1.1.1 Ligand Exchange: Dissociation and Coordination
Before any catalysis can occur, at least one of the substrates must coordinate to the
catalyst. This means that the catalyst must have a vacant active site. In homogeneous
metal complex catalysis and biocatalysis, this will be a vacant coordination site at the
metal atom. In heterogeneous catalysis, the vacant site could be a metal crystallite or
an ion on the surface. For the latter, we speak of �desorption� and �adsorption�
instead of dissociation and coordination. Remember that our reactions are not in
vacuum, so there is no �vacant site�. Thus, before any chemical species can
coordinate to the metal complex (or to the active site in heterogeneous catalysis or
biocatalysis) the species already occupying this space must first vacate it. This
happens constantly, as the system is dynamic (Figure 3.3) [15]. At any givenmoment
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Figure 3.2 Themain elementary steps in homogeneous catalysis.
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in a heterogeneously catalyzed system,molecules are adsorbed to and desorbed from
the catalyst, some at the active site and some elsewhere on the support. The same is
also true for enzymatic systems. Similarly, in liquid-phase homogeneously catalyzed
reactions, solvent molecules, ligands, and substrates compete for the metal coordi-
nation sites.
The high substrate/catalyst ratios mean that there is an excess of substrate (and

later, an excess of product) with respect to the catalyst. In homogeneous catalysis
there is also often an excess of solvent and sometimes an excess of ligands. All these
species vie for coordination at the active site. We have already encountered one such
situation in Chapter 2, when we discussed the Michaelis–Menten equation and
saturation kinetics. This competition can enhance the rate of reaction, but also retard
it. If the active site is always occupied by excess ligand, solvent, or even product, the
reaction will stop. Indeed, the rate equation for a catalytic reaction can include a
ligand concentration element with negative order. We say in such cases that the
ligand inhibits the reaction. A similar thing can happen in heterogeneous catalysis:
let us imagine that the two reactantsA andB can both be adsorbed on the catalyst, but
the adsorption ofA ismuchmore exothermic than that ofB. If we increase the partial
pressure pA,moreAwill be adsorbed, expellingB from the surface andpreventing the
surface reaction between adsorbed A and adsorbed B. In this case, the rate equation
would show a negative order in A.
In homogeneous catalysis, one species can also coordinate to the metal before the

other has left. The two situations (first dissociation, then coordination; or first
coordination, then dissociation) are similar to the SN1 and SN2 nucleophilic substi-
tution mechanisms. Figure 3.4 illustrates these two cases, using as an example the
reaction of the Ni(CO)4 complex with acetone (dimethyl ketone) in THF. In the first
case, a CO ligand dissociates from the complex, leaving a vacant position that is
immediately filled by a solvent molecule. Then, the solvent is replaced by an acetone
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Figure 3.3 a Dynamic adsorption/desorption in heterogeneous
catalysis and in enzymatic systems occurs both at active sites and
elsewhere on the support; b similar coordination/dissociation
occurs also in homogeneous complexes.
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molecule. Both reactions are equilibrium processes. The first step is the rate-
determining (slow) step, while the second is fast. This SN1-type mechanism is also
known as a dissociativemechanism, or (D). In the second case, the acetonemolecule
first coordinates to the Ni atom, creating a five-coordinated complex. Immediately,
this complex ejects aCO ligand, yielding theNi(CO)3(acetone) product. This SN2-type
mechanism is also known as an associative mechanism, or (A). Dissociative mecha-
nisms are common for six-coordinate 18-electron species like Cr(CO)6. Associative
ones are observed for unsaturated species, such as IrCl(CO)[P(C6H5)3]2 (see below).

3.1.1.2 Oxidative Addition
In oxidative addition, ametalM inserts into a covalent bond of a compoundX�Y. The
X�Y bond is broken and twonewbonds form:M�X andM�Y. Themetal �loses� two
valence electrons and gains two new ligands,X and Y. Oxidative addition is a key step
in many catalytic cycles. Often, it is the slow (i.e., rate-determining) step, because a
covalent bond (usually in the substrate) is broken. This creates a metastable species
that easily reacts further in the cycle. Figure 3.5 shows the general scheme for
oxidative addition as well as a specific example of the addition of methyl iodide to
trans-IrCl(CO)[P(C6H5)3]2. This iridium complex, first prepared by Vaska and Di
Luzio in 1961, is known as �Vaska�s complex� [16–18]. It is a 16-electron unsaturated
complex which easily undergoes a two-electron oxidative addition with a variety of
compounds, giving a saturated 18-electron complex. In this case, the oxidation state
of the iridiummetal increases from IrI to IrIII. Note that the starting complex is a 16-
electron four-coordinated one with a square-planar structure, while the product
complex is 18-electron and octahedral.
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Figure 3.4 a Dissociative and b associative ligand exchange from Ni(CO)4.
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Oxidative addition reactions can lead to both trans and cis products, depending on
the compound added. The oxidative addition of alkyl halides, for example, leadsmost
often to trans products, regardless of the reaction pathway. Dihydrogen, on the other
hand, forms cis addition products with metal complexes. Note that the product can
sometimes isomerize, making it difficult to distinguish between the pathways
(Figure 3.6) [19]. The electron density at the metal center is a key parameter in
oxidative addition reactions: s-donor ligands, such as alkylphosphines or alkyl
halides [20] increase the electron density at the metal center, and thus promote
oxidative addition. Conversely, ligands that reduce the electron density at the metal
center (e.g., phosphites, CO, or CN) will slow the oxidative addition reaction.
Cyclometallation (also called oxidative coupling) is a rather special case of oxidative

addition. In this reaction, two unsaturated molecules, X¼Y and X0¼Y0, add to the
same metal atomM. One of the X�Y bonds and one of the X0�Y0 bonds are broken,
and new M�X and M�Y0 bonds form. However, a new Y�Y0 bond also forms, and
the overall result is a cyclometallated compound (Figure 3.7a). As in oxidative
addition, the oxidation state of the metal center increases by 2. Cyclometallation is
common with alkynes (Figure 3.7b), as well as with alkenes activated by electron-
withdrawing groups [21].

+ CH3IIrI
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Figure 3.5 aGeneral scheme for oxidative addition; b oxidative addition of CH3I to Vaska�s complex.

Figure 3.6 Oxidative addition of benzyl bromide to
PtII(bipy)(CH3)2 gives a trans PtIV complex, which subsequently
isomerizes to the cis complex.
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3.1.1.3 Reductive Elimination
Formally speaking, reductive elimination is the opposite of oxidative addition:
Starting from a metal M bonded to X and Y, a new X�Y bond forms and the M�X
andM�Y bonds break. The freeX�Yspecies leaves the complex, and themetal loses
two ligands and �gains� two valence electrons. Reductive elimination is observed
mostly for transition elements, and especially for noblemetals such as Pd, Pt, Rh, and
Ir in their higher oxidation states (II, III, and IV). Inmany catalytic cycles, the reactant
enters the cycle in an oxidative addition step, and part of it leaves the intermediate in a
reductive elimination step [22]. Figure 3.8 shows a generic reductive elimination
reaction, and an example of reductive elimination of HCN from a nickel complex.
Reductive eliminations are the equilibrium opposites of the corresponding

oxidative additions, based on the principle of microscopic reversibility. Note that
while oxidative addition can yield both cis and trans products, reductive elimination
proceeds only from the cis configuration. Ligands with electron-withdrawing groups
enhance reductive elimination rates, because they stabilize the resulting electron-
rich metal center. Conversely, the presence of ligands with electron-donating groups
will retard the reductive elimination step. There are examples where the reductive
elimination has no known oxidative addition counterpart, because of the high kinetic
barrier for adding the �hidden� C�C bond of an alkene to the transition metal
center [23]. One such example is the reductive elimination creating new aliphatic
C�C bonds shown in Figure 3.9. Here, the energy gained by creating the Pd–ethyl
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Figure 3.7 a Generic equations for cyclometallation; b formation
of a ruthenacyclopentadiene complex via cyclometallation of a
diacetylene.
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and Pd–methyl bonds does not compensate for the energy lost in breaking the
aliphatic C�C bond.
This is a good example that demonstrates why catalysis research is so exciting and

important. Discovering the �missing catalyst� which can undergo facile oxidative
addition with aliphatic C�C and C�Hbonds would have enormous implications for
the chemical industry: Alkanes are the most abundant and the cheapest organic
starting materials. If we had a catalyst which could activate such bonds, we could
use alkanes directly in many industrial processes. Such a catalyst would change the
chemical industry all over theworld. Inmanyways, direct C�Hactivation and alkane
functionalization are the �holy grail� of homogeneous catalysis research [24,25].

3.1.1.4 Insertion and Migration
An insertion or migration step involves the introduction of one unsaturated ligand
into another metal–ligand bond on the same complex. Insertion and reductive
elimination are common bond-forming steps, just as oxidative addition is a common
bond-breaking step. The term �insertion� is somewhat problematic, because recent
research has shown that in many cases it is the �end group� which migrates to the
�inserting group�. The correct term therefore ismigratory insertion, but many texts
still use simply �insertion�. There is a difference between migration and insertion
products where chelating complexes are concerned: Insertion changes the positional
geometry, migration does not. For example, for the square-planar Pd complex shown
in Figure 3.10, CO insertion into the Pd–Me bond results in a cis configuration with
the ligating P atom. Conversely, migration of the Me group will retain the original
trans configuration.
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Figure 3.9 Carbon–carbon bond formation via reductive elimination from a palladium complex.
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For (migratory) insertion to occur, the two groups must be in cis positions. The
metal �loses� one ligand, and a new bond forms between the two old ligands. The
common insertion reactions are either [1,1] or [1,2]. In [1,1] insertions, themetal atom
and the �end group� end up bonded to the same atom of the �inserting group�.
Conversely, in [1,2] insertions, the metal atom and the �end group� end up on
adjacent atoms of the �inserting group�. [1,1] insertions are typical of Z1-bonded
ligands such as CO, while Z2-bonded ligands such as ethene typically undergo [1,2]
insertions (Figure 3.11).

3.1.1.5 De-insertion and b-Elimination
De-insertion is simply an insertion in reverse. In the special case where the de-
inserting group is an alkene, the reaction is known as a b-hydride elimination (or
simplyb-elimination). A hydride is abstracted from theb-carbon, giving an alkene and
a new M�H or M�R bond (Figure 3.12). Often the reaction proceeds via an agostic
intermediate (see Section 3.1.2.2). Themetal gains a new ligand (the hydride), and the
electron count of the complex increases by two. Insertion creates a vacant site on the
complex,whileb-elimination requires one, and itmust be cis to the eliminating group.
Insertion and de-insertion reactions are always in equilibrium. In some cases, it is
possible to determine this equilibrium using, for example, NMR spectroscopy. Some
texts refer to de-insertion (or b-elimination) as extrusion. Alkyl ligands without b-
hydrogen atoms may eliminate a hydride from the a, g, or d positions.

3.1.1.6 Nucleophilic Attack on a Coordinated Substrate
The electronic properties of amolecule change when it coordinates to a metal center.
Importantly, this change can activate the substrate toward nucleophilic or electro-
philic attack by another molecule. Activation toward nucleophilic attack is more
common because in most cases the coordinating molecule donates electrons to the
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metal center (inmany cases themetal center is positively charged). A good example is
the activation of ethene by palladium with subsequent attack by water in the Wacker
process for manufacturing acetaldehyde (ethanal) (Figure 3.13a). Coordinated car-
bonmonoxide is another ligand that is susceptible to nucleophilic attack. The product
is analogous to that of a migration (or insertion) step (Figure 3.13b). However, the
difference is that here the attacking nucleophile is not coordinated to themetal center
before the reaction.

3.1.1.7 Other Reaction Types

a-Hydride Elimination and a-Abstraction This reaction is analogous to b-hydride
elimination, but here the hydride (or hydrogen atom) is transferred from the a-
position of a ligand to the metal center, where it coordinates as a hydride
(Figure 3.14a). Note that a-hydride elimination cannot occur in d0 or d1 complexes,
because it involves a formal oxidation of the metal (just like oxidative addition).
Instead, such complexes undergo a-abstraction reactions, where the a-hydrogen
transfers directly to an adjacent ligand rather than to themetal center, with no change

PdII

Cl

(a)

(b)

Cl

OH2

+ H2O PdII

Cl

Cl

OH2

HO
+ H+

Mn–C O + CH3CH2O– Mn–C
O

OCH2CH3

Figure 3.13 aNucleophilic attack of water on coordinated ethene
in the Wacker oxidation cycle; b attack of ethoxide on coordinated
CO.
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Figure 3.14 Generic examples of a a-elimination and b a-abstraction.
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in the metal oxidation state (Figure 3.14b). a-Abstraction reactions are known for
several early transition metals such as Ta, Nb [26], Ti [27,28], and Zr in their highest
oxidation state (d0) [29,30]. They are used for synthesizing alkylidene complexes
(�Schrok carbenes�) and alkylidyne complexes [31], which are used as metathesis
catalysts [32].

s-BondMetathesis This reaction is analogous to the classicmetathesis reaction [33].
Instead of switching between the two alkenes, however, a s bond from an incoming
ligand replaces the s bond of an existing ligand (Figure 3.15). It is basically a [2þ 2]
addition followed by a [2þ 2] dissociation, with a four-center intermediate. The
incoming ligand is most often a hydrocarbon or a hydrogen molecule. s-Bond
metathesis does not change the metal oxidation state. Although it is known for both
early and late transition metal alkyl complexes, it is more common with d0 transition
metals. This is because such complexes cannot exchange ligands via oxidative
addition. Lanthanide complexes are also prone to this reaction, because they are
usually stable in theirM3þ oxidation state. Note that although the pathway differs, the
final result of s-bond metathesis is equivalent to oxidative addition followed by
reductive elimination.

Orthometallation This is an electrophilic substitution reaction which occurs when
the metal is already bonded to the adding molecule (Figure 3.16) [34,35]. In the
orthometallation of aromatic rings, the C�H at the ortho position is substituted by
the metal via a Wheland-type intermediate, forming a cyclic organometallic inter-
mediate that can react further with an alkene [36]. This yields the original metal
complex plus a product with a new C�C bond. In orthometallation, the formal
oxidation state of the metal center does not change. Orthometallation reactions that
result in the activation of C�H, C�C, or C�F bonds are especially noteworthy,
because these are strong bonds with a limited chemical reactivity. Such reactions are
known with PdII [37], RuII, and RhI [38].

Mn CH2R

Ligand(s)(a)

(b)

+ H2
Mn CH2R

Ligand(s)

H H

Mn
Ligand(s)

H
+ HCH2R

Sc CH3 + CH3CH2–H Sc CH2CH3 + HCH3

Figure 3.15 a Generic formula and b example of a-bond metathesis.
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3.1.2
Structure/Activity Relationships in Homogeneous Catalysis

The metal and its immediate environment (i.e., the ligands and the solvent) are the
crucial factors which control the catalytic activity. We can try and quantify these
factors by studying the reaction kinetics, drawing catalytic cycles, and (hopefully)
predicting the outcome for new metal–ligand complexes [39]. Understanding the
chemical meaning behind these factors is like solving a cryptic crossword puzzle – it
often looks impossible at first, but once you find the right answer you know that it is
the right one. In this section, I will give a qualitative outline of the key structure/
activity concepts in homogeneous catalysis. Chapter 6 gives a detailed quantitative
treatment of these concepts using descriptormodels and statistical analysismethods.
In general, we can divide the structure/activity effects into two classes: steric effects
and electronic effects (stereo-electronic interaction factors will be discussed in
Chapter 6). This simple and rather rough division works surprisingly well, and,
importantly, makes it easy for us to understand because it tallies with what �chemical
intuition� tells us.

3.1.2.1 Steric Effects: Ligand Size, Flexibility, and Symmetry
Let us start by examining themain steric factors of size,flexibility, and symmetry [40].
The ligand size is important simply because the space around the metal center is
limited. If the ligand(s) occupy too much of this space, the substrate cannot
coordinate. Ligand dissociation frees part of the space around the metal, creating
a reaction pocket. The size of this reaction pocket depends on the size of the
remaining ligands. Figure 3.17 shows the structures of Ni[P(Ph)3]4 (no access to
theNi atom) andNi[P(Ph)3]3. Calculating the size of a ligand is difficult, especially for
large and unsymmetrical ligands. Chadwick Tolman, an American chemist working
at Du Pont Central Research, proposed in the 1970s a general measure for the size of
phosphorus ligands [41]. He used a cone that encompasses the ligand, with themetal
center in its apex and the P atom situated 2.28 Å away from it (Figure 3.18). This
measure, known as Tolman�s cone angle, y, uses the van der Waals radii and gives
good correlations for symmetric PR3 ligands. Cone angle values typically range from
87� for L¼PH3 all the way up to 212� for L¼P(mesityl)3. Tolman�s cone anglemodel
is elegant, intuitive and simple, but it also has limitations. Substituents groups on
ligands bound to the same metal center may mesh, permitting closer packing than
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Figure 3.16 Orthometallation of a Pd–organoimine complex.
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would be expected from cone angle values. Moreover, when the ligand environment
is crowded, low-energy bending distortions can occur. Another problem is that
ligands rarely form perfect cones; in some cases the part near the metal center is
important, while in others a section far from the metal plays a determining role.
There are several modifications and extensions of the cone angle concept. These

include mathematical methods, calculations based on X-ray structural data [42,43],
and solid angle measurements [44–46]. White and coworkers proposed in 1993 the
ligand bulk radius,Rmax, the solid angle,Omax, and the sphere occupation parameters
(Figure 3.19) [47,48]. Here the ligand size is viewed as a radial distribution func-
tion [49], measured along a growing sphere that is centered on the metal atom. This
creates a steric profile in which the sphere radius is correlated with the bulk of the
ligand. Rmax is the distance between the metal atom and the bulkiest cross-section of
the ligand. This measure gives a better representation of the 3D structure of the
complex than the cone angle. Omax is the solid angle at this cross-section. For
calculating the solid angle, the ligand atoms are projected onto the metal surface and
the portion of the surface covered is determined [50]. The sphere occupation
parameter, Socc, measures the percentage of the approach sphere occupied by the
ligand. The larger Socc, the smaller the reaction pocket.
Ligand size can influence the coordination/dissociation equilibrium dramatically.

This is extremely important, as the dissociation of a ligand is often the step that
transformsthecatalystprecursor intotheactivecatalyticspecies.Figure3.20showsthe
dissociation equilibrium for NiL4 complexes with different phosphite ligands. Al-
though the difference in the cone angles is small, changing from P(O–p-tolyl)3

Figure 3.17 Schematic drawing and 3D structure of Ni[P(Ph)3]4,
also showing the reaction pocket created by the dissociation of
one of the triphenylphosphine ligands.
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Figure 3.18 aSchematic drawing and space-fillingmodel showing
the calculation of the cone angle for symmetric and nonsymmetric
ligands; b examples of some ligands with their respective cone
angle values.

Figure 3.19 Schematic representation of the bulk radius Rmax, the
solid angle Omax, and the sphere occupation parameter Socc.
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(y¼ 128�) to P(O–o-tolyl)3 (y¼ 141�) increases the dissociation equilibrium constant
by eight orders of magnitude! Indeed, thanks to the severe steric crowding, it was
possible to isolateandidentify theunsaturatedNiL3andNiL2complexes inthecaseofP
(O–o-tolyl)3 [51,52].
The concept of ligand sterics was extended to bidentate (chelating) ligands also. In

this case the key parameter is the ligand bite angle a, highlighted by the Dutch
chemist Piet van Leeuwen (Figure 3.21) [53,54]. This angle can be measured
experimentally or calculated with molecular modeling techniques [55]. It correlates
well with the product yield for several catalytic reactions [56–58]. Generally, the larger
the bite angle, the more space the chelating ligand occupies, and consequently the
smaller the reaction pocket [59]. The value of a is a compromise between the ligand�s
preferred bite angle and the type and number of d orbitals available from the metal.
Another parameter for characterizing bidentate ligands is their flexibility
(Figure 3.21b). This is the range of bite angle values for ligand geometries with
energies slightly above that of the minimized structure (structures with energies
within 3 kcalmol�1 of the minimum are considered to be in the flexibility range). In
the Xantphos example, square-planar complexes are disfavoured (10 kcalmol�1

above the minimum), while tetrahedral and trigonal-bipyramidal ones are closer to
the minimum energy and therefore more likely. The ligand flexibility is a theoretical
parameter. Unlike the bite angle, it cannot be measured experimentally. The
flexibility can be seen as the ability of a ligand to change its bite angle (and
consequently its coordination state) in the course of the catalytic cycle.

Figure 3.20 a Ligand dissociation equilibrium from a nickel
complex, and corresponding structures and space-filling models
of the b p-tolyl- and o-tolylphosphite ligands. The 3Dmodels show
the larger cone angle forced by the ortho methyl groups.
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The symmetry of the ligand can influence the product stereoselectivity and enantio-
selectivity. Enantiomerically pure chemicals are extremely important for the agrochem-
ical, pharmaceutical, and food industries. Many of the bidentate ligands used in these
processes feature C2-type symmetry, dividing the space around the metal center into
two �empty quadrants� and two �full quadrants� (see Section 3.1.3 on asymmetric
homogeneous catalysis) [61,62]. Ligand symmetry is also important in polymerization
catalysis [63], where it can influence the polymer�s tacticity (Figure 3.22).

3.1.2.2 Electronic Effects of Ligands, Substrates, and Solvents
Any species that coordinates to themetal center can change the electron density of the
metal by �pushing� or �pulling� electrons [64]. This is especially important in
elementary steps that involve a change in the metal oxidation state, such as oxidative
addition and reductive elimination. Tolman quantified the electronic effects of
phosphorus ligands by measuring the symmetric stretching vibration frequency of
the correspondingM(L)(CO)n�1 complexes [65]. The stretching vibration of the C�O
trans to the ligand L depends on whether the ligand is a s-donor or a p-acceptor
(Figure 3.23). A strong s-donor ligand will increase the electron density at the metal
center. This in turn will result in more back-donation to the C�O antibonding p�

orbital,weakening theC�Obondandshifting theC�Ostretch to longerwavelengths.
Conversely, a strong p-acceptor ligand will decrease the electron density at the metal
center, resulting in less back-donation to theC�Oantibondingp� orbital, and shifting
the C�O stretch to lower wavelengths. Thus, the electronic effects of phosphorus
ligands (and other homologous series of ligands) can be compared using the C�O
bond stretch frequencies, provided the comparison is made for a particular metal.
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Figure 3.21 a Examples of bidentate phosphine ligands and their
corresponding bite angles (the numbers in parentheses show the
standard deviation for the angles calculated using various
methods [55,60]); b a flexibility profile for the Xantphos ligand,
showing how the energy changes with the bite angle.
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Although C�H bonds are relatively inactive, hydrogen atoms of coordinated alkyl
species do interact with themetal center [66]. This three-way C�H�Mbond is called
an agostic interaction (from the Greek agostoz, to hold on to oneself) [67]. Agostic
interactions are known for many complexes (Figure 3.24) [68,69], and feature in
several important elementary steps, such as reductive elimination. They are more
common with d0 metal centers [70].

3.1.3
Asymmetric Homogeneous Catalysis

The biggest impact of homogeneous catalysis is in the synthesis of chiral molecules,
especially of enantiomerically pure products.Most natural products are chiral, and in
many cases different enantiomers exhibit radically different properties. Moreover,
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Figure 3.22 Structures of four similar titaniumcatalyst precursors
with different symmetries, used in the polymerization of 1-hexene,
and the corresponding isotactic poly(hexene) product yields.
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different enantiomers can cause completely different effects in vivo. Perhaps themost
compelling example is that of the drug thalidomide, administrated in racemic form
as a sedative to pregnant women in the 1960s. Of the two enantiomers (Figure 3.25),
(R)-Thalidomide was indeed a sedative, but (S)-thalidomide was a teratogenic
compound that caused malformations in the fetuses. This tragic case led to strict
regulations on the testing of enantiomers [71], and boosted the search formethods for
making enantiopure products. In 2000, worldwide sales of enantiomerically pure
products toppedD90 billion ($120 billion). Incidentally, it was shown later that in the
specific case of thalidomide, using the pure (R) compoundwould not have solved the
problem because it racemizes in vivo.
Apart from using asymmetric catalysis, there are two other approaches formaking

enantiopure compounds. The first is to use biochemical processes. These are
becoming increasingly popular as our understanding of enzymes and our degree
of control over enzymatic reactions improves (see Chapter 5 for details). Neverthe-
less, today�s enzymatic processes are still limited in their reaction conditions and by
their specificity – you need the right enzyme for converting your substrate. Another
limitation of enzymes is that they cannot catalyze the synthesis of �unnatural
products,� such as D-amino acids or other unnatural isomers.
The second alternative isfirst tomake the racemate, and then to resolve the desired

enantiomer. However, such resolution is often time-consuming, laborious, and (for
industry) very expensive. Conversely, asymmetric homogeneous catalysis gives
access to a wide range of enantiopure organic substances from achiral precursors.
The chiral catalyst complex directs the orientation of the substrate, giving preference

Figure 3.25 Chemical structures and optimized geometries of (R)- and (S)-thalidomide.
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Figure 3.24 Examples of organometallic complexes of Co, W, and
Ni which exhibit agostic interactions.
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to one product enantiomer over the other (Figure 3.26). Enantioselectivity ranges
from50:50 (0% ee, nonselective reaction) to 100:0 (100% ee, enantiospecific reaction).
The metal atoms are achiral, so the chirality must come from the ligands.
One of the earliest examples of such catalysis was demonstrated in 1966 by the

Japanese chemist Hitosi Nozaki, who reacted styrene and ethyl diazoacetate in the
presence of a chiral Schiff base–CuII complex [72–74]. Although the initial enantios-
electivity was modest (<10% ee), the principle was proven. Some years later, the
companies Sumitomo and Merck used similar copper catalysts for asymmetric
cyclopropanation on a multikilogram scale, in the production of various insecticides
and antibiotics [75]. One of Nozaki�s PhD students at that time was Rioji Noyori, who
later developed the BINAPasymmetric hydrogenation catalysts for which he received
the 2001 Nobel Prize in Chemistry [7].
On the other side of the Pacific, William Knowles and his colleagues at Monsanto

discovered that chiral phosphane ligands can catalyze the asymmetric hydrogenation
of enamide double bonds [62]. Fortunately for them, just then a new prodrug for
treating Parkinson�s disease came on the market: A relatively rare amino acid, 3,4-
dihydroxy-L-phenylalanine (L-DOPA; see Figure 3.27a). Unlike dopamine, L-DOPA
can cross the blood–brain barrier, and then metabolize to dopamine in the brain.
Knowles screened several chiral phosphane ligands, believing that the P atom itself
must be the asymmetric center. In 1972, however, the French chemist Henry Kagan
disproved this with DIOP, demonstrating the efficiency of bidentate ligands with
chiral backbones [76]. Monsanto finally settled on a bidentate chiral phosphane, (R,
R)-DiPAMP, which yielded L-DOPA with 95% ee. Although these catalysts were
expensive, they had such high TOFs that the substrate/catalyst ratios used were as
high as 20 000:1.Moreover, the chiral hydrogenationproduct crystallizednicely out of

substrate
coordination

asymmetric
reaction

product
elimination

chiral
complex

Figure 3.26 The concept of asymmetric catalysis using an
organometallic complex with a chiral ligand.
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the reactionmixture, leaving the catalyst and remaining reactant in themother liquor.
The new route competed successfully with the racemate resolution route of Hoff-
man–La Roche, and L-DOPA became the first large-scale pharmaceutical manufac-
tured by asymmetric homogeneous catalysis. Monsanto�s success with L-DOPA
inspired other companies to invest in large-scale homogeneous asymmetric catalytic
processes, including the 10 000 tons per year Metolachlor process of Ciba–Geigy
discussed in Section 3.1.4.4.
Noyori�s BINAP catalysts deserve special attention because their chirality is based

on the bulkiness of the naphthalene groups, rather than on carbon or phosphorus
asymmetric centers (Figure 3.28, inset) [77]. One of the many examples of asym-
metric catalysis using BINAP is the synthesis of (�)-menthol, an important additive
for flavors, fragrances, and pharmaceuticals. Starting from myrcene, the process is
carried out by Takasago International on a multi-ton scale. The key step is the
isomerization of geranyldiethylamine to (R)-citronellal enamine [78], which is then
hydrolyzed to (R)-citronellal with nearly 99% ee.

3.1.4
Industrial Examples

An increasing number of industrial processes use homogeneous catalysis. In this
section, I highlight four examples which demonstrate the utility of homogeneous

Figure 3.27 a Chemical structure and 3D representation of
L-DOPA; b of the chiral ligands tested by Monsanto with their
corresponding ee values; c the Rh complex used in the large-scale
commercial process.
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catalysis across the board, from bulk chemicals to pharmaceuticals. In all these cases
(and many more) the use of homogeneous catalysis has led to cleaner, simpler, and
safer processes. One reason for choosing these examples is that, unlike many
industrial processes, they are well documented in the primary literature. The
references provide additional technical details, as well as insight into the deci-
sion-making process which turned the scientific discoveries into large-scale indus-
trial processes.

3.1.4.1 The Shell Higher Olefins Process (SHOP)
The Shell higher olefins process, or SHOP, is one of the most important large-scale
processes in the chemical industry which uses homogeneous catalysis [79]. In this
process, ethene is oligomerized to medium- and long-chain a-olefins. The products

Figure 3.28 An (S)-BINAP–Rh complex catalyzes
the asymmetric isomerization step in the
synthesis of (�)-menthol from myrcene. The
inset shows the chemical structure and 3D
representation of the (R)-BINAP ligand (2,20-bis
(diphenylphosphanyl)-1,10-binaphthyl; hydrogen

atoms are omitted for clarity). Note that BINAP
ligands contain no asymmetric atoms, but the
entire molecule has a C2 symmetry due to the
high barrier for rotation around the
naphthyl–naphthyl bond.
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are used worldwide as monomers (C4–C10) and plasticizers (C6–C10), as well as for
manufacturing biodegradable detergents (C12–C20). The overall process combines
oligomerization, isomerization, and metathesis steps. This gives an important
advantage, because the a-olefins market demand often changes, and production
must track these changes. The SHOP can be adapted to market demands because it
produces a controlled distribution of a-olefins. If the current monomers market
demands, for example, C4–C10 olefins, these are recovered by distillation, while the
remainder are isomerized and metathesized to C11–C20. This fraction is then sold to
the biodegradable detergents market.
The catalytic cycle of the oligomerization process is based on a homogeneous

nickel complex [80]. Keim et al. showed that the catalyst precursor can be any one of a
number of complexes. These usually include a phosphorus–oxygen chelate, e.g., the
Z3-(C8H13)((C6H5)2PCH2COO)Ni complex A shown in Figure 3.29a [81,82]. In the
first step, the catalyst precursor converts to the active catalytic intermediate, a nickel
hydride complex. This is followed by a sequence of ethene insertions (propagation
steps). At each stage, the olefin product can undergo b-elimination, giving an
oligomer of a different length and regenerating the original nickel hydride complex.
By studyingmany different nickel complexes, Keim showed that the �chelate part� of

Figure 3.29 a Two examples of nickel catalyst precursors,
highlighting the �chelate part� and the �organic part�; b a
simplified catalytic cycle for the SHOP oligomerization step (the
reverse reaction arrows are omitted, for clarity).
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the complex controls the product selectivity (i.e., the oligomer length), while the
�organic part� stabilizes the complex [80,83,84].

3.1.4.2 The Wacker Oxidation Process
In the late 1950s, researchers at the Consortium f€ur Elektrochemische Industrie
discovered that passing a mixture of ethene, hydrogen, and oxygen over heteroge-
neous Pd/C yielded acetaldehyde (ethanal) [85,86]. This discovery led ultimately to
the homogeneous Wacker oxidation process for oxidizing olefins to carbonyl com-
pounds. As we shall see, the process combines two catalytic cycles and uses two
homogeneous catalysts. In the decades that followed, the Wacker process became
increasingly important, as it provided a simple route to acetaldehyde which was used
for making acetic acid (ethanoic acid). When the methanol carbonylation route to
acetic acid was developed, the industrial importance of theWacker process declined.
Nevertheless, the Wacker oxidation is an excellent example for demonstrating the
concept of catalyst regeneration and dual-catalyst cycles.
TheWacker process has threemain steps. In the first step, ethene reacts with a PdII

salt andwater to give acetaldehyde, Pd0, and two protons. In the second step, Pd0 is re-
oxidized by two equivalents ofCuII, givingPdII and two equivalents ofCuI. Finally, the
CuI is re-oxidized by oxygen under acidic conditions, giving one equivalent of water
and the regenerated CuII salt. As Figure 3.30 shows, all three steps are stoichiometric
reactions, but taken together they form a dual-catalytic cycle. Note that although the
net reaction is indeed the oxidation of ethenewith oxygen to acetaldehyde, the oxygen
atom in the acetaldehyde molecule does not come from the dioxygen molecule, but
rather from the water!
The catalytic cycle for the Pd part is shown in Figure 3.31, which also demonstrates

several of the elementary steps covered in Section 3.1.We start with [PdIICl4]
2� as the

catalyst precursor. Exchange of two of the chloride ligands for ethene and water is

Pd(a)

(b)

(c)

2+ + H2O + CH2=CH2 Pd0 + 2H++ CH3CH=O

Pd0 + 2Cu2+ Pd2+ + 2Cu+

2Cu+ + 2H+ + 1/2O2

CH2=CH2 + 1/2O2 CH3CH=O

H2O + CH2=CH2

2Cu2++ H2O

CH3CH=O Pd0 + 2H+

Pd2+ 1/2O22Cu+ + 2H+

2Cu2+ H2O

The three 
redox 
processes

Figure 3.30 a The three stoichiometric redox reactions and b the
net reaction of the Wacker oxidation system; c a simplified
representation of the Pd and the Cu catalytic cycles (the �reverse
reaction� arrows are omitted, for clarity).
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followed by nucleophilic attack of water on the coordinated ethene. This nucleophilic
attack is the �trademark� of Wacker-type oxidations. Another chloride ligand is then
exchanged by water, followed by b-hydride abstraction and coordination of the vinyl
alcohol. The vinyl group then inserts into the Pd–H bond, the last chloride is
exchanged for water, and the product together with a proton is eliminated from the
complex, giving a Pd0(H2O)2 species [87]. These last steps are complicated, because
the product does not form simply by elimination and subsequent tautomerization of
vinyl alcohol (ethenol). When the reaction was performed in D2O, the acetaldehyde
product contained no deuterium atoms (vinyl alcohol and D2O undergo fast H/D
exchange, so this rules out any vinyl alcohol intermediate) [88].
The exact catalytic cycle is still under debate [89]. Studies of model compounds

provide insight into themechanism, but thesemodel reactions differ from the actual
catalytic cycle, and so may follow a different mechanistic pathway [90–92]. Kinetic
studies show that the conversion of ethene follows the rate law in Eq. (3.1). This
supports a pre-equilibrium that involves the dissociation of two chloride ions and one
proton, thus explaining the sensitivity of the reaction to the presence of chloride ions.

rate ¼ d½C2H4�
dt

¼ k
½PdII�½C2H4�
½Hþ �½Cl� �2 ð3:1Þ

3.1.4.3 The Du Pont Synthesis of Adiponitrile
Hexane dinitrile (adiponitrile; ADN, NC–(CH2)4–CN), is a key intermediate in the
manufacture of nylon 6.6, the most important polyamide. It is made via double
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Figure 3.31 Simplified schematic of the palladium Wacker
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hydrocyanation of butadiene, in one of the largest industrial processes involving
homogeneous catalysis. The product is hydrogenated to the nylon monomer
hexamethylenediamine (hexane-1,6-diamine, H2N–(CH2)6–NH2). The Du Pont
adiponitrile process is especially interesting, because the research on this process
in the 1960s and 1970s also highlighted several important concepts in homogeneous
catalysis and organometallic chemistry [93]. These include the 16/18 electron rule,
the ligand cone angle, and the importance of ligand steric and electronic effects [94].
The nickel-catalyzed hydrocyanation of butadiene is a two-step process

(Figure 3.32). In the first step, HCN is added to butadiene in the presence of a
nickel–tetrakis(phosphite) complex. This gives the desired linear product, 3-pente-
nenitrile (3PN), and an unwanted branched by-product, 2-methyl-3-butenenitrile
(2M3BN). The products are separated by distillation, and the 2M3BN is then
isomerized to 3PN. In the second step, 3PN is isomerized to 4PN (using the same
nickel catalyst), followed by anti-Markovnikov HCN addition to the terminal double
bond. The second step is further complicated by the fact that there is another
isomerization product, CH3CH2CH¼CHCN or 2PN, which is thermodynamically
more stable than 4PN. In fact, the equilibrium ratio of 3PN/2PN/4PN is only
20:78:1.6. Fortunately, the reaction kinetics favor the formation of 4PN [95].
The catalytic cycle for the first hydrocyanation step involves several elementary

reactions (Figure 3.33). Note the p-allyl complexB that formswhen butadiene adds to
the nickel hydride intermediate A. In this case, the relative rates of the two reductive
elimination pathways from B determine the linear/branched product distribution.
As we saw above, the ligand size is important for the dissociation/coordination
equilibria. Switching between Ni0 and NiII involves a change in complex geometry,
from tetrahedral to square-planar, respectively. Larger phosphite ligands can
destabilize the square-planar configuration, promoting reductive elimination and
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Figure 3.32 The two-step Ni-catalyzed hydrocyanation of butadiene.
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enhancing catalytic activity. Indeed, it was suggested that bidentate phosphine
ligands with large bite angles work similarly [96]. However, it might be that the
�bite angle effect� is simply a size effect in this case [97].
The final step is the hydrocyanation of the 3PN/4PN mixture (Figure 3.34a). The

main product is the linear ADN, with two branched by-products: 2-methylglutar-
onitrile (MGN) and ethylsuccinonitrile (ESN). Adding a Lewis acid co-catalyst
significantly improves the TON and the product selectivity of the second hydro-
cyanation step. Lewis acids such as ZnCl2, ZnBr2, or AlCl3 can coordinate to the lone
pair of the cyanide nitrogen atom, facilitating the C�C bond formation. Moreover,
bulky Lewis acids can increase the selectivity to the linear product: Adding BPh3 in
the second hydrocyanation step increases the yield of adiponitrile from 77% to 98%
(Figure 3.34b).

3.1.4.4 The Ciba–Geigy Metolachlor Process
The asymmetric synthesis of (S)-metolachlor, commercialized by Ciba–Geigy in
1996, is a tour de force of homogeneous catalysis [98,99]. Metolachlor (2-chloro-N-(6-
ethyl-o-tolyl)-N-(2-methoxy-1-methylethyl)acetamide, or N-chloroacetyl-N-alkoxyalk-
yl-2-ethyl-6-methylaniline) is the active ingredient of the herbicide Dual Magnum�,
used for protecting corn and other crops. It has two chiral elements: an asymmetric
carbon atom, and a chiral axis (similarly to BINAP). This means that there are
four possible stereoisomers, but only the (S) isomers are active herbicides
(Figure 3.35a). Since 1976, Dual was marketed using a racemic mixture of all four
isomers.Meanwhile,Hans-Ulrich Blaser and co-workers at Ciba–Geigy tried tofind a
protocol for producing the active (S) isomers via asymmetric catalysis. In the final
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Figure 3.33 The hydrocyanation catalytic cycle, starting from a
NiL4 catalyst precursor. The broken curves show the formation of
the 2M3BNby-product (the �reverse reaction� arrows are omitted,
for clarity).
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Figure 3.34 a Formation of the various products in the second
hydrocyanation step, co-catalyzed by Lewis acids (LA); b bulky
Lewis acids such as BPh3 shift the linear/branched product
equilibrium toward the desired linear product.

Figure 3.35 a Chemical structures of the four stereoisomers of
metolachlor; b 3D representation of the (aR,10S) isomer, showing
the chiral axis and c the asymmetric imine hydrogenation step.
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process, the key step was the asymmetric hydrogenation of 2-ethyl-6-methylaniline
imine to the corresponding N-alkylated aniline (Figure 3.35c). The main challenge
was to find a catalyst that gave both high ee values and high activity (TON and
TOF) [100]. Given the low price of the product and the high price of asymmetric
hydrogenation catalysts (such as the diphosphine–Rh complexes used inMonsanto�s
successful L-DOPA process), Ciba–Geigy had to find a catalyst that would give TONs
higher than 40 000(!) for a competitive commercial process. Blaser�s group screened
many Rh and Ir complexes [101,102]. They discovered several highly active catalysts,
and also some very selective ones, but they could not find a catalyst that combined the
high activity and the high selectivity.
The breakthrough came in 1987, with the preparation and testing of new bidentate

ligands based on ferrocenyl backbones (Figure 3.36). This family of ligands was
named after Josi Puelo, the technician who prepared the first Josiphos ligand
[103,104]. The Josiphos–Rh complexes showed excellent selectivity in enamide
hydrogenation. While this was not exactly what was needed for the metolachlor
process, it showed promise and these ligands were developed further. In 1992 the
reward came in the form of the xyliphos ligand. The Ir–xyliphos complex shown in
Figure 3.36bgave aTONof 35 000,with 80% ee at 55 �Cand80barH2 after 48 h.When
the reaction conditions had been optimized, the final industrial process gave 79% ee,
TON> 1000 000, andTOF> 500 000.Ciba–Geigynowproducesmore than10000 tpa
(tons per annum) of metolachlor using this method. Although the iridium metal is
recovered at the end of the reaction, the xyliphos ligand is destroyed. Nevertheless, the
process is a commercial success, thanks to the high substrate/catalyst ratio (34 g
iridium and 70g xyliphos suffice for making 10 t of N-alkylated aniline, with 99.6%
conversion after 2 h).

3.2
Homogeneous Catalysis without Metals

3.2.1
Classic Acid/Base Catalysis

Several important chemical reactions are catalyzed simply by Hþ or OH– ions.
Examples include aldol reactions, esterifications and trans-esterifications, and

(a) Prototype Josiphos ligand

Fe PPh2

PCy2

(b) Ir–xyliphos catalyst

Fe P
Ph2

P(m,m'-dimethylphenyl)2

Ir

Figure 3.36 a The original Josiphos ligand; b the Ir–xyliphos
complex used in the Ciba–Geigy metolachlor process.
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synthesis of nitroaromatics such as 2-methyl-1,3,5-trinitrobenzene (better known as
trinitrotoluene,orTNT).Brønstedacidscatalyzereactionsbyprotonatingnucleophilic
sites suchas lonepairs onOorNatomsor alkenep-bonds. This activates themolecule
toward nucleophilic attack. The strength of the acid and the stability of the cation
produced determine the protonation equilibrium. There are two types of acid/base
catalysis: general and specific [105]. In general acid catalysis, all the proton-donating
species contribute to the reaction rate acceleration. Conversely, in specific acid
catalysis, the reaction rate is proportional to the concentration of the protonated
solventmoleculesSHþ. The acid catalyst itself only contributes to the rate acceleration
byshiftingthechemicalequilibriumSþAH,SHþþA� infavorof theSHþspecies.

3.2.2
Organocatalysis

In organocatalysis, the catalysts are small organic molecules, predominantly com-
posed of C, H, O, N, S, and P atoms. These molecules are often Lewis acids or bases,
so organocatalysis is a subtype of acid catalysis. Organocatalysts display several
advantages over organometallic complexes: They are typically inexpensive, readily
available, and many of them are air- and water-stable. The fact that they contain no
metals is an advantage in itself: There is no need formetal separation and recovery at
the end of the reaction. Moreover, organocatalysts are usually much less toxic than
their organometallic counterparts. Although the majority of the research effort
worldwide in homogeneous catalysis centers on organometallic complexes, interest
in organocatalysts is growing. Figure 3.37 shows an example of the Knoevenagel
condensation (the reaction of a carbon acid with an aldehyde that yields a,b-
unsaturated compounds) catalyzed by piperidine. The piperidine molecule abstracts
one of the acidic hydrogens, forming an enol intermediate which reacts with the
aldehyde. Nor is organocatalysis limited to carbonyl chemistry: Suzuki [106,107] and
Sonogashira [108] cross-coupling reactions, which typically require transition-metal
catalysts, can now also be performed under metal-free conditions.
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Figure 3.37 Piperidine, an organocatalyst, catalyzes the
Knoevenagel condensation between dimethyl maleate
(2-butenedioic acid) and butyraldehyde (butanal).
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Notwithstanding the progress in other reaction types, the main thrust in organo-
catalysis research centers is on enantioselective catalysis applications [109,110], of
which amine-based asymmetric catalysts form the majority [111]. Most of
the reactions proceed via the enamine catalytic cycle (Figure 3.38a) or via imonium
intermediates. The most common (and most successful) catalysts for such
reactions are proline derivatives. Thanks to its secondary amine functionality
and relatively high pKa value, proline (pyrrolidine-2-carboxylic acid) is a good
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nucleophile as well as a Brønsted acid, making it a bifunctional organocatalyst.
Numerous proline derivatives and analogues have been synthesized, some of which
are very effective organocatalysts. For example, the tetrazole derivative (Figure 3.38b)
gives high diastereoselectivity and >99% ee in the asymmetric Mannich reac-
tion [112]. The fact that this catalyst also works well in organic solvents such as
dichloromethane, THF, and acetonitrile makes it a good candidate for practical
applications.
Another example, which shows the degree of control one can obtain with

organocatalysis, comes from the elegant experiments of Hiemstra and co-workers.
They designed Cinchona alkaloid based organocatalysts for the Henry reaction (an
aldol-type reaction between an aldehyde and nitromethane) [113]. By connecting a
thiourea group to the Cinchona skeleton, they obtained a bifunctional catalyst that
could interact simultaneously with both substrates, giving good yields and ee values
(Figure 3.39).Moreover, nitroalcohols with the opposite configuration were prepared
by using the pseudo enantiomer as a catalyst.
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Figure 3.39 a The structure and proposed mode of action of the
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Henry reaction between benzaldehyde and nitromethane.
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3.3
Scaling up Homogeneous Reactions: Pros and Cons

Despite their industrial importance, scale-up issues are all too often ignored by
academic researchers. This is a pity, because assessment of the practical possibilities
of large-scale catalyst manufacture and recovery/recycling at an early stage in the
project increases the chances of a successful application.

3.3.1
Catalyst Recovery and Recycling

Organometallic synthesis and ligand design give a high degree of molecular control
over the catalyst precursor structures. Thanks to this, homogeneous catalysts are
usually more active and selective than their heterogeneous counterparts. Moreover,
homogeneously catalyzed reactions are not hampered by surface effects, phase-
transfer limitations or mass-transfer problems. All the catalytic sites are accessible
andevery singlemetal atomis apotential active site.Despite these advantages, and the
increasingly important position of homogeneous catalysis in academia and indus-
try [114], many homogeneous catalytic systems have not been commercialized due to
difficulties incatalyst separation, recovery, andrecycling.Productdistillation,which is
the most common separation method in large-scale processing, requires elevated
temperatures (unless the product is very volatile). Most homogeneous catalysts are
thermally sensitive, and decompose below 150 �C. Thus distillation, even at reduced
pressure, will lead to catalyst decomposition. Indeed, most commercial processes
using homogeneous catalysis either involve volatile substrates and products or do not
contain thermally sensitive organic ligands [115]. Low-pressure distillation is also
problematic, because a catalyst optimized for working under the high-pressure
reaction conditionsmayundergoundesirable side-reactionsunder reducedpressure.
Catalyst separation and recovery are crucial factors in process economics for two

main reasons. First and foremost, the catalyst is often very expensive compared to the
substrates and products. Operating profit margins in the bulk chemical industry are
typically 200–300%. This means that the end product sells for about two to three
times the cost of the raw materials. If the catalyst is 1000 times more expensive than
the product, which is often the case for noblemetal complexes, losing even a fraction
of it will render the entire process uneconomic. Second, any catalyst remaining with
the product may create problems downstream in the process. It may change the
selectivity of subsequent steps, bind to and thereby poison other catalysts, or corrode
equipment (in the case of acid/base catalysts). Even if the catalyst is not expensive,
catalyst impurities in the product may be unacceptable. A typical example is the
manufacturing of biodiesel by esterification of free fatty acids with methanol. This
reaction proceeds smoothly in the presence of 1mol% sulfuric acid, a cheap and
readily available catalyst. The problem is that the current standards for diesel prohibit
more than 20 ppm sulfur, because of the environmental effects of the resulting SOx

emissions. Reducing the sulfur content from 1% to less than 20 ppm is a nearly
impossible task, encouraging the search for alternative, solid-acid, catalysts.
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Industry employs several techniques for solving these problems [116]. The most
common are selective product crystallization, where the catalyst and the excess
substrates and reagents are left in the liquid phase, and catalyst precipitation and
filtration,where the catalyst is precipitated as a salt from the organic reactionmixture.
Other techniques include flash distillation of the product under high vacuum, and
liquid/liquid extraction of the catalyst from the reaction mixture.
An interesting alternative is to use supercritical solvents [117], notably supercritical

carbon dioxide (scCO2) [115]. Supercritical fluids are gases which are compressed
above their critical temperature and pressure. They dissolve many apolar and
medium-polar organic molecules and are fully miscible with all permanent gases,
avoiding any phase-transfer problems. At the end of the reaction, the supercritical
solvent can simply be decompressed back to a gas and removed [118]. The relatively
low critical temperature and pressure of CO2 (31.1 �C and 73.8 bar) make it ideal for
this purpose [119]. Although most metal-containing complexes are poorly soluble in
scCO2, adding fluorocarbon chains [120] or using trialkylphosphines can solve this
difficulty [121]. However, this does not overcome themain problem of separating the
catalyst from the product. Leitner and co-workers achieved this by using an elegant
system in which an iridium hydrogenation catalyst is soluble in scCO2 in the
presence of the substrate, but precipitates once the substrate is consumed [122].
Alternative solutions employ temperature and pressure swings to precipitate the
catalyst and then decompression for removing the product [120].
A relatively new concept combines nanoporous membranes and high-molecular-

weight transition-metal complexes [123]. Thanks to advances in membrane technol-
ogy, both organic and ceramic ultrafiltration and nanofiltration membranes are
commercially available. Suchmembranes can effectivelyfilter specieswith diameters
of a few nanometers (nanofiltration) to tens and hundreds of nanometers (ultrafil-
tration). These diameters match with those of dendrimers and macromolecules,
respectively. Moreover, the membranes can be made to withstand organic solvents,
varied pH values, and a wide range of temperatures [124]. Thus, homogeneous
catalyst separation and continuous processing are physically possible, provided that
the homogeneous catalyst is large enough to be retained by the membrane.
Applications include hydrovinylation [125], allylic amination [126], and Kharasch
addition [127]. There are several approaches for making high-molecular-weight
homogeneous catalysts. Attaching the ligand by covalent bonding to a soluble
oligomer or polymer is one simple and effective option. Plenio and co-workers
demonstrated this approach by binding phosphine ligands to poly(methylstyrene)
(PMS, Mw ca. 5000Da; Figure 3.40) or to poly(ethylene glycol) monomethyl ether
(MeOPEG,Mw ca. 2000Da). They then reacted this polyfunctional ligandwith Pd

II or
Pd0 precursors, and obtained a multisite homogeneous Pd catalyst that could be
retained by nanofiltration [128] or liquid/liquid extraction [129]. These catalysts were
used successfully in various C�C cross-coupling reactions. Other approaches
include use of shape-persistent dendrimers [130,131], or attachment of large
�external units� onto single metal–ligand complexes.
Anchoring the catalyst to a solid support is another popular option. Although such

systems are no longer truly �homogeneous,� I include them in this chapter because
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they follow the same principles as their homogeneous counterparts. These �hybrid
catalysts� are described in Section 3.3.2. Another type of hybrid approach is to design
heterogeneous catalysts based on surface organometallic chemistry [132,133]. This
approach is covered further in Chapter 4.

3.3.2
Hybrid Catalysts: Bridging the Homogeneous/Heterogeneous Gap

Combining the advantages of homogeneous catalysts (synthesis-tunable catalyst
properties and no mass-transfer limitations) and heterogeneous ones (easy separa-
tion and high thermal stability) is a key challenge for the chemical industry. Several
ingenious and elegant approaches for such �heterogenization of homogeneous
catalysts� have been developed. Examples include immobilization of metal com-
plexes onto solid supports, and design of �ship-in-a-bottle catalysts�. Heterogeniza-
tion by anchoring the homogeneous catalyst to a solid support is the most common
approach [134–136]. There are several ways of doing this. The simplest is by ion
exchange, substituting an inactive cation on the surface with an active metal
ion [137]. Unfortunately, this simple substitution works both ways, often resulting
in the metal complex leaching back into solution [138]. Indeed, leaching is the
problemof hybrid catalysts, and often proving that a hybrid catalyst does not leach is
problematic [139,140].
Another option is encapsulating the homogeneous complex in an (inorganic) cage,

creating a ship-in-a-bottle hybrid catalyst. Zeolites are often used for trapping large
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Figure 3.40 Plenio�s multisite phosphine ligand based on poly(methylstyrene).
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organometallic complexes inside the crystalline zeolite cage [141]. The catalyst is
trapped, but the smaller substrate and productmolecules can diffuse in and out of the
zeolite pores. A variety of reactions are reported, including selective oxidation of
terpenes [142] and hydrogenation of alkenes [143].

3.4
�Click Chemistry� and Homogeneous Catalysis

�Click chemistry� is a good example of how homogeneous catalysis can advance the
principles of green chemistry. It represents a family of chemical reactions for joining
organic molecules with heteroatom links. Originally coined by Sharpless and co-
workers, this term is now used universally for describing fast and high-yielding
catalytic reactions [144]. A click reaction must fulfill several stringent requirements
according to Sharpless�s definition. It must bemodular, wide in scope, give very high
yields, be stereospecific (though not necessarily enantiospecific), and generate only
inoffensive by-products that are easily removed by nonchromatographic methods.
Moreover, the reaction conditions must be simple, preferably using no solvents (or
using just water as a solvent). The product isolation must also be simple, using
crystallization or distillation. This long list of requirements means that many
reactions are precluded from the click repertoire, but those remaining fit extremely
well with the principles of green chemistry. Indeed, the vision of click chemistry is
obtaining diverse chemical functionality based on �a few good reactions�, and many
of these reactions feature 100% atom economy. Thanks to their modularity and ease
of operation, click reactions are popular in drug discovery [145].
Click reactions are driven by thermodynamics. The substrates are �spring-loaded�

with energy that is released upon reaction. Typically, the energy difference between
substrates and products in click reactions is >20 kcal/mole. This large energy
difference means that often only one product is formed. Because of the high energy
�loaded� in the substrates, a catalyst is not always necessary – some of these
reactants form autocatalytic mixtures that must be handled carefully! However, in
many cases the activation barrier is sufficiently high for no reaction to occur until a
catalyst is added. One classic example is the ring-opening/rearrangement of acyla-
ziridine. This example shows how choosing the right homogeneous catalyst can
cause a radical shift in the reaction pathway. Acylaziridines are energy-intensive
because of the tension in the three-membered ring. In the presence of Lewis acid
catalysts, they can undergo facile ring-opening as well as isomerization. Lectka and
co-workers showed that the Lewis acid catalyst controls the reaction pathway
(Figure 3.41) [146]. In the presence of a nucleophile but without a catalyst, no
reaction occurs. By adding an �oxophilic� Lewis acid catalyst such as Ti(OiPr)4, one
promotes the fast ring-opening to give the trans-disubstituted cyclohexene. Surpris-
ingly, if you add an �azaphilic� Lewis acid catalyst such as Cu(OTf)2, an entirely
different reaction occurs: The acylaziridine rearranges to give a five-membered
ring, which is bonded cis to the cyclohexane backbone. Without any Lewis acid,
nothing happens.
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Perhaps the most famous click reaction is the Huisgen-type [3þ 2] cycloaddition
of azides and alkynes to triazoles (Figure 3.42) [147–149]. This reaction demon-
strates two important advantages of catalysis: improved reaction conditions and
improved product selectivity. The noncatalytic variant usually requires elevated
temperatures, and yields a 1:1 mixture of the 1,4 and the 1,5 regioisomers (note
that this reaction features 100% atom economy, so there are no by-products). Using a
CuI catalyst, the reaction can be carried out in a water/t-BuOH mixture at room
temperature, and gives only the 1,4 regioisomer in high yields. Interestingly, almost
any type of copper species can catalyze this reaction. Copper shavings, copper
powder, and copper nanoparticles [150] are oxidised in situ to CuI, while a variety
of CuII salts can be used as catalyst in the presence of a mild reductant such as
ascorbic acid (vitamin C) [151]. The reaction tolerates a wide range of functional
groups and conditions, and has been applied in solid-phase synthesis [152], polymer
synthesis [153,154], dendrimer synthesis [155], and even for constructing peptide
bond surrogates [156].
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The catalytic cycle is an interesting one, and demonstrates how computational
chemistry complements mechanistic investigations [157,158]. It �begins� with a
reaction between the CuI salt and the terminal acetylenic carbon (Figure 3.43). This
gives a copper acetylide, a species well known from the Glaser [159], Stephens–
Castro [160], andSonogashira [161] reactions.One could expect that this intermediate
would react directly with the azide in a single-step [3þ 2] cycloaddition. However,
evidence from density functional theory (DFT) calculations [158] points to a stepwise
reaction, where the azide first coordinates to the copper center and subsequently
forms a six-membered heterocyclic intermediate which rearranges to the product.

3.5 Exercises

1. Describe in your own words the main advantages and disadvantages of homoge-
neous catalysis. Based on the industrial examples given in this chapter, what are
the main barriers for commercializing large-scale homogeneously catalyzed
processes?

2. The Sonogashira cross-coupling of bromoalkenes is a useful method for making
C�C bonds to terminal acetylenes [161]. It tolerates a variety of functional groups,
and is catalyzed by a combination of Pd and Cu, through a cuprous acetylide
intermediate.
(a) Complete the catalytic cycle of the Sonogashira reaction shown in Figure 3.44,

by filling in the names of the elementary steps and the missing catalytic
intermediates.

(b)What is the oxidation state of the Pd atom in each of these intermediates?

(c) Suggest an experiment which would enable you to determine which of the
steps A, B, or C is rate-determining.
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Figure 3.43 The proposed catalytic cycle for the Huisgen [3þ 2]
cycloaddition, showing the �direct� and �indirect� routes.
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3. Hydrosilylation (the addition of R3SiH to a double bond) is an important reaction
in the silicone polymer industry. It is used for �curing� silicone rubber, by cross-
linking polymer chains. The reaction is catalyzed by Pt and Rh complexes,
following the cycle shown in Figure 3.45.

(a) Complete the cycle shown in Figure 3.45, by filling in the names of the
elementary steps and the missing catalytic intermediates.

(b)What is the oxidation state of the Pt in each of these catalytic intermediates?

(c) The hydrosilylation of 1-hexene was carried out in two different experiments:
one with Me3SiH and one with Me3SiD. The relative reaction rate ratio (also
called the kH/kD ratio) was 5.4:1. Based on this information, which step in the
cycle is rate-determining?

(d) The hydrosilylation of polymer A is carried out in the presence of H2PtCl6 as
catalyst precursor. The catalyst is not recoverable because the polymer forms a
hard gel. If the price of Pt is D32 ($44) per gram and the sale price of the
hardened polymer is D1500 ($2000) per ton, what is the minimum catalyst
TON for an economically viable process?
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Figure 3.44 Catalytic cycle for the Pd-catalyzed Sonogashira
cross-coupling; the cuprous acetylide intermediate is
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4. The oxidation of 3-carene to 3-caren-5-one (Figure 3.46) is a key step in the
synthesis of the pyrethroid ester insecticide Deltamethrin [162,163]. This reaction
is performedwith air as the oxidant, catalyzed by 2mol%of aCr–pyridine complex
(the catalyst precursors are CrCl3 and pyridine). Table 3.1 shows the turnover
frequencies obtained using various Cr/pyridine ratios.

migratory 
insertion

Pt
LL

L L R'

Pt
LL

L
R'

HSiR3

Pt
SiR3L

L H
R'

R'
SiR3

L = ligand

Figure 3.45 Catalytic hydrosilylation cycle in the presence of a
Pt catalyst, using H2PtCl6 as the catalyst precursor.
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(a) Draw a graph of the TOF dependence on the Cr/pyridine ratio. What can you
learn about the reaction from the shape of this graph?

(b) Suggest two structures for catalytic intermediates that may participate in the
carene oxidation cycle.

(c) Kinetic studies showed that this oxidation involves free-radical intermediates,
and that the reaction is much faster if 1mol% of carene hydroperoxide is
added. Suggest a mechanism that accounts for these observations. Would you
expect the same effect if you added 1mol% of t-butyl hydroperoxide instead?

5. (a) Explain how the bite angle and the flexibility of a bidentate ligand are related to
the reaction pocket, and why these concepts are important in homogeneous
catalysis.

(b) Examine the seven bidentate phosphine ligandsA–G shown in Figure 3.47 and
rank them in order of flexibility.

(c) Test your answer by building these ligands using plastic molecular models (if
you don�t have suchmodels, go and buy some – they are fun, inexpensive, and a
great tool for understanding chemical reactions). What is the key to the
flexibility in these seven ligands?

6. Explain the difference between Tolman�s cone angle, the ligand bulk radius, and
the solid angle. Which of these parameters would you use for characterizing the
size of the following ligands: PPh3; P(o-O-tolyl)3; P(Ph)2(t-butyl); 2,20-bis(diphe-
nylphosphanyl)-1,10-binaphthyl (BINAP); and DIOP (see structure E in
Figure 3.47).

Ph2P PPh2

Ph2P PPh2PPh2PPh2

O
PPh2 PPh2

O
PPh2 PPh2Ph2P PPh2

OO

PPh2PPh2

BA C

D E (DIOP) F G
Figure 3.47 Molecular structures of various bidentate phosphine ligands.

Table 3.1 Turnover frequencies for the air oxidation of 3-carene.

CrCl3/pyridine ratio 1:10 1:3 1:2 1:1 2:1
TOF/min�1 86 650 832 468 342
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7. Nickel–triarylphosphite complexes catalyze the dimerisation of butadiene to
cyclooctadiene. Cyclododecatriene is an unwanted by-product, which results from
trimerization catalyzed by the same catalyst. Table 3.2 shows the product yields
using various ligand–metal complexes (the remainder in each case is a tarry
polymeric material).

(a) Draw a simple catalytic cycle for the dimerization and trimerization reactions
which accounts for the data shown in Table 3.2.

(b) What is the reason for the difference in selectivity between the various
catalysts? Why do some of the catalysts give less tarry material?

(c) Draw the structures of the catalyst precursors in Table 3.2. Which descriptor
plays the key role here?

(d) Ethene trimerization is an important industrial process. Assume that the
reaction mechanism for ethene is similar to that of butadiene. What ligand–-
metal complex would you suggest for maximizing the yield of ethene
trimerization?

8. You are in charge of scaling up an asymmetric oxidation process for making
10 tpa (tons per annum) of a pharmaceutical intermediate which sells at D5000
($6750) per kg. The lab-scale reaction uses 2mol% of a Ru–ligand complex as a
catalyst and DMSO as solvent. List the factors you must consider when planning
your scaleup operation. How would your list change if the product were a
polymerization additive with a market price of D50 ($67) per kg?

Table 3.2 Butadiene dimerization and trimerization yields with different catalysts.

Yield/%

Catalyst precursor cyclooctadiene cyclododecatriene

(C6H5O)3P�Ni 50 35
(p-CH3-C6H4O)3P�Ni 52 35
(o-CH3-C6H4O)3P�Ni 70 10
(p-C6H5-C6H4O)3P�Ni 65 17
(o-C6H5-C6H4O)3P�Ni 95 <1
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4
Heterogeneous Catalysis

Heterogeneous catalysis influenced our lives greatly in the 20th century. In 1908, the
German chemist Fritz Haber succeeded in synthesizing ammonia by feedingN2 and
H2 at high pressures over an osmium catalyst. This discovery was picked up by Carl
Bosch and Alwin Mittasch at BASF, who tested over 2500 different materials until
they found an iron-based compound which was active enough and cheap enough to
serve as a commercial catalyst. The Haber–Bosch ammonia synthesis has become
one of the most important chemical processes worldwide, earning Haber the 1918
Nobel Prize in chemistry. Nitrogen fixation provided mankind with a much-needed
fertilizer, improving crop yields for the world�s growing population. Ironically, the
same process also provided raw materials for making explosives, strengthening
Germany�s position in World War I. Mittasch�s magnetite catalyst (with some
modifications) is still used today on a gigantic scale – a staggering 110 million tons
of ammonia was produced in 2005, accounting for 1% of the global energy
consumption.
The 1930s saw the development of three important types of refinery catalysts, for

hydrocarbon cracking, alkylation, and dehydrogenation. Once again, heterogeneous
catalysis played a major role in warfare, this time inWW II. Using new cracking and
alkylation catalysts, the Allied forces produced higher-octane aviation fuel, which
gave the Spitfires superior performance over theMesserschmitts in the famousBattle
of Britain. Similarly, catalytic dehydrogenation of methylcyclohexane supplied both
sides with the necessary toluene for making TNT.
Another important catalytic processwhich emerged out of political turmoil was the

Fischer–Tropsch synthesis. Germany and Japan had an abundance of coal, but no
reliable source of petroleum. The Co/Fe-catalyzed Fischer–Tropsch process con-
verted coal to syngas, further reaction of which gave a liquid mixture rich in C5�C11

olefins and paraffins. South Africa also used this process for converting coal during
the apartheid period, to compensate for its shortage of petroleum supply. Interest-
ingly, Fischer–Tropsch-type processes are now back in demand, as governments seek
sulfur-free fuels and alternatives to petroleum [1].
Today, heterogeneous catalysis dominates the petrochemicals and the bulk chemi-

cals industry [2]. The sales of refinery catalysts toppedD2 billion ($2.7 billion) in 2005,
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with an expected annual growth of 3.24% [3]. Not surprisingly, the biggest demand for
these catalysts comes from the stricter legislation on sulfur content in diesel and
gasoline. Table 4.1 gives some examples of the key processes, catalysts, and products
involved. In the last two decades, with the advancement of green chemistry, hetero-
geneous catalysis has moved into the fine-chemicals and pharmaceuticals industry
also [4]. Solid catalysts are also used in clean energy applications such as fuel cells [5,6],
solar energy conversion [7,8], and energy storage cycles [9,10].
At first glance, heterogeneous catalysis seems overwhelming. It is the most varied

and the most complicated of the three catalysis subdisciplines, combining physical
chemistry, inorganic chemistry, organic and organometallic chemistry, surface
science, and materials science. There are numerous books on various aspects of
heterogeneous catalysis, several dedicated journals, and over 18 000 research papers.
Fortunately, these varied applications are based on a few fundamental principles.
This chapter explains the scientific fundamentals, illustrating them through a
number of industrial examples. I will focus on the physical chemistry and materials
science issues, rather than on the engineering aspects. An excellent detailed
discussion of the latter is given in the comprehensive handbook by Ertl, Kn€ozinger,
and Weitkamp [20].
Note that the distinction between �heterogeneous catalysis� and �homogeneous

catalysis� or �biocatalysis� is subjective. A typical enzyme is so much larger than its
substrate, and the reaction environment it presents is so different from the sur-
rounding solvent, that it qualifies as a �heterogeneous catalyst.� Similarly, there
are soluble catalysts (e.g., surfactant-stabilizedmetal nanoparticles [21]) which are on
the borderline between �homogeneous� and �heterogeneous� systems. To avoid
confusion, this chapter focuses on three cases only: classic gas/solid systems, liquid/
solid systems, and liquid/liquid systems. Reactions involving immobilized organo-
metallic complexes or immobilized enzymes are discussed in Chapters 3 and 5,
respectively.

4.1
Classic Gas/Solid Systems

The classic gas/solid heterogeneous catalysis comprises the bulk of catalytic proces-
sing. Over 90 vol% of the chemicals worldwide aremanufacturedwith the aid of solid
catalysts. Typically, the gaseous reactants are fed over the catalyst bed, usually at high
temperatures, and sometimes at high pressures. These conditions are suitable for
continuous processes, e.g., using plug-flow reactors. From the outside, the process
seems extremely simple: reactants enter the reactor, and products leave it (Figure 4.1,
left). Inside, things are much more complicated: reactants must diffuse through the
catalyst pores, adsorb on its surface, travel to the active site, react there, and desorb
back to the gas phase (Figure 4.1, right). All of these steps happen at the molecular
level (also called themicroscopic level, although in reality it is nanoscopic, rather than
microscopic). However, the catalyst itself is a macroscopic object, with an intricate
surface structure, and physical interactions at the macroscopic level also affect the
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reaction outcome. This is the difference between homogeneous and heterogeneous
catalysis, and this is what makes heterogeneous catalysis so complicated.
In every gas/solid catalytic cycle, at least one of the reactantsmust at some point be

adsorbed on the catalyst surface. Let us consider the reaction AþB!C. There are
two options (Figure 4.2): In the first, both reactants A and B are first adsorbed on the
catalyst,migrate to each other, and react on the surface, giving the productC, which is
desorbed into the gas phase. This pathway, whichwehave alreadymet inChapter 2, is
the Langmuir–Hinshelwood mechanism. The other option is that A is adsorbed on
the catalyst surface, andB subsequently reactswith it from the gas phase to giveC (the
so-called Eley–Rideal mechanism [22]). The Langmuir–Hinshelwood mechanism is
much more common, partly because many reactants are activated by the adsorption
on the catalyst surface.
The surface interactions hold the key to the catalyst�s activity, selectivity, and

stability. Unlike the situation for molecular catalysts, the bulk parameters such as
particle size, shape, andmechanical strength are crucial here. Particle size is directly
related to the accessible active surface area. Platinum, for example, is an excellent
catalyst for alkane dehydrogenation, but it is also very expensive (ca. D32/g or $44/g

Figure 4.1 A plug-flow catalytic reactor at various zoom-in levels.

Figure 4.2 The twomainmechanisms ingas/solidheterogeneous
catalysis: a Langmuir–Hinshelwood; b Eley–Rideal.
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in February, 2007). Suppose you use a cubic centimeter of Pt as your catalyst. This
cube would weigh 21.3 g, and cost about D700 ($1000). The available surface area of
such a cube would be only 5 cm2, because one side would have to be attached to the
reactor. Now, if you break this cube into 1012 smaller cubes, each of which has 1mm
sides, the total available surface area would be 5 · 1012 mm2, or 50 000 cm2. State-of-
the-art catalyst synthesis methods can produce particles as small as 2 nm, with
correspondingly huge surface areas. Interestingly, reducing the particle size can also
cause undesired effects, due to surface penetration by foreign atoms [23,24]. One
reason why Pt is an excellent oxidation catalyst is that O2 is readily adsorbed on Pt
particles, dissociating to two O atoms which react with a variety of substrates. When
the particles are very small (<10 nm), they react with oxygen and form platinum
oxide. The resulting strong Pt�O bond lowers the catalytic activity, despite the large
metal surface area.
Placing all these small particles in one reactor at high temperatures would cause

very high back-pressures and agglomeration. This can be avoided by coating the
active metal particles on a (porous) support with a high surface area, e.g., silica,
alumina, zeolites, or carbon. The shape and mechanical strength of the catalyst
particles are also important, especially in large-scale applications (refinery reactors
can be 20mhigh, holding asmuch as 50 tons of catalyst). They determine the packing
in the reactor, and ultimately the flow of the gaseous reactants and products to and
from the catalyst.
Two other crucial factors are mass transfer and heat transfer. In Chapter 3 we

assumed that the reactions were homogeneous and well stirred, so that every
substrate molecule had an equal chance of getting to the catalytic intermediates.
Here the situation is different. When a molecule reaches the macroscopic catalyst
particle, there is no guarantee that it will react further. In porous materials, the
reactant must first diffuse into the pores. Once adsorbed, the molecule may need to
travel on the surface, in order to reach the active site. The sameholds for the exit of the
product molecule, as well as for the transfer of heat to and from the reaction site. In
many gas/solid systems, the product is �hot� as it leaves the catalyst, and carries the
excess energy out with it. This energy must dissipate through the catalyst particles
and the reactor wall. Uneven heat transfer can lead to hotspots, sintering, and
runaway reactions.

4.1.1
The Concept of the Active Site

The fact that heterogeneous catalysis occurs at a surface really complicates things,
because surfaces are not nearly as nice and uniform as we like to think. At the
microscopic level, metal crystal surfaces show various steps and kinks (Figure 4.3).
Strikingly, it is often precisely at these irregular points that catalysis happens. This is
because the surface atoms at those spots are not fully coordinated, and thus have
more options for interacting with substrate molecules. This concept of active sites
was put forward in the 1920s by the British chemist Hugh Taylor, who also suggested
that active sites on the surfaces can be few and far between [25–27]. Today, we know
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that Taylor was right, and that in many cases what we call �the catalyst� is made up
mostly of inactive surface, with a few very active spots. Figure 4.3 shows a schematic
drawing of a catalyst particle, indicating the various irregularities at the surface.
Note that the catalytic active site is often not the energetically preferred site for

adsorption (i.e., there are other sites on the surface where adsorption would be more
exothermic). Themost favored site for adsorptionmay be �too good�, in the sense that
any species that are adsorbed on it would simply stay there. The active site follows
Sabatier�s principle – reactants should be able to be adsorbed there, but after the
reaction they should also be able to leave.
Ideally, the active sites should all be identical, and isolated from each other. This is

seldom the case, because industrial heterogeneous catalysts are often amorphous,
multicomponent and multiphase solids, containing many types of active sites.
Nevertheless, there is one important exception: zeolites. These highly crystalline
materialscanbesynthesized toexactingspecifications, including thesetupof identical
active sites at uniform distances. As we shall see, this is one of the key advantages of
zeolites, which are the preferred catalysts today for many industrial processes.

4.1.2
Model Catalyst Systems

About 800 000 tons of solid catalysts are prepared and used every year worldwide, but
this does not mean that we understand how they work. Catalyst synthesis and
treatment recipes are often based on empirical studies, handed down the generations
like ancient medicines. Since chemists dislike ignorance even more than nature
abhors a vacuum, much research is done to find out how solid catalysts work. And,
since the real industrial catalysts are usually multicomponent, nonuniform solids,
much of this research is done on simplified model systems [28].
This difference between the model catalysts and the real ones is a major

debating point in the catalysis community. Industrial catalysts are usually porous,

step

kink edge

terrace
vacancy

surface cluster

step
vacancy

Figure 4.3 Schematic representation of a solid catalyst crystal surface.
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high-surface-area materials (typically 50–400m2 g�1). They can be amorphous or
microcrystalline materials, and can contain different phases. Furthermore, their
surface composition can change in the course of the installation time, due to ion
diffusion from the bulk, high-temperature/pressure effects, or impurities in the feed.
Conversely,model catalysts are well-definedmaterials, often examined under �clean�
laboratory conditions (low pressures or even ultra-high vacuum, low temperatures,
pure component feed streams, and small reactors, with no sintering problems from
uneven heat transfer). Given these differences, does studying such model systems
make sense? The answer is yes, as long as you are aware of the model�s limitations.
That being said,much effort is directed at �bridging the gap� betweenmodel systems
and real catalysts, with catalyst characterization done as close as possible to the real
process conditions (operando conditions) [29–31].
The most common model systems for heterogeneous catalysis are single crystals.

These are highly uniform and purematerials. They are easy to characterize and study
in detail, both under ultra-high-vacuum conditions and under simulated process
conditions [32]. Despite the gap between the single-crystal catalyst and the real
catalyst, one can learn much about the catalytic cycle by studying single-crystal
systems [33]. The model systems provide a firm scientific basis for developing new
concepts and ideas, which can then be tested in real-life situations [34].
Single crystals are particularly useful for determining structure/activity relation-

ships. There is a host of characterization methods available for measuring the
heats of adsorption and desorption, the sticking probabilities, and the rate of surface
reactions. Indeed, such measurements show that different crystal facets can
have completely different catalytic properties! Figure 4.4 shows the rate of dissocia-
tive adsorption of nitrogen on Fe single crystals. This dissociation is a key step in
the ammonia synthesis process (in October 2007, as this book was being published,
Gerhard Ertl was awarded the Nobel Prize in chemistry for studies on model
catalysts that led to an understanding of this process). The large differences in
dissociative adsorption between the [1,1,1] and the [1,1,0] planes correlate well with
the activity of these planes in ammonia synthesis under simulated industrial
conditions [35].
By cutting the crystal in specific directions, you can control the number and type of

steps and kinks on its surface. In this way, you can study the performance of specific
surface irregularities under controlled conditions. For example, Davis et al. showed
that in platinum-catalyzed hydrogenolysis, the kink sites on the Pt surface weremore
active than the [1,1,1] sites [36]. Although the concentration of kinks on the surface
was only 5%, they represented over 90% of the catalytic activity, demonstrating
Taylor�s active-site principle. Single crystals can also be used for studying the effects
of multicomponent catalysts and promoters, which are closer to the complex
industrial formulations. Catalytic reforming, for example, is carried out in the
presence of a Pt/Re/S catalyst. By depositing Pt and S over Re crystals, and vice
versa, Kim and Somorjai determined the role played by each of the catalyst�s
components [37].
Other commonmodel catalyst systems include thin metal and oxide films [38,39],

glassy metals [40], supported catalysts based on chemical vapor deposition [41], and
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supported homometallic and bimetallic clusters and oxides [42–44]. Just like single
crystals, these model systems are relatively well defined, enabling the study of
discrete steps in the catalytic cycle.

4.1.3
Real Catalysts: Promoters, Modifiers, and Poisons

In contrast with the clean and well-defined model systems, commercial catalysts
usually consist of several phases containing a number of species. These are due to
impurities, as well as to small amounts of promoters ormodifiers, which are added
intentionally during the catalyst synthesis. Adding these compounds improves the
catalyst activity, selectivity, stability, and/or accessibility. Alkali metals such as K and
Na are often used as activitymodifiers or electronic promoters. Figure 4.5 shows how
small amounts of alkali promote the dissociative chemisorption ofmolecules such as
N2 and CO on the surface of transition metals through electron donation. The
electropositive alkali atom donates electron density to the transition metal. This
increases the back-donation into the p� antibonding orbital of the substrate, and
facilitates the substrate decomposition. Note that although the promoter activates the
surrounding sites, it is not an active catalyst itself, so it effectively blocks the site it is
sitting on.
Because their surface energy is lower than that of transition metals, the alkali ions

segregate to the upper layers of the catalyst, resulting in high surface concentrations:
Adding 0.5% Na during the catalyst synthesis can give as much as 10% Na on the
surface. Ammonia synthesis, for example, is carried out over amagnetite (iron-based

Figure 4.4 Relative rates of dissociative N2 adsorption (gray bars)
and ammonia synthesis (hatched bars) on different planes of Fe
single crystals.
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oxide) catalyst, with two promoters: Al2O3 and K2O. The alumina improves the
catalyst�s stability, by preventing the sintering of Fe particles (it is a so-called textural
modifier). The potassium oxide interacts with the orbitals of incomingN2molecules,
facilitating the dissociation of N2 on the surface [45]. Single-crystal studies show that
when potassium is added to the [1,0,0] face of an Fe crystal, the rate of ammonia
synthesis increases by a factor of 300, confirming that the rate-determining step in
ammonia synthesis is indeed the dissociative chemisorption of N2.
Unlike promoters, poisons are usually electronegative atoms, such as C, S, P, and

Cl. A poisoning atom or ion blocks sites on the surface, and also reduces the metal/
substrate interaction. Being electronegative, they lower the electron density at the
active site, decreasing the back-donation and retarding the dissociation of substrates
such as CO and N2. Poisons are not all bad – they can enhance product selectivity by
demoting side-reactions. For example, adding 1–2 ppm of ethene dichloride (1,2-
dichloroethane) to the Ag-catalyzed ethene epoxidation process deposits Cl atoms on
the catalyst surface. This retards the total oxidation of ethene to CO2 and H2O,
increasing the selectivity to ethene oxide (epoxyethane, oxirane).
Promoters, poisons, and modifiers are ubiquitous throughout the chemical

industry. They are often added during the catalyst optimization stage or even in
the pilot stage. A catalyst may need a promoter which has no initial effect, for
example, but increases long-term stability (which also requires many hours of on-
stream testing). Another frequent reason for adding promoters and modifiers is
when more stringent regulations demand the adaptation of existing catalysts and
processes. Generally speaking, promoter effects are based on empirical observations
and trial-and-error experiments. They are rarely understood. Moreover, many
academic researchers eschew promoters, preferring to work with well-defined and
simpler catalyst systems.

4.1.4
Preparation of Solid Catalysts: Black Magic Revealed

The complex and diverse synthesis protocols of solid catalysts sometimes give the
impression of alchemy, instead of 21st-century chemistry. The final catalytic proper-
ties depend strongly on every step of the preparation, as well as on the purity (and

Fe surface

N N
K /K2O

promoter
π* π

Figure 4.5 An activity promoter lowers the antibonding LUMO of
the incoming N2 molecule, facilitating its dissociation on the
catalyst surface.
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impurity!) of the starting materials. Small changes in drying temperatures, aging
times, solvent compositions, or stirring rates can affect the catalyst performance. For
this reason, most companies never publish the intimate details of their catalyst
synthesis procedures. To simplify things, I will divide the synthesis protocols into a
number of common unit operations, and the solid catalysts in two basic preparation
classes: bulk catalysts, and impregnated/supported catalysts (Figure 4.6) [46,47].
Figure 4.7 summarizes the main unit operations and stages in the synthesis of

solid catalysts, discussed in the following sections. Bulk catalysts are typically made
byprecipitation, hydrothermal synthesis, or fusion. They are (mixed)metals or oxides
and, as their name suggests, the entire catalyst is made of active material. The silica/
alumina hydrocracking catalysts, zeolites, the ammonia synthesis catalyst, and the
Raneymetals all belong to this class. Impregnated catalysts are commonly used in the
case of precious metals or unstable compounds. Here, the active metal precursor is
deposited on a porous bulk support. This support can be an oxide (e.g., silica, titania,
alumina or ceria), an activated carbon, or even an organic or hybrid polymer resin.

Bulk
catalysts

Impregnated
catalysts

Hydrothermal synthesis
(zeolites)

Precipitation
(silica/alumina)

Fusion/ alloy leaching
(mixed oxides, Raney metals)

Sol–gel synthesis
(mixed oxides, supports)

Flame hydrolysis
(fumed oxides, supports)

Wet impregnation
(automotive exhaust catalysts)

Incipient wetness
(Pt/Sn/Al2O3)

Vacuum pore impregnation
(Bi/Pb/SiO2)

Ion exchange
(acidic zeolites)

Anchoring/grafting
(supported tm complexes)

Figure 4.6 Types and examples of solid catalysts, grouped by
preparation method (tm¼ transition metal).
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The supports themselves are usually made by the bulk methods. Examples of
impregnated catalysts include the Pd/C hydrogenation catalysts, the Pt/Sn/Al2O3

dehydrogenation catalysts and the automotive three-way catalysts. There are also
catalysts made by hybrid synthesis approaches, e.g., where the active precursors are
mixed with a powdered support, and the mixture is then agglomerated.

4.1.4.1 High-Temperature Fusion and Alloy Leaching
Metallic alloys and some mixed-oxide catalysts can be prepared by co-melting and
fusion of the metal (oxide) precursors at high temperatures. The melting enables
intimate mixing of the precursor atoms and clusters, creating highly pure, well-
dispersed solids. Furthermore, a range of different phases can be obtained by
controlling the cooling of the melt. Alloys and mixed-oxide catalysts are usually
referred to by combining the formulas of their precursors with a dash, e.g., as
V2O5�MoO3, or simply as V�Mo�O. One interesting option is the preparation of

Support preparation/
precursor treatment

Gelation

Precipitation

Impregnation

Ion exhcange

Grafting/
anchoring

Fusion/
alloy leaching

Active phase
preparation

Post-treatmentDrying

Calcination

Forming

Extrusion

Pelleting

Filtration

Activation

Figure 4.7 Flowchart summarizing the main unit operations and
stages in solid catalyst synthesis (different synthesis protocols
may include fewer/more operations).
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metallic glasses as a new type of catalyst [48]. The disadvantage of themelting/fusion
option is that it is an energy-intensive process which requires special equipment,
especially compared to the precipitation–calcination protocols.
The preparation of skeletal catalysts is worth a special mention. In 1924, the

American engineer Murray Raney discovered that metal alloy leaching gave superior
hydrogenation catalysts.Hemade a 50 : 50Ni/Al alloy by fusion, and then leached out
the Al with aqueous NaOH (Figure 4.8). The resulting �nickel sponge,� commonly
known asRaney nickel, wasmuchmore active than the current commercial catalysts.
Curiously, Raney hit on the best formula for the alloy right from the start – detailed
studies showed that the 50:50 combination was the optimal one, as some alumina
was left insidewhich stabilized the catalyst [49]. In 1963,W.R.Grace&Co. bought the
rights to Raney�s patents and trademarks. Today, skeletal catalysts (mostly Ni and Cu)
are used in hydrogenation, ammonolysis, and reductive alkylation. The catalysts are
ready to use, requiring no reduction or other activation, andhave a highmetal surface
area. Since the catalyst particles are heavy, they are easily separated from the products
by settling/decantation. Unlike many other catalysts, Raney metals are stable in
alkaline liquids. They are also highly pyrophoric, and are therefore stored under
water [50].

4.1.4.2 Slurry Precipitation and Co-precipitation
Precipitation methods are used for making several important catalysts and
support materials, including silica, alumina, and the Cu/ZnO/Al2O3 methanol
synthesis catalyst. Precipitation can give high-purity materials, and co-precipitation
can give stoichiometric mixtures with well-defined mixed crystallites. However,
unlike fusion, which needs no additional reagents, precipitation requires a solvent
and a precipitating agent. This means added costs for catalyst separation and waste
disposal.
Typically, the precursor solutions (usually aqueous salt solutions) are mixed, and

the desired salt is precipitated as a gel by adding an acid/base or another reagent.
Precipitation has three stages: supersaturation, nucleation, and growth. The

Figure 4.8 The Raney process, in which ametal/aluminumalloy is
prepared by fusion, and subsequently the aluminum is dissolved
by aqueous NaOH, leaving a �metallic sponge.�
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resulting gel is aged, filtered, washed, dried, and finally calcined. Different
precursor/precipitator combinations can be used. The steam reforming Ni/Al2O3

catalysts, for example, can be prepared by co-precipitating the nitrate precursors in
the presence of NaOH [51] or by combining an alkaline NaAlO2 solution with an
acidic nickel nitrate solution.
Some bulk catalysts are produced directly from their active components by slurry

mixing, using either a small amount ofwater or of alcohol as solvent. For example, the
FeSbO4 catalyst used in the ammoxidation of propene to acrylonitrile is prepared by
adding Sb2O3 powder to a warm solution of FeNO3.9H2O, and then raising the pH of
the slurry using aqueous ammonia [52]. The precipitate isfiltered, dried, and calcined
at high temperature, resulting in the rutile-structured solid mixed oxide.

4.1.4.3 Impregnation of Porous Supports
Impregnation is a common method of making supported catalysts [53] such as the
reforming catalyst Pt/Al2O3. Inwet impregnation, the (porous) support is immersed
in a solution of the catalyst precursor. The precursor is either adsorbed spontaneously
on the support, or precipitated there by changing the pH or by inducing another
chemical reaction. The resulting catalyst is then filtered, dried, and calcined. For
example, Pt/Al2O3 is prepared by mixing porous alumina with a chloroplatinic acid
solution (Eq. (4.1)). The solvent is evaporated, leaving the solute dispersed on the
surface. The catalyst is dried and the supported PtIV ions are reduced to Pt0 with
hydrogen gas (the notation (Pt)n indicates a Pt cluster, which can contain hundreds or
even thousands of atoms, depending on the degree of aggregation during the
reduction step).

nH2PtCl6 þ 2nH2 �!500--700 K

1--2 h
ðPtÞn þ 6nHCl ð4:1Þ

One drawback of this method is the large volumes of aqueous waste involved. This
can be overcome using the incipient wetness method, by which a solution of the
active precursor is added to the dry support powder until the mixture becomes
�slightly tacky�, indicating that the pores of the support are filled with the liquid.
Another variation is vacuum pore impregnation, in which the support is first dried
and then placed under vacuum, emptying the pores of air. A volume of precursor
solution equivalent to the pore volume is thenmixedwith the support under vacuum,
and this solution is absorbed in the pores of the seemingly-dry powder.High loadings
of active material can be achieved by drying the catalyst and repeating the impregna-
tion process. Figure 4.9 shows a simple reactor for vacuum pore impregnation,
suitable for preparing gram quantities of catalyst [54].

4.1.4.4 Hydrothermal Synthesis
As the name implies, hydrothermal treatments involve the heating of precipitates,
gels, or flocculates in the presence of water. These treatments are typically carried out
in an autoclave at 100–300 �C, and result in textural and/or structural changes,
including crystal and/or particle growth, changes in crystal structure, and transfor-
mation of amorphous solids into crystalline ones.
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The most important application of hydrothermal synthesis is the manufacture of
zeolites [55,56]. Typically, zeolites are made from sodium silicate and sodium
aluminate precursors at 100–150�C. A supersaturated solution of the precursors is
converted into a microporous crystalline material, where the substitution of Al3þ in
place of the tetrahedral Si4þ requires the presence of an extra cation (in this case,
Naþ). Likemany other crystallizations, zeolite formation is a slow process.Moreover,
the type of the zeolite depends strongly on the synthesis conditions. In the early
1970s, researchers at Mobil Oil discovered that adding small amounts of alkylam-
monium salts to the precursor solution gave new and special zeolites, with unusual
pore dimensions. The organic salts act as templates, directing the growth of the
zeolite crystals. Surprisingly, the researchers also found that adding the alkylammo-
nium salts resulted in a higher Si/Al ratio, creating so-called high-silica zeolites. The
zeolite pores are nanometric channels and cavities (cages), which is why zeolites are
also known as molecular sieves [57]. Figure 4.10 shows the steps involved in the
hydrothermal synthesis of ZSM-5, the most famous synthetic zeolite (the acronym
stands for Zeolite Socony Mobil no. 5, as it was the fifth material made in the
program; the official generic name of this zeolite topology is MFI).
Ion exchange of the Naþ cations with NH4

þ, and subsequent drying and calcina-
tion, gives the solid acid H-ZSM-5, used in synthetic gasoline manufacture and

Figure 4.9 Photograph and schematic of a lab-scale parallel reactor for vacuum pore impregnation.
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selective isomerization processes [57,58]. Such solid Brønsted acids have an impor-
tant advantage over HF, HCl, or H2SO4: They are easily isolated from the product
mixture and require noneutralization [59]. Thismeansno salt waste, and considering
the enormous production volumes in the petrochemical industry, this is a big
advantage even when the acid is used in catalytic amounts [60]. The same is true
for the fine-chemicals and pharmaceuticals industry [61], where production volumes
are smaller but acids are often used as stoichiometric reagents.
Figure 4.11 shows an example of how ZSM-5 is applied as a catalyst for xylene

production. The zeolite has two channel types – vertical and horizontal –which form a
zigzag 3D connected structure [62,63]. Methanol and toluene react in the presence of
the Brønsted acid sites, giving a mixture of xylenes inside the zeolite cages. However,
while benzene, toluene, and p-xylene can easily diffuse in and out of the channels, the
bulkierm- and o-xylene remain trapped inside the cages, and eventually isomerize (the
disproportionation of o-xylene to trimethylbenzene and toluene involves a bulky biaryl
transition structure, which does not fit in the zeolite cage). For more information on
zeolite studies using computer simulations, see Chapter 6.

4.1.4.5 Drying, Calcination, Activation, and Forming
Themajority of the preparation protocols involve solvents (mostlywater), whichmust
be removed. Drying crystalline solids is straightforward, but flocculates and hydro-
gels are tricky. The reason is that these gels can contain as much as 90% water, and
removing this water can make the porous structure collapse. The solution is a
stepwise drying, where the water is first removed at a constant rate from the outside
surface of the hydrogel. The gel mass shrinks, giving a dry xerogel, which still
contains 25–30% water in its pores. This xerogel is either transferred directly to the
forming stage (see below), or calcined first at high temperature. The calcination
process (drying at high temperature, typically 300–800 �C, either in air or in a

autoclave
100 –150 °C

gel

sodium silicate/
sodium aluminate 

template
H2SO4

filtering,
washing,
drying,

calcining

ZSM5 crystals

H-ZSM5

ion exchange,
drying,
calcining

Figure 4.10 Hydrothermal synthesis of ZSM-5 with subsequent ion exchange.
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synthetic gas mixture) removes all the water from the catalyst, decomposes the
nitrate/carbonate precursors, and formsmetal-oxide links with the support. Depend-
ing on the temperature, calcination can also dehydrate surface hydroxyl groups. This
is very important as it alters the catalyst surface hydrophobicity. Like drying,
calcination should be carried out in a controlled manner, to avoid pore collapse.
Once the required microscopic properties are achieved, most industrial catalysts

are formed into macroscopic spheres or pellets [64]. The chemical industry uses
hundreds of thousands of tons of catalysts every year, most of them in very large
reactors. For these applications, the technical macroscopic parameters of the catalyst
are of utmost importance. These include the particle size, mechanical strength
(preventing attrition and dust formation), bulk thermal expansion coefficients,
filtration properties (catalyst recovery from a slurry reactor), stickiness/flocculation
properties, andbulk density. The size and shape of the catalyst particles determine the
flow of gases in the catalyst bed, as well as the pressure drop over the reactor. If the
catalyst particles are notwell formed and robust, theywill be crushed, andbreak down
to a powder (attrition), clogging the reactor and reducing effectiveness. Catalyst size
and shape are a compromise – smaller particles give higher activity, but also increase
the pressure drop over the catalyst bed. Roughly speaking, catalyst forms are divided
in pellets, beads or granules, spheres, and extrudates. Small spherical particles
(10–100 mm) are usually prepared by spray drying: the hydrogel or sol solution is

Figure 4.11 Computer simulation of the MFI-type zeolite H-
ZSM5 (left), and scheme showing the shape-selective formation
of p-xylene in the cage (right). Thanks toDr. Edith Beerdsen for the
simulation snapshot.

142j 4 Heterogeneous Catalysis



sprayed into a hot chamber [65]. The solvent evaporates, causing agglomeration of the
catalyst particles. These catalyst spheres are typically used in fluidized-bed reactors.
Larger spheres, in the millimeter range, are usually prepared by granulation,
�snowball rolling,� or by the so-called oil-drop method [66].
Pelleting or tableting is done by compacting the catalyst powder, together with a

binder, under high pressure. In extrusion, the powder is first made into a paste,
together with a binder. Clays, starch, and alumina are commonly used as binders,
depending on the rheological and mechanical properties required. This paste is
forced through a former (Figure 4.12) very similar to a spaghetti machine, which
determines the macroscopic shape of the extrudates. The extrudates are then cut,
dried, and calcined, giving the final catalyst particles. An interesting alternative to
pellets is to coat the active catalyst on a monolith support [67]. The latter is usually
made from ceramic [68] or stainless steel, with a honeycomb structure of channels,
each �1mm2. The most famous application of catalytic monolith reactors is the
catalytic converter (see Section 4.1.7).
Depending on the final application, the catalyst may require activation prior to the

reaction. For example, if you prepare Pd/silica by impregnating the silica support
with a Pd(NO3)2 precursor, and then calcining and burning out the nitrates as
nitrogen oxides, the calcination will also oxidize the Pd. Such catalysts are usually
activated by treatment with H2, reducing the oxides at the active site back to Pd0.

4.1.5
Selecting the Right Support

The catalyst support should provide optimal dispersion of the active component,
good accessibility, and stability against sintering. In many solid catalysts, the active

Figure 4.12 Extrusion templates enable the design of catalyst
pellets with different shapes and sizes.
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component is a small metal cluster, while the support is a hard and unreactive
material with a high melting point. Silica, titania, alumina, and porous carbon are
typical examples. However, organic and hybrid organic/inorganic polymers can also
be used as solid supports [60]. Note that the choice of support can influence various
catalytic parameters [69].
Although most supports are chemically inactive, some applications benefit from

active supports. Cerium oxide and ceria-based mixed oxides (CexM1�xOy), for
example, are versatile solid oxygen exchangers. At temperatures above 350 �C, the
Ce3þ,Ce4þþ e� redox cycle facilitates oxygen storage and release from the fluorite
lattice. This makes them ideal as catalyst supports for direct oxidation applica-
tions [70], such as automotive three-way catalysis [71] and hydrocarbon fuel
cells [72,73]. Sometimes the support itself is also a catalyst, creating a bifunctional
catalytic system. Converting n-heptane to isoheptane, for example, requires both a
dehydrogenation catalyst (such as Pt/Al2O3) and an isomerization catalyst (such as
silica/alumina). Impregnating a porous silica/alumina support with Pt particles
creates a bifunctional system which can catalyze both processes simultaneously.

Specific Surface Area In general, the larger the surface area, the better the disper-
sion and the more catalyst you will get for your money. Most catalyst supports are
porous materials, which means that the surface is �inside the catalyst,� i.e., in the
pores. The specific surface areas of metal oxides such as silica or alumina are
typically 100–300m2 g�1, while some porous carbons have surface areas as high as
3000m2 g�1 (three-quarters of the minimum area of a standard FIFA soccer field).
To see what these numbers mean, we should compare them with the size of the
active site and the substrate/product molecules. Suppose, for example, that you are
making an oxidation catalyst, chromium oxide on alumina. The specific surface area
of your alumina is 200m2 g�1 (the term �specific� denotes that a quantity is �per
gram�). How much Cr should you impregnate on your support, if the active sites
must be separate from each other?
In this context, �separate sites� means that each Cr atom is far enough from its

neighbor, so that reactions at one site will not affect the other. If the substrate and
product molecules are small, e.g., they are simple aromatics or diterpenes, then an
area of 1 nm2 per active site would suffice (Figure 4.13). Since 200m2 equals
2· 1020 nm2, each gram of your alumina can accommodate roughly 0.1mmol of
Cr precursor on separate sites (in real catalysts, the active component atoms are often
clustered as nanoparticles).

Substrate Accessibility Porous materials are divided according to their pore size.
This can be measured using adsorption techniques (the principles of adsorption are
outlined below). According to the International Union of Pure and Applied Chemis-
try (IUPAC),microporousmaterials have pores under 2 nm indiameter,mesoporous
materials have pores of 2–50 nm diameter, and any material with an average pore
diameter above 50 nm ismacroporous [74]. The pores must be sufficiently large for
substrates to enter and products to exit. Pores come in different shapes and sizes
(Figure 4.14). Some materials have large pores with narrow pore mouths, known as
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�ink bottle� pores. Others, e.g., zeolites, have a channel-and-cage structure. In such
cases, large product molecules may be trapped inside the pores. By measuring the
adsorption of molecular probes of different sizes, you can determine the fraction of
the surface area that a given substrate can access.

Catalyst Stability As we have already seen in Chapter 2, catalyst deactivation is a key
issue. Some deactivation processes, such as coking or poisoning, depend less on the
type of support andmore on the reaction itself. Sintering, on the other hand, depends
strongly on the degree of dispersion of the activematerial, as well as on the stability of
the support at high temperatures. Gas/solid catalytic systems are typically applied in
large-scale continuous processes, giving preference for catalysts which remain stable
for months and even years on stream. Temperature stability is important because
higher temperature often means higher space–time yield, and thus higher profits.
For example, polymeric ion-exchange resins such as Amberlyst and Nafion are good
solid acid catalysts for fatty acid esterification, but only at temperatures below
130 �C [75]. Above this temperature, the support decomposes and loses its catalytic
activity. High-temperature esterification and transesterification applications, such as
biodiesel production from mixed oil/fat feeds, use instead inorganic solid acids [76]
(see also the industrial examples in Section 4.3).

1 nm

Figure 4.13 A porous alumina support particle with well-
dispersed active sites (left), and zoom-in viewof a single active site
(right).

(a) (b) (c) (d) (e)

Figure 4.14 Pores may vary in size, shape, and connectivity: a
channel/cage structures; b polygonal capillaries; c �ink bottle�
pores; d laminae; e slit pores.
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4.1.6
Catalyst Characterization

Theoretical models based on first principles, such as Langmuir�s adsorption model,
help us understand what is happening at the catalyst surface. However, there is (still)
no substitute for empirical evidence, and most of the papers published on heteroge-
neous catalysis include a characterization of surfaces and surface-bound species.
Chemists are faced with a plethora of characterization methods, from micrometer-
scale particle size measurement, all the way to a

�
ngstr€om-scale atomic force micros-

copy [77]. Some methods require UHV conditions and room temperature, while
others work at 200 bar and 750 �C. Somemethods use real industrial catalysts, while
others require very clean single-crystal model catalysts. In this book, I will focus on
four main areas: classic surface characterization methods, temperature-pro-
grammed techniques, spectroscopy and microscopy, and analysis of macroscopic
properties. For more details on the specific methods see the references in each
section, as well as the books by Niemantsverdriet [78] and Thomas [79].

. CAUTION! The plethora of catalyst characterization methods makes it easy to see
what you want to see. Always try and validate your results, by combining different
characterization approaches.

4.1.6.1 Traditional Surface Characterization Methods
In any gas/solid catalytic system, the reactant must first be adsorbed on the catalyst
surface. This is why surface characterization is so important. Studying the adsorption
of various molecules under controlled conditions yields information regarding the
catalyst surface area, pore volume, and pore size distribution [80]. The key factor here
is accessibility. Sophisticated spectroscopic analysis of single-crystal models can tell
us a lot about what goes on at the active site, but the molecules must get there first.
There are two types of adsorption. In physical adsorption, or physisorption, the

molecules are attached to the surface through Van der Waals interactions. The
corresponding heats of adsorption are relatively low, ca. 3–10 kcalmol�1. Conversely,
chemical adsorption, or chemisorption, involves the breaking and creation of
chemical bonds, with heats of adsorption ranging between 20 and 100 kcalmol�1.
Both adsorption types are used in characterization studies. Physisorption is used for
determining the total surface area and pore volume, usually at temperatures that are
close to the boiling point of the adsorbate. Nitrogen adsorption at 77 K, for example, is
used as a standard comparison by many DIN and ISO norms. Conversely, chemi-
sorption is used formeasuring specific chemical entities (such as Brønsted acid sites)
on the surface.

Determining the Surface Area The total surface area of a solid is related to the volume
of gas that is adsorbed on this surface at a given temperature and pressure. An
adsorption isotherm is a graph which shows how the amount adsorbed depends on
the equilibrium pressure of the gas, at constant temperature. Empirically speaking,
there are only six types of isotherms (Figure 4.15), regardless of the gas and the solid
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in question. Type I isotherms are typical for adsorption on microporous materials,
such as molecular sieves and some activated carbons. Type II isotherms describe a
multilayer adsorption on a nonporous or macroporous material. In the case of
isotherm types III and V, we see nomonolayer formation – the incomingmolecule is
adsorbed preferentially on another adsorbed molecule, rather than on an �empty�
site. This is what happens, for example, when H2O is adsorbed on a hydrophobic
material. For heterogeneous catalysis applications, the most important materials are
thosewith type IV isotherms (monolayer formation followed byfilling ofmesopores).
This is because most of the substrates and products we deal with are within the
mesopore diameter range (2–50 nm).
There are several theoretical derivations of adsorption isotherms. The simple

Langmuir equation [Eq. (4.2), named after the American chemist and 1932 Nobel
laureate Irving Langmuir], describes the formation of a monolayer on a surface [81].
This corresponds to the type I isotherm shown in Figure 4.15. Here V is the amount
adsorbed,Vm is the amount adsorbed in onemonolayer, p is the pressure and b is the
adsorption coefficient, which depends exponentially on the heat of adsorption.

V
Vm

¼ bp
1þ bp

ð4:2Þ

Langmuir�s model includes three strong simplifications:

1st All of the adsorption sites on the solid are equal.
2nd Molecules are adsorbed only on the surface, not on top of each other.
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Figure 4.15 The six types of adsorption isotherms (V¼ volume
adsorbed): Type I shows a monolayer (Langmuir isotherm);
types II and III show multilayer adsorption; type IV shows first a
monolayer, followed by filling of mesopores. The �knee� in
isotherms I, II, and IV, indicated by a black dot, indicates the point
of monolayer formation (point �B�).
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3rdThere are no lateral interactions (it does notmatterwhether neighboring sites
are occupied or not).

Real catalysts are usuallymore complicated. Adsorption sites differ in their energy
and accessibility, and there are often strong lateral interactions, especially at high
surface coverage. One way to bridge these differences is by describing the overall
adsorption as a sum of several Langmuir isotherms.
Another common model which also describes multilayer adsorption is the

Brunauer–Emmett–Teller equation [Eqs. (4.3) and (4.4), often called the BET
equation or the BETmethod], published in 1938 [82]. HereV is the amount adsorbed,
Vm is the amount adsorbed in one monolayer, p is the pressure, p0 is the saturation
pressure, C is a constant which relates to the net heat of adsorption, and N [in the
cases of Eq. (4.4)] is the maximum number of layers which can form in a pore.

V ¼ Vm
Cðp=p0Þ

½1�ðp=p0Þ�½1þðC� 1Þðp=p0Þ� ð4:3Þ

V ¼ Vm
Cðp=p0Þ
1�ðp=p0Þ �

1�ðNþ 1Þðp=p0ÞN þNðp=p0ÞNþ 1

1þðC� 1Þðp=p0ÞN �Cðp=p0ÞNþ 1 ð4:4Þ

Using these equations, we can estimate the number of molecules in a monolayer
for compounds with type I, II, and IV isotherms. From that, we can determine the
solid�s monolayer capacity. This is the amount of adsorbate needed to cover 1 g of
solid. The specific surface area for this solid is given dividing this capacity by the
average area which one adsorbate molecule occupies. To obtain meaningful values,
the dimensions of the adsorbate must be small compared to the pore diameter. The
best results are obtained with small spheres, e.g., Ar or Kr. For practical and
traditional reasons, however, N2 adsorption at 77K is used as the IUPAC standard,
even though it is not a spherical molecule.
The pore volume and the pore size distribution can be estimated from gas

adsorption [83], while the hysteresis of the adsorption isotherms can give an idea
as to the pore shape. In the pores, because of the confined space, a gas will condense
to a liquid at pressures below its saturated vapor pressure. The Kelvin equation
(Eq. (4.5)) gives this pressure ratio for cylindrical pores of radius r, where g is the
liquid surface tension, V is the molar volume of the liquid, R is the gas constant
(�2 calmol�1 K�1), andT is the temperature. This equation forms the basis of several
methods for obtaining pore-size distributions [84,85].

ln
p0

p
¼ 2gV

rRT
ð4:5Þ

Anothermethod of estimating the pore size distribution ofmeso- andmacropores
is bymercury porosimetry. Here onemeasures the volume ofmercury, a nonwetting
liquid,which is forcedunder pressure into the pores of a catalyst sample immersed in
mercury. The pressure required to intrude mercury into the sample�s pores is
inversely proportional to the pore size [86]. For cylindrical pores of radius r, this
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pressure is given by theWashburn equation (Eq. (4.6)) [87,88], where g is the surface
tension of the liquid, and a is the contact angle. Despite the fact that real pores are
rarely cylindrical, this method gives good estimates of pore size distributions.
However, owing to the high contact angle and surface tension of mercury (ca.
140 � and 4.8· 109Nm�1), themeasurements are limited to pores wider than�3 nm
(even these require pressures greater than 4000 bar).

r ¼ 2g cosa
p

ð4:6Þ

4.1.6.2 Temperature-Programmed Techniques
Temperature-programmed (TP) techniques measure the reactivity of a solid as a
function of the temperature under controlled conditions [89]. The temperature at
which species react on the surface (or indeed are desorbed from it) reflects the bond
strength of this species. Different chemical species react at different temperatures,
displaying distinct maxima in the TP profile. Themore reactive species react at lower
temperatures, and vice versa. The most common TP techniques are temperature-
programmed desorption (TPD, sometimes also referred to as flash desorption
spectroscopy), reduction (TPR), sulfiding (TPS), and oxidation (TPO). Although
these techniques are older and simpler than the latest spectroscopic methods,
they can give important information on the type of bonds and functional groups
on the surface. Furthermore, they have the advantage of operating under realistic
process conditions. Using TPO and TPR, for example, you can monitor the
changes that the catalyst precursor goes through during the calcination and
activation steps.
Figure 4.16 shows a general schematic of a TP setup, as well as examples of TPR

profiles. The gas reagent (H2, H2/H2S, or O2, depending on the method) is pumped
over the catalyst while the temperature is increased. As the temperature rises, the
reactant consumption and/or theproduct formation aremeasured. This is often done
by comparing the thermal conductivity of the gas before and after the reactor, using a
thermal conductivity detector (TCD). Alternatively, one can determine the composi-
tion of the gas phase at the reactor exit using gas chromatography,mass spectrometry,
or other methods [90].

4.1.6.3 Spectroscopy and Microscopy
This is the fastest-growing area in catalyst characterization. Using a host of methods
(and acronyms), samples are bombarded with photons, electrons, and ions, giving
chemists large amounts of data on what is happening at the catalyst surface. Until
recently, many of these methods were restricted to UHV conditions and/or low
temperatures, creating a temperature and pressure gap between the study conditions
and the real process.However, in situ and operando spectroscopicmethods are closing
this gap fast, and on-line spectroscopic monitoring of gas/solid catalytic processes is
becoming more and more common [91]. I will outline here the principles of five key
method �families� (X-ray diffraction, X-ray photoelectron spectroscopy, electron
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microscopy, solid-state nuclear magnetic resonance spectroscopy, and infrared
spectroscopy). A detailed overview of these and many other methods is given in
specialized textbooks and reviews [78,92,93].
X-ray diffraction (XRD) is used for identifying the crystalline phases and estimat-

ing particle sizes. It is based on the elastic scattering of X-ray photons by atoms in a
periodic lattice. A beam of X-rays (wavelength l � 0.5–2A

�
) hits the catalyst sample,

and is diffracted by the crystalline phases in the catalyst according to Bragg�s
law, (Eq. (4.7)), where n¼ 1, 2, . . . , d is the spacing between atomic planes in the
crystalline phase, and y is the diffraction angle.

nl ¼ 2d sin q ð4:7Þ

Figure 4.16 a Schematic of a temperature-programmed analysis
setup; b TPR profile of CuO, CeO2, and a copper-doped ceria
sample, Ce0.9Cu0.1O2, showing the effect of Cu doping on the
reduction temperature.
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The intensity of the diffracted X-rays is plotted as a function of the diffraction angle
and the sample orientation. This diffraction pattern is used for identifying the
crystalline phases and measuring the size and lattice spacing of the crystallites.
Crystalline phases of unknown samples can be identified by comparing the X-ray
diffraction pattern with known patterns of metals and oxides (the International
Centre for Diffraction Data, ICDD database, lists approximately 100 000 diffraction
patterns of solids). Since XRD is based on interference between reflecting X-rays
from lattice planes, it requires sufficient long-range order. Noncrystalline catalysts,
such as silica/alumina gels used for hydrocarbon cracking, will show either broad
and weak diffraction lines, or even no diffraction at all.
Small-angle X-ray scattering (SAXS) works similarly, but while XRD covers the

10 �–180 � scattering range, SAXS deals with 2y angles less than 2 �. This enables the
determination of catalyst particle size in the 50–500 nm range. In some cases, SAXS
can also beused for determining the particles� surface area, giving comparable results
to BET adsorption studies [94,95].
X-ray photoelectron spectroscopy (XPS) was developed in the mid-1960s by the

Swedish physicist and 1981 Nobel laureate Kai Siegbahn [96]. XPS (originally called
electron spectroscopy for chemical analysis, or ESCA) is a straightforward and useful
technique for identifying atoms at the catalyst surface [97]. It is based on the
photoelectric effect, in which photons from a �soft� X-ray source such as Al Ka or
Mg Ka penetrate the first few atomic layers under the surface, and interact with the
inner-shell electrons. The sample absorbs the energy of the photon, hn, and ejects an
electron with a kinetic energy Ekin, as shown in Eq. (4.8). The difference between the
two energies equals roughly to the electron�s bonding energy, Eb, with a correction
factorj that accounts for the difference between the work function of the sample and
that of the spectrometer. Since each element has a characteristic set of bonding
energies, the XPS peak areas can be used (with appropriate sensitivity factors) to
determine the surface composition of the material.

Ekin ¼ hn�Eb �j ð4:8Þ

XPS can be used for analyzing the relative elemental concentrations at the surface,
as well as for analyzing elemental oxidation states (Ekin varies with the oxidation state
of a certain element, as the electrons of a cation are boundmore strongly than those of
a neutral atom). The probe depth ranges from2 to 20 atomic layers, depending on the
material, the photoelectron energy, and the angle of themeasurement. The technique
requires UHV conditions, and can detect all the elements except hydrogen and
helium.
Electron microscopy is used for determining the size, shape, and composition of

supported particles [93]. A transmission electronmicroscope (TEM) is like an optical
microscope in which the optical lenses have been replaced by electromagnetic ones.
An electron beamhits the sample, and the transmitted electrons aremagnified by the
electromagnetic lenses. The optics bring the scattered electrons from the same point
in the sample to the same point in the image (the so-called bright-field image). A
conventional TEM can magnify ·300 000, with a resolution of 0.5 nm, whereas a
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high-resolution apparatus can magnify ·1000 000, giving atomic resolution. The
contrasts in the image reflect the different scattering processes, and the interactions
between the transmitted electrons and different atoms in the sample (typically, the
metal has amuch higher electron density than the support, and appears darker in the
TEM image). Thus, supportedmetal particles appear as dark spots, while the support
itself appears as a lighter background (see the example of Au and Ag nanoparticles
supported on g-alumina in Figure 4.17b).
In scanning electron microscopy (SEM), a high-energy (typically 10 keV) electron

beam is scanned over a small rectangular area of the sample. This generates low-
energy secondary electrons, some of which escape from the surface. These secondary
electrons are detected by attracting them onto a phosphor screen, andmeasuring the
light intensity with a photomultiplier. Some of the beam�s electrons strike atomic
nuclei, and �bounce back.� These electrons, known as back-scattered primaries, give
information on the surface topography, and on the average atomic number in the
scanned area. The microscope records the secondary and back-scattered electrons as
a function of the beam�s position. The surfaces that face the detector appear brighter
than those set at an angle, creating contrast in the image. Because the secondary
electrons originate mainly from the surface, whereas the back-scattered electrons
arise from the bulk, SEM gives a 3D image of the catalyst, albeit at a lower resolution
than TEM. Figure 4.18 shows a scanning electron micrograph of porous and hollow
polyelectrolyte microcapsules, which were used by Eiser and co-workers as supports
for noble metal clusters within their onion-like shell structure [99].

Figure 4.17 aAn electron beamhitting the catalyst surface sets off
several processes; the electrons that are transmitted through the
sample are used for generating b the TEM image (showing gold
and silver nanoparticles supported on g-alumina [98]).
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Solid-State Nuclear Magnetic Resonance Spectroscopy (SS-NMR) The principles of
solid-state NMR are identical to those of liquid-phase NMR [100]. However, NMR
spectra of solid samples are more complex, since there is no isotropic averaging of
NMR interactions in the solid state. The motion of the nuclei is restricted, and
orientation-dependent, anisotropic characteristics appear in the spectra. This, to-
gether with the magnetic influences of neighboring atoms, causes a broadening of
the peaks (for comparison, the 1H NMR spectrum of water at room temperature is
�0.1Hz, while that of ice is�105Hz). Nevertheless, solid-state NMR spectra contain
muchmore information than solution spectra.Determination of themagnitudes and
orientation dependence of chemical shielding, dipolar coupling, J-coupling and
quadruple interactions provides valuable chemical information about the solid
materials.
Special techniques have been developed for deriving high-resolution NMR spectra

of solids. Themost important ismagic angle spinning – spinning the sample rapidly
at an angle of cos�1(1/

ffiffiffi
3

p
), or 54 �540, to the magnetic field. Spinning at this angle

cancels the broadening of the chemical shift anisotropy [101]. MASNMR is now the
standard method for obtaining high-resolution spectra of solids, with numerous
applications in heterogeneous catalysis [102].

Infrared (IR) Spectroscopy Infrared spectroscopy is the most widely used technique
for studying the surface chemistry of heterogeneous catalysts [103]. It can give
information about the catalyst structure, as well as about the species adsorbed on the
catalyst surface. By using probe molecules like CO, NO and NH3, information is
obtained about the nature and environment of atoms and ions exposed on the
surface. The method is based on the absorption, transmission, or reflection by a

Figure 4.18 Scanning electron micrograph of �polyelectrolyte
onions,� which can trap active metal clusters within their shell
thickness, showing theporous 3Dstructure at the capsule surface.
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catalyst of infrared radiation; this excites molecular vibrations. IR spectroscopy of
solid catalysts can be performed either by transmission of the IR beam through a thin
section of the solid, or by its reflection from the surface. The energy of these
vibrations depends on the nature and bonding of the molecules. The vibrational
frequencies of surface groups and probemolecules are identified by comparing their
�fingerprints� with literature databases. IR spectroscopy has two important advan-
tages: It is nondestructive and noninvasive, and it can be adapted tomeasurements at
high temperatures and pressures. Thismeans that IR studies can be done under real
process conditions, and even, with today�s advanced computers, using on-line
analysis [104]. By using reactive probe molecules, you can qualify and quantify the
type and number of active sites. For example, pyridine vapor is used for titrating
Brønsted acid sites on solids, and the changes in the acid absorption bands are easily
monitored using diffuse-reflectance infrared Fourier-transform spectroscopy
(DRIFTS) [105,106].
IR spectroscopy can even be used for detecting the way that molecules are adsorbed

on the catalyst surface. CO, for example, can form different adcomplexes on metal
surfaces (Figure 4.19): linear (m1, 2000–2130 cm

�1); bridged between twometal atoms
(m2,1860–2000 cm

�1); triplybridged(m3,1800–1920 cm
�1);andevenquadruplybridged

(m4, 1650–1800 cm
�1) [107]. The linear configuration is common for most group VII

metals, while bridged configurations are found more with group VIII metals.

4.1.7
The Catalytic Converter: an Example from Everyday Life

Ask the averageman on the street for an example of catalysis, and youwillmost likely
hear about �the thing on the exhaust pipe that reduces engine emissions�. Aswe shall
see, the remarkable story of the catalytic converter is not only an excellent example of
catalysis, but also highlights the connection between heterogeneous catalysis, green
chemistry, and sustainable development.
Today�s automotive engines emit a number of toxic pollutants: CO, unburned fuel,

partially oxidized fuel, hot particulates, and nitrogen oxides (NO, N2O, and NO2,
collectively termed NOx). Table 4.2 shows the typical concentrations of the exhaust
gas constituents of gasoline engines [108], together with the legal emission limits set
by the EU in 2005 [109].

metal surface
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O
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Figure 4.19 The four different adsorption configurations of COon
metal surfaces can be distinguished by their IR activity.
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There are three strategies for reducing vehicle emissions. The first is simply
driving less, using more public transportation, cycling, and/or walking. This may
sound impractical, especially in places like California. Nevertheless, high gasoline
prices, modern urban planning, and the increased ability to work from home are
advancing this solution [110]. The second strategy is cutting the cause of emissions,
by switching to cleaner fuels, e.g., hydrogen fuel cells, or hybrid electric/gasoline
motors [111]. This solution is advancing rapidly, but decades will pass before such
cars replace a sizable chunk of themarket [112]. Thus, themost practicable solution is
removing engine emissions at the exhaust outlet, using a catalytic converter.
Engines emit CO and hydrocarbons as a result of incomplete combustion. The

nitrogen oxide derivatives, on the other hand, are �burned air.�We tend to think of N2

as an inert gas, and indeed Keq for the reaction N2þO2, 2NO at 25 �C is only
6· 10�31. The picture changes at high temperatures: At 900 �C,Keq¼ 3 · 10�7, and at
2200 �C, Keq¼ 4· 10�3. Interestingly, this means that if, as the temperature falls
along the exhaust pipe, the reverse reaction were sufficiently fast, there would be no
NOx pollution! Unfortunately, the rate of the gas-phase reaction is too low for
equilibrium to be attained during the short time that the gases spend in the exhaust
pipe.We know fromChapter 2 that a catalyst never changes the thermodynamics, but
it can change the kinetics, and provide a faster pathway to equilibrium. This is exactly
what we need here.
The catalytic converter is based on a monolith support, a honeycomb structure of

1mm2 channels, made of cordierite (a Ca/Mg aluminate ceramic) or stainless
steel [113]. The monolith must have excellent impact and thermal shock resistance,
because the temperature can change by asmuch as 500 �Cwhen you start the engine.
Since the monolith is nonporous, it is first wash-coated with a 20–60 mm layer of g-
Al2O3, which has a surface area of �200m2 g�1. The whole catalyst is then
impregnated with a solution of Pt, Rh, and Pd salt precursors, together with a CeO2

layer which acts as an oxygen reservoir (Figure 4.20a) [114]. The total mass loading of
noble metals is ca. 0.25%, most of which is Pt. The final catalyst is called a three-way
catalyst (TWC), because it converts the three main pollutants into nontoxic products
(Figure 4.20b). Pt and Pd are excellent oxidation catalysts, while Rh catalyzes the
reactions of NO with CO and H2.
Whilemost of thenoblemetal stays on the catalyst, small amounts do endup on the

road, causing diverse environmental effects [115–117]. The concentration of Pt
metals in urban road dust (especially on roundabouts) can be 100-fold higher than
the normal background concentration. There is even a company in the UK that
sweeps up this dust, with the aim of recovering the Pt group metals!

Table 4.2 Exhaust gas constituent concentrations and their legal limits set by the EU (2005).

Compound CO Hydrocarbons NOx H2 N2 O2 CO2 H2O

Concentration/vol.% 0.680 0.075 0.105 0.230 72.5 0.51 13.5 12.5
Legal limit/g km�1 1.0 0.10 0.08 n/a n/a n/a n/a n/a
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The fractional composition of the exhaust gases depends on the air-to-fuel (A/F)
ratio. At low A/F ratios (rich conditions, e.g., during acceleration) the exhaust gases
contain more reducing reactants (CO and HCs) than oxidizing ones (O2, NOx).
Conversely, high A/F ratios (lean conditions) favor the catalytic oxidation of CO and
hydrocarbons. Modern cars combine the catalytic converter with an electronically
controlled air/fuel management system, which maintains a near-stoichiometric A/F
ratio in the combustion chamber. At this ratio, �90% conversions of CO, HC, and
NOx are achieved simultaneously [118]. The engine alternates between �richer� and
�leaner� operating modes. This is where the ceria or ceria/zirconia oxygen reservoir
enters the picture. During the lean cycle, the storage component takes up oxygen,
which it releases during the rich cycle. Depending on lattice dopants and operating
conditions, ceria can store and release up to 25% of its lattice oxygen [119].
Figure 4.21 shows the qualitative effect of adding an oxygen storage component
to the TWC.

4.1.8
Surface Organometallic Chemistry

Solid catalysts are macroscopic objects, but catalysis itself is primarily a molecular
phenomenon. This means that many of the principles of homogeneous complexes
apply to active sites. Conceptually, we can consider the support as a very large and
rigid ligand, especially when the active site itself is an organometallic specieswhich is
anchored on the support. Indeed, experiments show that functional groups on
surfaces exhibit chemical properties which are similar to their liquid-phase
counterparts.

Figure 4.20 a Cartoon showing the monolith, channel washcoat,
and supported activemetals in the TWC; b the chemical oxidation
and reduction reactions for converting the three main pollutants.
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This concept of surface organometallic chemistry (SOMC) was developed by the
French chemist Jean-Marie Basset in the 1970s [120–122]. It does not cover all
situations in heterogeneous catalysis, but it has much merit because it bridges the
gap between homogeneous and heterogeneous catalysis. Surface organometallic
chemistry combines solid catalyst characterization and principles from solution-
phase organometallic chemistry, establishing structure/activity relationships of
organometallic surface species. It does not deal with adsorption or diffusion to the
active site, but rather with what happens after the substrate has arrived there.
Ideally, attaching organometallic complexes to solid supports should combine the

advantages of homogeneous catalysis (high TON and TOF) with those of heteroge-
neous catalysis (good stability and easy separation). In practice, supported organo-
metallic complexes often display the combined drawbacks of the two methods. The
reason is that instead of just one type of active site, many different types form. SOMC
can be used to overcome this problem, by study and development of techniques for
making single-site organometallic complexes on well-defined supports [123,124].
Naturally, SOMC depends on a good characterization and understanding of the

solid support structure [125]. Silica is one of the most commonly used supports in
SOMC studies, owing to its relatively simple and controllable structure [126]. The

Figure 4.21 a Schematic showing the release of oxygen from the
ceria fluorite lattice during the rich engine cycle; b comparison of
the oxygen levels in the exhaust gas in the absence (broken line)
and in thepresenceofanoxygenreservoir (shadedarea).Thanks to
Dr. Merijn Schenk for rendering the 3D fluorite crystal structures.
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surface of pure silica is composed of siloxane bridges (�SiOSi�) and silanol groups
(�SiOH) [127]. The type and the distribution of these groups depend on the
preparation conditions, and especially on the calcination step (see Figure 4.22a). In
addition to studying complexes on solid silica, SOMC research also uses complexes
bound to molecular silica mimics, which range from simple organosilanols to
polyhedral oligomeric silesquioxanes (POSS; see Figure 4.22b). These large silica
cages enable the use of solution-based characterization techniques, while still
retaining many of the properties of solid silica [128].
SOMChas been used for studying and developing several heterogeneous catalysts,

most notably for olefin polymerization (metallocene-based catalysts) and metathesis
applications [129,130]. Anchoring the organometallic complexes on silica gives an
active heterogeneous catalyst, which is easily separated from the product mixture
(Figure 4.23). Another important application of SOMC is the preparation of well-
defined surface alkoxides, which are used as oxidation and Lewis acid catalysts.

4.2
Liquid/Solid and Liquid/Liquid Catalytic Systems

Liquid/solid and liquid/liquid systems are important, becausemost of the chemicals
we use are either liquids themselves at ambient temperature, or are dissolved in a
liquid. These catalytic systems are gaining ground, as industrial attention turns to
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enzymatic and water-based processes. The most common situation for biphasic
liquid catalysis is an aqueous/organic system, where the substrates and/or products
form the oil phase, and the catalysts and/or reagents are in the water phase. The
reaction can occur either on the interface [132], or by transferringmolecules between
the phases using a �molecular shuttle�, a so-called phase-transfer catalyst. In the case
of liquid/solid catalysis, the reaction takes place on the surface of the catalyst particles
that are suspended in the substrate/reagent mixture.
Note that catalysis is a microscopic (molecular) phenomenon, while phase

separation is a macroscopic concept. This can cause some confusion, because you
can define somebiphasic catalytic systems as either homogeneous or heterogeneous.
When the catalyst is a solid, the phase boundary is distinct, so the system is �obviously
heterogeneous�; but when the catalyst is dissolved in another liquid phase, the
homogeneous/heterogeneous distinction blurs. To avoid this confusion, I divide the
systems according to their macroscopic behavior, classifying all liquid/liquid biphas-
ic reactions as heterogeneous catalysis (enzyme reactions are grouped separately in
Chapter 5).

4.2.1
Aqueous Biphasic Catalysis

Water is the cheapest and most eco-friendly solvent. It is nontoxic and readily
available, and dissolves many inorganic and some organic reagents. Moreover, its
high heat capacity and high thermal conductivity make it an ideal heat sink for
controlling exothermic reactions [133]. Using water as a solvent does create some
problems (e.g., cleaning aqueous waste streams containing small amounts of
organics is particularly difficult), but these disadvantages are minor compared with
the benefits of avoiding organic solvents [134].
In principle, most reactions catalyzed by organometallic complexes can be

performed in water/oil systems by using water-soluble ligands, thus combining the
advantages of high activity and selectivity with easy separation by decantation
(Figure 4.24a) [134–136]. Interestingly, today�s widespread use of aqueous/organic
biphasic catalysis has been influenced by the chemical industry, and specifically by
the success of the Ruhrchemie/Rhône–Poulenc hydroformylation process for mak-
ing butanal (the oxo process) [137]. This process, which came on stream in 1984, is
now producing over 450 000 tpa of aldehydes in four plants. It uses a Rh-based
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Figure 4.23 Second-generation W- and Re-alkylidene metathesis
catalysts anchored on silica, with their corresponding TOF and
TON values at 25�C [131].

4.2 Liquid/Solid and Liquid/Liquid Catalytic Systems j159



catalyst with a triphenylphosphinetrisulfonate water-soluble ligand (tppts) [138]. The
catalytic intermediates remain in the aqueous phase, while the reactants and
products move between the phases (Figure 4.24b). The overall selectivity is
>99%, with an n/iso aldehyde ratio of 96 : 4.
Another process that utilizes biphasic aqueous catalysis is the hydrodimerization

of butadiene andwater, run at 5000 tpa byKuraray in Japan [138]. This process has two
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biphasic steps (see Figure 4.25). First, butadiene is hydrodimerized to 2,7-octadien-1-
ol, using a Pd–tppms complex (tppms¼PPh2(m-C6H4SO3H). The dienol is then
either hydrogenated to n-octanol, or oxidized to 7-octenal which is then hydrofor-
mylated using Rh–tppts as in the Ruhrchemie process. Subsequent hydrogenation
gives 1,9-nonadiol, the final product.
With the advent of green chemistry and the increasing availability of water-soluble

ligands, aqueous biphasic catalysis has become a thriving research field with
numerous industrial applications. In the fine-chemicals sector there are processes
for C�C coupling of vitamin precursors [139] and for hydroformylation of esters of
acrylic acid (2-propenoic acid) [140,141] and o-alkene carboxylic esters [142]. Other
reactions include hydrogenations [143,144], Heck reactions [145], and oligomeriza-
tions [146]. Readers wishing to explore this subject further should consult the
comprehensive collection of essays edited by Cornils and Herrmann [147].

4.2.2
Fluorous Biphasic Catalysis

The fluorous biphasic concept was introduced by the Hungarian chemists Istv�an
Horv�ath and Jozsef R�abai in 1994 [148]. A fluorous biphasic system consists of a
fluorousphase (a perfluoroalkane-, perfluorodialkyl ether-, or perfluorotrialkylamine-
rich phase) containing a fluorous-soluble reagent or catalyst, and a second phase,

+ + H2O
Pd-tppms

OH
2,7-octadien-1-ol

Ni
catalyst

H2

C8H17OH

CuCrO3

O
7-octenal

H

CO + H2
Rh-tppms

OO
Ni catalyst

H2

(CH2)7HO OH

nonadiol

n-octanol

Figure 4.25 TheKuraray hydrodimerization route ton-octanol and
1,9-nonadiol, which includes two biphasic catalytic steps.
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which may be any organic/inorganic solvent that is sparingly miscible with the
fluorous phase [149]. Reagents and catalysts can bemadefluorous-soluble by decorat-
ing them with branched perfluoroalkyl chains (�fluorous ponytails�). As these pony-
tails can change the molecules� electronic properties, insulating spacer groups, e.g.,
�CH2�, are often inserted before them [150]. The fluorous phase separation is often
highly temperature-dependent, which means that you can easily switch the system
from biphasic tomonophasic and back (Figure 4.26) [151]. Themain disadvantage of
fluorous solvents is their high price compared to conventional solvents.
Generally speaking, afluorous-compatible organometallic catalyst contains at least

one metal center with a fluorous ligand, L(R)n(Rf )m, where R denotes a regular
organic residue andRf a perfluorinated residue. Thefluorous partition coefficients of
such complexes depend on the type and size of the fluorous and hydrocarbon
domains. Many fluorous-soluble ligands have been prepared, including phos-
phines [152], phosphites [148], porphyrins [153], phthalocyanines [154], diketo-
nates [155], bipyridines [156], and tris(pyrazolyl)borates [157]. Several of these are
also commercially available.
Horv�ath and R�abai demonstrated the efficiency of their fluorous-soluble

RhP[CH2CH2(CF2)5CF3]3 catalyst in the hydroformylation of 1-decene at 100 �C,
using a50:50 vol.% toluene/C6F11CF3 solventmixture and11 bar of 1 : 1 CO/H2 [148].
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Many examples followed, especially of oxidation reactions. Oxygen is highly soluble
in fluorous solvents, while perfluoroalkanes are highly resistant to oxidation. More-
over, most oxidations yield polar products, which are less soluble in the fluorous
phase, facilitating product separation. Klement et al. combined these advantages,
using a perfluorinated diketonate–nickel complex which catalyzed the monophasic
autoxidation of various aldehydes to the carboxylic acids, obtained in 70–85% yield at
60 �C. Cooling the reaction back to 25 �C separated the phases, enabling an easy
separation of product and catalyst (Figure 4.26) [155].
Interestingly, the first experiments demonstrating the fluorous biphasic concept

were actually made in 1991 by M. Vogt, a German PhD student at the Rheinisch-
Westf€alischen Technischen Hochschule in Aachen. Unfortunately, Vogt (and his
supervisor!) never published these results except as a PhD thesis hidden at the
technical school library inAachen, so theirwork remained secret. It came to light only
some years after the field of fluorous biphasic chemistry was established
internationally [151].

4.2.3
Biphasic Catalysis Using Ionic Liquids

Ionic liquids (ILs) are basically salts with poorly coordinated ions, resulting in low
melting points. Since �low� is a relative term (NaCl, for example, is an IL between
801 �Cand1465 �C), chemists use it to refer either to salts whichmelt below100 �C, or
to salts that are liquid at 25 �C. The latter group is known as room-temperature ionic
liquids (RTILs). In most RTILs, one of the ions is organic, with a delocalized charge.
Note that ILs arenot concentrated salt solutions. They arenonmolecular liquidswhich
contain, in theory, no water (in practice, many ILs contain at least traces of water).
ILs are an exciting new class of solvents, because many functional groups show

different properties in all-ionic environments (they are sometimes called neoteric
solvents, but this just means new solvents) [158]. Moreover, ILs can be tailored for
specific functions, by choosing the right cation/anion combination. There are
literally millions of combinations available, and predicting their physical properties
is a challenge by itself [159] (see also the discussion on data explosion in Chapter 6).
Two common cation options are methylimidazolium (mim) and pyridinium (py).
Figure 4.27 shows some examples of ILs based on these cations, with their respective
melting points [159].
The application of ILs as solvents for transition-metal catalysis began in the 1990s,

especially for reactions involving ionic intermediates, e.g., Friedel–Crafts acyla-
tions [160]. Some ILs, such as [bmim]þ[PF6]

�, form biphasic mixtures with water,
enabling the separation of water-soluble byproducts by simple extraction/decanta-
tion [161,162]. ILs are also often used inwater-free biphasic systems (i.e., amixture of
IL and organic solvent) [162]. In general, ionic catalysts are much more soluble in
ionic liquids than in organic solvents, thus facilitating product/catalyst separation at
the end of the reaction. ILs are even used as solvents for enzymatic reactions [163].
Another interesting application for ILs is as solvents in electrochemical systems,
because they are good conductors [164].
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ILs are also attractive candidates for replacing volatile organic compounds (VOCs)
as solvents, because they have practically no vapor pressure [165]. However, the
environmental impact of ILs and VOCs should be compared on the basis of life-cycle
analysis, and for that we are stillmissingmany data on the toxicity and environmental
effects of ILs [166,167]. Another point is that the current prices of ILs aremuchhigher
than those of VOCs. Handy et al. recently demonstrated a handy synthesis of mim-
type ILs starting from fructose, which could eventually lead to truly eco-friendly IL
solvents [168].

4.2.4
Phase-Transfer Catalysis

Introduced by Charles Starks in the early 1970s [169,170], phase-transfer catalysis
(PTC) is an elegant approach to reactions in multiphase systems [171]. Many
chemical reactions are hampered not by inactivity of functional groups, but simply
by the fact that the reactants are immiscible. PTC solves this problem by literally
transferring one active species from one phase to the other. The phase-transfer
catalyst acts like a molecular shuttle bus which goes to and fro between the phases
(one of the phases can also be a solid, e.g., solidNaOHin an organic solvent). Anionic
reagents, such as OH– and CN–, are typically soluble in water but not in organic
solvents, while the opposite holds for many organic reactants. PTC brings such
anions into the organic phase, or in some cases to the interface between the two
phases, avoiding the need for expensive and wasteful reagents. Quaternary ammo-
nium or phosphonium salts (�quats�) and crown ethers are themost commonly used
PT agents. Another bonus of PTC is that the transported reagents often show
enhanced activity. The hydroxyl ion, OH–, is highly solvated in water, and thus less
reactive. Extracting it into an organic solvent using tetrabutylammonium bromide
creates a [Bu4N]

þ[OH]� ion pair, in which the OH– has practically no solvation shell.
This �naked OH�� is a much stronger base, comparable with NaOMe, NaNH2, or
NaH. The situation in which reagents are transferred from the organic phase to the
aqueous phase is known as inverse PTC [172,173].
Phase-transfer-catalyzed reactions proceed via two main pathways. In the classic

extraction mechanism proposed by Starks (Figure 4.28a), the quat Q extracts the
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Figure 4.27 Examples of ILs based on mim- and on py-type cations.
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reagentX from the aqueous phase to the organic phase. The reaction then takes place,
and the PTC extracts the byproduct Y back to the aqueous phase. The alternative
interfacial mechanism, proposed by Makosza [174], applies to many alkylations and
reactions involving carbanion species. Here, a concentrated alkali solution depro-
tonates the organic substrate RH at the interface. The R– anion then pairs with the
quat and is transported back into the organic phase, where it reacts with the alkylating
agent R0 [175].
PTC has proven its usefulness in many organic transformations, e.g., in oxidation

reactions using NaOCl (bleach) [176,177] or H2O2 [178,179], alkylation reac-
tions [180,181], sulfanylation [182], and a variety of asymmetric reactions [183–
186]. One interesting application of solid/liquid PTC in the context of green chemistry
is the in situ generation of anhydrous HF from CaF2 andH2SO4. AnhydrousHF is an
importantmultipurposefluorination reagent, with aworldwide production capacity of
106 tpa (tons per annum). Unfortunately, it is also extremely toxic and corrosive, so its
transport and storage are problematic.Using solid/liquidPTC, Sasson and co-workers
generated anhydrous HF in inert organic solvents (Figure 4.29). Essentially based on
the same raw materials employed in the large-scale industrial HF process, and using
ambient temperatures and pressures, this technique is a simple, safe, and a cheap
alternative method of hydrofluorination [187].

4.3
Advanced Process Solutions Using Heterogeneous Catalysis

Industrial heterogeneous catalysis may be an old discipline, but this does not mean
that it is stagnating – far from it. New catalysts and processes are constantly being
developed, combining the power of high-throughput catalyst synthesis and screening
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Figure 4.28 Different pathways for PTC: a the classic Starks
extraction mechanism; b the Makosza interfacial mechanism.
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tools, state-of-the-art characterization methods, and elegant process designs. As the
examples in this section show, the right combination of tools and people can result in
newprocesses and plantswhich reach both the goals of profit-making companies and
of sustainable development.

4.3.1
The BP AVADA Ethyl Acetate Process

Ethyl acetate is a common solvent which is widely used in paints, pharmaceuticals,
and fragrances. The two traditional production routes, acetic acid esterification and
Tischencko condensation of acetaldehyde, rely on liquid acid/base catalysts which
result in large aqueous waste streams. In the 1990s, BP redeployed its chemical
manufacturing capacity, forcing the business unit managers to either come up with
new technological solutions, or close down plants. BP�s new AVADA process

C5H11 + 1/2CaF2 + 1/2H2SO4

2.5 mol%TOAB

25 oC, CH2Cl2
+ 1/2CaSO4C5H11

F

Alkene hydrofluorination

+ 1/2CaF2 + 1/2H2SO4

2.5 mol%TOAB

25 oC, CH2Cl2
+ 1/2CaSO4 + H2O

Hydroxyl group substitution

OH

F

organic 
solvent

CaSO4 layer

CaF

(a)

(b)

2 particle

CaF2 + H2SO4 CaSO4 + 2HF
Oct4NBr

25 °C

Figure 4.29 a Schematic representation of the solid/liquid HF
generation system; b examples of synthetic applications.
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(AdVanced Acetates by Direct Addition), which went on stream in Hull in a 220 ktpa
plant in June 2001, is an excellent example of how combining heterogeneous catalysis
and process innovation can create economic value and environmental benefits [188].
The AVADA process (Figure 4.30) converts ethene and acetic acid directly to ethyl
acetate, cutting out the intermediate esterification step and the need for ethanol.
Instead of using a liquid Brønsted acid, it uses a heteropolyacid compound which is
supported on porous silica for additional stability. The process provides 99.98% pure
ethyl acetate, inwhat is now the largest EtOAcproduction plantworldwide.Moreover,
the simpler design requires fewer operators and saves �20% on energy costs
compared to the conventional routes. TheAVADAprocesswon the 2002AstraZeneca
Award for Excellence in Green Chemistry and Engineering.
Although the exact structure of the catalyst is undisclosed, it is most probably a

�superacid� (a Keggin-type phosphotungstic heteropolyacid, with the general for-
mula H3PWnM12–nO40, wherein M is tungsten or another metal). Such heteropo-
lyacids are used in the laboratory both in solution and as solid salts [189]. Their
industrial applications are limited, however, due to rapid deactivation [190]. To solve
this problem, BP used a bed of porous silica beads, with the heteropolyacid
impregnated in the pores.
The AVADAprocess combines several green chemistry principles: It uses simple,

nontoxic feedstocks, converting these directly to the product. It features 100% atom
economy – all the atoms in the reactants are incorporated in the product.Using a solid
catalyst, the process is practically waste-free, avoiding waste stream problems.
Notwithstanding these important benefits, this process was developed not because
of environmental legislation or pressure groups, but following commercial con-
siderations, demonstrating again that economic benefit is the main driver of green
chemistry.

Figure 4.30 Chemical reactions and simplified process schematic
for BP�s AVADA ethyl acetate process.
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4.3.2
The ABB Lummus/Albemarle AlkyClean Process

The catalytic alkylation of isobutane with C3�C5 alkenes was commercialized in the
US during WW II. Blending the alkylate product with catalytically cracked gasoline
provided high-octane aviation fuel. The introduction of aromatic and oxygenated fuel
additives, such as methyl t-butyl ether (MTBE), pushed alkylation to the sidelines.
However, in the 1990s, when the environmental effects of such additives were
realized, alkylation regained its importance [191].
The traditional isobutane alkylation process uses H2SO4 or HF as catalysts. This

has several serious disadvantages. First, these acids are toxic and corrosive, and
transporting and storing them is a hazardous business (remember that due to the
large volume of gasoline produced, the absolute catalyst amounts are very large, even
when the substrate/catalyst molar ratios are high). Second, the alkylate productmust
be post-treated, and spent acid streams including acid-soluble oils must be disposed
of. The H2SO4 process also has expensive cooling requirements, since its optimal
temperature operating window is 4–10 �C. These disadvantages prompted an inten-
sive search for an alternative solution using solid acid catalysts [192], but no process
reached commercial realization. Rapid catalyst deactivation, inadequate catalyst
regeneration schemes, concerns over process complexity, and sometimes simply
insufficient evidence for breaking the �first-of-a-kind� barrier, have held clean
alkylation at bay for over 40 years.
In 1999, Akzo Nobel (which later sold its catalyst division to Albemarle) patented a

new technology for alkylating hydrocarbons based on a zeolite acid catalyst [193]. This
new process, AlkyClean, was then designed by ABB Lummus and Albemarle, and a
10 barrels per streamday (BPSD) demonstration unit cameonline in Finland in 2002.
AlkyClean produces a high-quality sulfur-free alkylate (96 octane), eliminating all the
drawbacks of the liquid acid catalyst technologies. There are no acid-soluble oil waste
streams, the reactor operates at 50–90 �C, and the catalyst is a solid, noncorrosive
material, which is easily transported and stored.
The new technology employs a rugged, optimized catalyst formulation coupled

with a novel (but mechanically simple) reactor design and processing scheme
(Figure 4.31). The system minimizes deactivation by utilizing serial reaction stages.
Slow catalyst deactivation does occur, mainly due to formation of small amounts of
heavy by-products which clog the catalyst pores. To solve this problem, the process
uses multiple reactors, with individual reactors cycling back and forth between on-
line alkylation and mild catalyst regeneration. In the regeneration step, the olefin
addition is stopped, and the heavies are removed from the catalyst using hydrogen at
250 �C (the catalyst itself remains in the reactor at all times).

4.3.3
The IFP and Yellowdiesel Processes for Biodiesel Production

Biodiesel is a renewable fuel comprisingmonoalkyl fatty esters. It can bemade from
vegetable oils, animal fat, and even recycled grease from the food industry [194,195].
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Remarkably, it is the only alternative fuel with an overall positive life-cycle energy
balance, yielding as much as 3.2 units of fuel product energy for every unit of fossil
energy consumed, compared to 0.83 units for petroleumdiesel. Biodiesel has several
advantages over petroleum diesel: it is safe, renewable, nontoxic, and biodegradable
in water (ca. 98% biodegrades in just a few weeks). It has a lower content of sulfur
compounds [196], and a high flash point (>130 �C). Furthermore, it is almost neutral
with regard to CO2 emissions, and emits less hydrocarbons (80%) and particulates
(�50%) (see Table 4.3). Finally, biodiesel production enjoys a positive social impact,
by enhancing rural revitalization.

Figure 4.31 A simplified design scheme of the AlkyClean process,
using three reactors in a cyclic configuration. At any given time,
two reactors are used for alkylation, while the catalyst in the third
reactor is regenerated.

Table 4.3 Average emissions from biodiesel compared to conventional diesel.

Emission type[a]

B20/% B100/%

Total unburned hydrocarbons �20 �67
CO �12 �48
CO2 �16 �79
Particulate matter �12 �47
NOx þ2 þ10
SOx �20 �100
Polycyclic aromatic hydrocarbons (PAHs) �13 �80
Nitrated PAHs �50 �90
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The world interest in biodiesel has accelerated tremendously, owing to recent
legislation curbing vehicle emissions, and the increasing price of petroleum [196].
Although biodiesel contains no petroleum products, you can blend it with conven-
tional diesel. B20, a blend of 80% petroleum diesel and 20% biodiesel, can be used in
regular diesel engines (in fact, usingB20 in buses and trucks reduces the black smoke
emitted during acceleration [195]). Biodiesel can also be used in its pure form (B100),
but this requires minor engine modifications [197]. Incidentally, the idea of using
vegetable oil as fuel for diesel engines is over 100 years old – Rudolf Diesel himself
demonstrated the performance of his engine using peanut oil as fuel [198].
The current biodiesel manufacturing processes primarily employ transesterifica-

tion of triglycerides with methanol using NaOH as a base catalyst, or batch esterifi-
cation of fatty acids catalyzed by H2SO4 [199,200]. However, these processes have
several disadvantages: soap formation (with the NaOH catalyst), shifting the equi-
librium to fatty esters by using an excess of alcohol that must be separated and
recycled, homogeneous catalysts that require neutralization (causing salt waste
streams), expensive separation of products from the reaction mixture, and relatively
high investment and operating costs.
In 2005, the French petroleum institute (IFP) disclosed a novel biodiesel process,

called Esterfif. Starting from triglycerides, the transesterification step was performed
using a solid catalyst, a mixed Zn/Al oxide [201]. The process runs at higher
temperature and pressure than the homogeneous one, and uses an excess of
methanol, which is vaporized and recycled. It has two reactors and two separators,
which are needed for shifting the methanolysis equilibrium (Figure 4.32). At each

Figure 4.32 Simplified schematic of the IFP Esterfif biodiesel
process, based on two consecutive reactor/separator stages.
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stage the excess of methanol is removed by partial evaporation, and the esters and
glycerol are separated in a settler.
A secondalternative, developedbyYellowdiesel in 2006 [75,76], is especially suited to

mixed feedstocks with high free fatty acid (FFA) content, such as used cooking oil and
low-grade grease. The process combines the reaction and the separation in one step,
using reactivedistillation (alsoknownascatalyticdistillation; seeFigure4.33) [202,203].
This intensifies mass transfer, allows energy integration in situ, reduces equipment
costs, and simplifies the process flowsheet and operation [204–206]. Furthermore,
the thermodynamic equilibrium of the reaction can be shifted, by controlling
the vapor/liquid equilibrium in the column. The first pilot biodiesel plant based
on this process (2500 tpa), built by Fertibom, will come on stream in Rio de Janeiro in
2008.
Like the AVADA and the AlkyClean processes, these two processes also replace the

liquid acid/base catalysts with solid acids and bases [192]. Although the reaction
mechanism for the heterogeneous acid-catalyzed esterification is similar to the
homogeneously catalyzed one [207,208], there is an important difference concerning
the relationship between the surface hydrophobicity and the catalyst�s activity. This is
especially true for fatty acids, which are very lipophilic compounds. One can envisage
three cases: First, if there are isolated Brønsted acid sites surrounded by a

Figure 4.33 Simplified schematic of the Yellowdiesel catalytic
distillation process for making biodiesel from high-FFA oils, by
integrating the reaction and separation in one reactive distillation
column using a solid acid catalyst.
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hydrophobic environment, the hydrophobic �tail� of the acid would be adsorbed
parallel to the hydrophobic surface (Figure 4.34 top). Second, if there are a few acid
sites in the vicinity, the fatty acid molecules could be adsorbed perpendicular to the
surface, with the tails forming a local hydrophobic environment (Figure 4.34middle).
Finally, in the case of a very acidic and/or hydrophilic catalyst (many adjacent acid
sites and/or hydroxyl groups), the by-product water from the esterification would be
adsorbed on the surface, and the catalyst would lose its activity (the water layer would
prevent the access of fatty acids to the catalyst, Figure 4.34 bottom). Thus, there is a
trade-off between reactivity and surface hydrophobicity.

4.3.4
The ABB Lummus/UOP SMART Process

Styrene is one of the largest-volume production chemicals. Its global demand in
2004 reached 24 million metric tons, over half of which was used for making
polystyrene. The growing demand for styrene over the past decade encouraged
producers to revamp plants, increasing plant capacity while keeping capital

Figure 4.34 In fatty acid esterification, the catalyst surface
hydrophobicity is a key factor. Too few acid sites result in low
activity, but too many lead to water adsorption and deactivation.
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investment low. To this end, in 1995 ABB Lummus and UOP introduced the elegant
SMART (Styrene Monomer Advanced Reheat Technology) oxidative dehydrogena-
tion process [209].
Catalytic dehydrogenation of ethylbenzene to styrene is a well-known reac-

tion [210], but it is endothermic, and high conversions are obtained only at high
temperatures and low pressures. Moreover, in conventional dehydrogenation units,
selectivity and conversion are mutually exclusive. Trade-offs must be made, and
conventional plants usually operate at <70% conversion. The SMART process
combines oxidative reheating technology with adiabatic dehydrogenation. Oxidation
of the H2 by-product shifts the dehydrogenation equilibrium to the products
side, while simultaneously generating heat loss for the dehydrogenation reaction
(Figure 4.35, inset). This results in ethylbenzene conversions of>80% per pass. The
high conversion means that lower feedstock flows are needed, increasing plant
production capacity by up to 50%.
Figure 4.35 shows the general process flowchart. The ethylbenzene is dehydro-

genated catalytically to styrene in the presence of steam in a fixed-bed, radial-flow
reactor. The heat for this reaction is supplied by catalytic combustion of the H2 by-
product with a stream of oxygen. Toluene, benzene, and some light organics are also
formed. Part of the reactor effluent heat is recovered through heat exchange with the
feed, and another part is used for generating steam for the process. The off-gas
stream is compressed, processed, and used as fuel in the steam superheater. The
condensates from the condenser and off-gas recovery section flow into the separator,
where hydrocarbon and water phases separate. The dehydrogenated mixture is
fractionated, recovering the styrene product, recycling ethylbenzene, and separating
benzene and toluene by-products. Inhibitors are added to prevent styrene
polymerization.
The SMART process is a good example of how industry can use catalysis

to combine exothermic and endothermic reactions, and thus save on energy costs
while at the same time increasing chemical productivity. Currently, five commer-
cial plants run this process, producing over 1.3 million metric tons of styrene per
year.

4.4
Exercises

1. tert-Butanol is an octane enhancer, used for replacing lead additives in gasoline.
Goodfuel Inc. produces t-butanol by catalytic liquid-phase hydration of isobutene
using the solid acid catalystNafion. Scientists atGoodfuel propose themechanism
shown in Figure 4.36, where {AB} indicates that A is adsorbed on B.

(a) Write out the overall reaction equation.
(b) Nafion is a mesoporous catalyst based on an organic polymer backbone. Draw

the N2 adsorption isotherm for this catalyst. Now draw the isobutene adsorp-
tion isotherm for this catalyst. What type isotherm is this?
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(c) In practice, excess t-butanol is added to the reaction. Explain why this excess of
t-butanol is needed. Do you think that adding n-pentanol instead of t-butanol
would have the same effect?

2. Your task is to choose the right heterogeneous catalyst for reducing awaste stream
containing cyclohexanols and cyclohexanone back to cyclohexane. Your company
is considering the following process options:

(a) H2 gas as reducing agent; T¼ 600 �C; max. pressure 200 bar;
(b) NaHCO2 as reducing agent; T¼ 30 �C; pH¼ 10.5; max. pressure 1.1 bar;
(c) CH3CH(OH)CH3 as reducing agent; T¼ 80 �C; max. pressure 3 bar.

Search the Internet for information on chemical waste streams (both the US EPA
and the EU have excellent websites on this subject), and suggest an eco-friendly
active catalyst and a support for each of the three options. Suggest twomethods for
characterizing your catalysts before and after the reaction, and one method for
characterizing at least one of the catalysts during the reaction (see the literature on
operando spectroscopy [29]).

3. Nitrous oxide (N2O, also known as �laughing gas�) is a greenhouse gas which
contributes to ozone depletion in the stratosphere. It is also, however, an
interesting oxidant, because it contains 36wt.% oxygen, and gives only N2 as
by-product. The problem is that N2O does not bond well tometals, especially in an
acidic environment. Your task is to design a heterogeneous catalyst for the gas/
solid reaction of nitrous oxide with propene, to make propene oxide.

OH

+ Nafion
Nafion

Nafion
Nafion

H2O  + H2O

Nafion Nafion

H2O+
Nafion

OH

Nafion

OH
Nafion+

(1)

(2)

(3)

(4)

iso-butene

tert-butanol

Figure 4.36 Proposed four-step mechanism for the Nafion-catalyzed synthesis of t-butanol.
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(a) Which catalyst would you choose for this process?
(b) Write out the stoichiometric reaction equation for this process, and suggest a

possible mechanism that uses your catalyst. What do you think is the rate-
determining step? How would you check your hypothesis?

(c) Do you think you could use this catalyst in a gas/liquid oxidation process to
make phenol from benzene? If not, why not?

4. Draw a cartoon of molecules adsorbed on a porous solid which has both
micropores andmesopores. Using this drawing, explain the terms chemisorption
and physisorption.

(a) Is it true that molecules undergo chemisorption only until a monolayer is
formed, or can you get multilayer chemisorption?

(b) Given that physisorption does occur in multilayers, how many layers of
molecules can adsorb on a solid surface?

5. In a pilot process formaking a pharmaceutical intermediate, the last synthetic step
is a catalytic hydrogenation, using H2 and a heterogeneous catalyst at 130 �C.
Researchers at the plant did three experiments. In the first run, they got
TOF¼ 200min� 1. When they filtered the catalyst and reused it, they got
TOF¼ 33min� 1. After filtering the catalyst again and calcining it in air at 450 �C
for 4 h, they got TOF¼ 196min�1 in the third run. They measured the N2

adsorption isotherms of their catalyst before and after the first reaction (see
Figure 4.37), labeled the bottle, and stored it in a cupboard containing six other
catalyst samples. Unfortunately, they forgot which catalyst they used!

(a) Decide and explain which one of the seven catalysts A–G was used in the
reaction.

(b) What is the reason for the differences in the adsorption isotherms before and
after the reaction?

A Ni on FER zeolite 

B Enzyme immobilized on zeolite-Y

C Zn particles (1 mm diameter)

D Ru on mesoporous silica

E Pd on microporous alumina

F Macroporous silica/alumina

G Pt on mesoporous polystyrene

after first run

before first run

Pressure
p0

V

0

Figure 4.37 N2 adsorption isotherm (measured at 77 K) of the
catalyst before and after the first run.
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(c) Measuring just the surface area of a solid is cheaper thanmeasuring the entire
isotherm. Is saving money justified in this case?

6. Alumex is a porous silica/alumina zeolite, with cylindrical pores of 6.0 A
�
diameter.

Nitrogen adsorption studies show that its surface area is 500m2 g� 1 and its pore
volume is 0.4mL g� 1. Copper phthalocyanine (Figure 4.38) is a macrocyclic
pigment. It has a strong blue color. If someone has synthesized copper phthalo-
cyanine in your lab in the past five years, it is likely that there are blue stains
everywhere. Your job is to make two supported catalysts by vacuum pore
impregnation. In each impregnation cycle you can fill 90% of the pore volume.
In both cases the support is Alumex. For the first catalyst, the precursor is
Ni(NO3)2. For the second, the precursor is copper phthalocyanine. The solubility
of Ni(NO3)2 inwater is 0.3 g in 1.0 gwater. The solubility of copper phthalocyanine
inwater is 0.002 g in 1.0 gwater. Youmay assume that the volumeof thewater does
not changewhen a precursor is dissolved in it. The solubility of Alumex inwater is
zero. The molar mass M of copper phthalocyanine is 576.08 gmol�1, the atomic
weight of Ni is 58.7, and the length of a typical C�C bond is 1.54A

�
.

(a) How much Ni(NO3)2 do you need to make 5 g of a heterogeneous Ni/Alumex
catalyst with a loading of 2 Ni atoms per nm2? And how many impregnation
cycles do you need to perform in order to make this catalyst?

(b)Howmuch copper phthalocyanine do you need tomake 5 g of a heterogeneous
Cu/Alumex catalyst with a loading of 2 Cu atoms per nm2? And how
many impregnation cycles do you need to perform in order to make that
catalyst?

Figure 4.38 Molecular formula of Cu-phthalocyanine and
optimized geometry of the phthalocyanine ligand.
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5
Biocatalysis

Biocatalysis is as green as catalysis gets. Reaction conditions are mild, the solvent is
water, and the catalysts are fully biocompatible and biodegradable [1]. Nitrogenase
enzymes, for example, fix nitrogen from the air and make ammonia at ambient
temperature [2], while the Haber–Bosch process requires temperatures above 700K.
Enzymes are extremely efficient catalysts. Their typical TOFs are 102–104 s�1, and
values as high as 108 are not unheard of. They are also highly regioselective,
distinguishing between similar functional groups on a single substrate molecule,
and thus eliminating the need for protecting/deprotecting steps. This means less (or
no) by-products, low E-factors, and low Q-values. Another important bonus is that
many enzymatic reactions are enantiospecific, generating chirally pure products.
With all these advantages, the question that arises is not �Why use biocatalysis?� but
rather �How come there are still any nonbiocatalytic processes?�
The answer is not that biocatalysis is a recent discovery (yeast fermentation has

been used in wine-making and baking for thousands of years). Rather, at the end of
the 20th century most chemists would have said that enzymes are generally
expensive, inflexible in their substrate choice, and unstable at high temperatures,
plus that they function poorly in organic media (admittedly, I was not the excep-
tion [3]). But times are changing. The 21st century promises to be the golden age of
biotechnology and with it, biocatalysis. Genetic engineering already enables things
that in the 1980s and 1990s were dismissed as fanciful dreams. The large worldwide
investments in biotechnology are spinning offmany new applications, and industrial
biocatalysis is riding on the crest of this wave. Over 150 biocatalytic processes are
running today in various industrial sectors, including the bulk chemicals and fine-
chemicals industry (Figure 5.1) [4,5].
This chapter introduces the basics of biocatalysis, explaining the terminology and

outlining the main mechanisms (readers wishing to delve more deeply into enzyme
chemistry should consult Tim Bugg�s specialized textbook [6]). I will explain the
various methods for developing new biocatalysts, and discuss the pros and cons of
replacing �conventional catalysis� with biocatalytic alternatives. Armed with these
basics, we will explore the state-of-the-art in enzyme engineering and development,
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and examine several industrial processes that use biocatalysis for eco-friendly
manufacture of commodities and fine chemicals. The bulk of this chapter centers
on enzymatic reactions and applications (Section 5.5 deals with nonenzymatic
biocatalysis). Note that I will focus on biocatalysis applications in organic synthesis,
rather than on biological transformations. An good overview of the latter is given in
biochemistry textbooks [7,8]. For an advanced text on biocatalysis, see Bommarius
and Riebel�s book [9].

5.1
The Basics of Enzymatic Catalysis

Before we start discussing enzymatic reaction mechanisms, let us try and figure out
whether enzymes are �homogeneous catalysts� or �heterogeneous catalysts.� All
enzymes are proteins, and large ones at that. Their typical molecular weight ranges
from 20 to 200 kDa. This means that, sizewise, enzymes are much bigger than most
of their substrates, so in this respect they are like heterogeneous catalysts. Like other
proteins, enzymes are polypeptides, i.e., long chains of amino acids connected by
amide bonds. These chains are coiled and supercoiled around themselves, often
creating hydrophilic and hydrophobic regions. Therefore, unlike in homogeneous
catalysis, the reaction environment at the enzyme�s active site can be totally different
from the outside solvent environment. So, in this respect also, enzymes are
heterogeneous catalysts. Indeed, in the following sections we shall see that many
of the features of catalysis at surfaces apply to enzymatic systems.

Figure 5.1 A host of new industrial sectors (right) are joining the
traditional biocatalysis application fields (left).
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5.1.1
Terms and Definitions – The Bio Dialect

Enzymes are made from just 20 a-amino acid building blocks (structures and
abbreviations are shown in Table 5.1). Each amino acid has a unique side chain,
or residue, which can be polar, aliphatic, aromatic, acidic, or basic. The amide bonds
(peptide bonds) make up the enzyme�s backbone, and the residues determine the
ultimate structure and catalytic activity of the enzyme. When the sequence of
amino acids (the primary structure) for an enzyme is assembled in vivo, it folds

Table 5.1 Abbreviations and residue structures of the 20 natural (L)-a-amino acids.

Name
Three-letter
abbreviation

One-letter
abbreviation H2N

RH

COOH Class

Alanine Ala A �CH3 aliphatic

Arginine Arg R
(CH2)3 N

H

N

NH2
basic

Asparagine Asn N �CH2CONH2 polar
Aspartic acid Asp D �CH2COOH acidic
Cysteine Cys C �CH2SH polar
Glutamic acid Glu E �CH2CH2COOH acidic
Glutamine Gln Q �CH2CH2CONH2 polar
Glycine Gly G �H small

Histidine His H
N

NH
CH2 basic

Isoleucine Ile I
CH2CH3

CH3

aliphatic

Leucine Leu L �CH2CH(CH3)2 aliphatic
Lysine Lys K �CH2CH2CH2NH2 basic
Methionine Met M �CH2CH2SCH3 aliphatic

Phenylalanine Phe F CH2 aromatic

Proline Pro P
N
H

COOH

a aliphatic

Serine Ser S �CH2OH polar

Threonine Thr T
CH3

OH

polar

Tryptophan Trp W
N
H

aromatic

Tyrosine Tyr Y CH2 OH aromatic

Valine Val V �CH(CH3)2 aliphatic

aEntire structure.
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spontaneously, giving the enzyme�s three-dimensional structure (the secondary
structure and tertiary structure). Remarkably, each primary structure has a unique
stable tertiary structure, stabilized by hydrogen bonding, packing together of
hydrophobic residues, and formation of secondary structures (a-helices, b-sheets,
and b-turns). Note that except for glycine, all a-amino acids are chiralmolecules, with
�L� and �D� enantiomers. Another remarkable fact is that enzymes on Earth are
composed of L-amino acids only [10,11], so they are inherently chiral (D-amino acids
do appear in biological systems, but only rarely [12,13]).
The classification and naming of enzymes are somewhat complex. The first few

enzymes found were given trivial (i.e., nonsystematic) names, e.g., pepsin, trypsin,
lysozyme, and chymotrypsin. Later, the common name system was devised, by
adding the suffix �-ase� to the name of the substrate (and sometimes the reaction as
well). For example, �lipase� catalyzes the hydrolysis of a lipid triglyceride, �sucrase�
catalyzes thehydrolysis of sucrose into glucose and fructose, and �glucose isomerase�
catalyzes the isomerization of glucose to fructose. The International Enzyme Com-
mission established a four-stage classification system for enzymes which is based on
six main groups (Table 5.2). Each enzyme is assigned an identifier, called an enzyme
number. This identifier comprises four numbers separated by periods, denoting the
main group, subclass, sub-subclass, and serial number. For example, the enzyme
number EC 1.1.1.1 denotes an alcohol dehydrogenase (an oxidoreductase enzyme,
class 1 in Table 5.2), which acts on the CH�OHgroup of donors with NADþ/NADH.
Luckily, there are several on-line databases that enable the searching and cross-
referencing of enzyme commonnames, systematic names, and structures. One user-
friendly example is the Braunschweig enzyme database, or BRENDA for short [14]. It
is the largest public enzyme information system worldwide, and it is available gratis
for noncommercial users [15].
Enzymology has its own terminology. Reactants and reagents are generally

referred to as substrates. Some enzymes only function when bound to additional,
non-protein species. These �helpers� are called cofactors. The combination enzyme
þ cofactor is called a holoenzyme, while an enzyme that is missing its cofactor is
called an apoenzyme. Cofactors canbe either inorganic (e.g.,metal ions) or organic. If

Table 5.2 The six classes and functions of enzymes, according
to the International Enzyme Commission.

Enzyme class Enzyme function (reactions catalyzed)

1 Oxidoreductases redox reactions
2 Transferases transfer of a functional group from one molecule

to another
3 Hydrolases hydrolysis
4 Lyases adding or removal of a group to form a double

bond, or addition of a group to a double bond
5 Isomerases isomerization (intramolecular rearrangement)
6 Ligases/Synthetases joining two substrates together
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the cofactor is a metal, the enzyme is called ametalloenzyme. Confusingly, organic
cofactors are also called coenzymes. Most coenzymes are small molecules, which
transport chemical species between enzymes (see the examples in Figure 5.2).
Cofactors that are bound tightly to the enzyme are referred to as prosthetic groups.
In some cases, the cofactor itself participates in the reaction, so it is in fact a substrate,
andmust be regenerated before participating in another catalytic cycle. In living cells,
the enzymatic cycles include cofactor/coenzyme regeneration, sometimes using a
different enzyme, with the cofactor kept at a steady-state concentration. As we shall
see, cofactor regeneration is one of the barriers in industrial biocatalysis because the
cofactor is often more expensive than the product [16].
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Figure 5.2 Chemical structures of three common coenzymes:
NADH,ATP, and coenzymeA. Since coenzymes and cofactors are
often complex and expensive molecules, their regeneration is
crucial in industrial biocatalysis applications.
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Rather surprisingly, the average person knows the names of several cofactors and
coenzyme precursors, becausemany of these cannot be synthesized in vivo, andmust
be supplied in one�s diet. This is the reasonwhy a balanced diet should include retinol
(vitamin A), ascorbic acid (vitamin C), tocopherol (vitamin E), thiamine (vitamin B1),
folic acid etc., as well as zinc and iron.

5.1.2
Active Sites and Substrate Binding Models

The active site of an enzyme is usually a cleft surrounded by an array of amino acid
residues. Some of these residues bind the substrate (and sometimes also the
cofactor/coenzyme) to the enzyme. Enzymes use four types of interactions to bind
their substrates: electrostatic interactions, hydrogen bonding, van der Waals inter-
actions, and hydrophobic interactions. The various amino acid residues (Table 5.1)
are well suited to each of these binding modes. For example, substrates containing
carboxylic groups (pKa � 5) will be negatively charged at pH¼ 7, and will bind
electrostatically to the protonated residues of lysine or arginine. Similarly, polar
substrates can form hydrogen bonds with serine or threonine residues, and hydro-
phobic substrates can interact with leucine or isoleucine residues. Several cases are
known where three different residues (a so-called catalytic triad) function as a
�proton-relay� system at the same active site. Note that, in agreement with Sabatier�s
principle, the substrate binding at the active site is relatively weak (the binding
energy is�3–10 kcalmol�1). If the substrate bound too strongly, it would inhibit the
catalytic cycle.
Enzymes owe their superb activity and selectivity to the spatial and chemical

configuration of the active site. The enzyme cavity fits around the substrate (or
substrates), and the multipoint contact directs it precisely to the desired reaction
center. The lock-and-keymodel, introduced in 1894 by theGerman chemist and 1902
Nobel laureate Emil Fischer [17], is an excellent analogy (Figure 5.3a). Thismodelwas

Figure 5.3 Enzyme–substrate binding: a Fischer�s lock-and-key
model; b Koshland�s induced-fit model.
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refined in 1960 by Daniel Koshland Jr. [18,19], who showed that some enzymes first
bind their substrates, and then rearrange their active site accordingly (the induced-fit
model, Figure 5.3b). Note that the enzyme–substrate complementarity applies not
only to shape, but also to charge and polarity. Due to this induced fit, the binding
residues at the active site destabilize the substrate, so that the enzyme–substrate
complex is similar in structure to the activated complex corresponding to the
transition state [20].
Some enzymes are so fast and so selective that their k2/Km ratio approaches the

molecular diffusion rates (108–109 M s�1). Such enzymes are called kinetically
perfect [21]. With these enzymes, the reaction rate is diffusion controlled, and every
�collision� is an effective one.However, since the active site is very small compared to
the entire enzyme, there must be some extra forces which draw the substrate to the
active sites (otherwise, there would be many fruitless collisions). The work of these
forces was dubbed by William Jencks in 1975 as the Circe effect [22], after the
mythological sorceress of the island of Aeaea, who luredOdysseus�men to a feast and
then turned them into pigs [23,24].
The binding at the active site is also responsible for the enzyme�s chiral recognition

ability and enantiospecificity. Figure 5.4a shows the binding of a chiral substrate at
an active site that contains three binding residues and a reactive coenzyme. One
enantiomer binds well and reacts, while the other is always mismatched at two of its
binding positions. The same principle applies to prochiral substrates: The enzyme�s
active site can distinguish between pro-S and pro-R substrates, and also between Re
and Si faces of planar prochiral molecules (Figure 5.4b).
There is an interesting parallel between substrate binding and adsorption. Since

each enzyme molecule has one active site, and since these active sites all have the
same structure, we can think of enzymemolecules in solution as a surface withmany
equivalent active sites. In this case, k1 in the Michaelis–Menten kinetics (Eq. 5.1; see
Chapter 2 for a detailed discussion) represents the rate of adsorption, k–1 the rate of
desorption, and k2 the rate of the surface reaction followed by fast product desorption.
Moreover, this system fits the assumptions of the Langmuir isotherm (all sites
identical, one molecule per site, no lateral interactions) even better than the active
sites on some real solid catalysts!

Eþ S,k1
k� 1

ES

ES�!k2 EþP
ð5:1Þ

5.1.3
Intramolecular Reactions and Proximity Effects

The secret behind the superb catalytic performance of enzymes is that when an
enzyme binds the substrates and cofactors, it turns the uncatalyzed intermolecular
reaction into an intramolecular reaction [25]. In general, intramolecular reactions are
faster than intermolecular ones, because the reacting groups are already close to each
other. This proximity effect increases the effective concentration, and with it the rate
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of reaction. The binding also gives the enzymatic reaction an entropic advantage,
because it restricts the number of degrees of freedom available to themolecule. Note
that this rate enhancement due to proximity effects and preferred orientation is not
limited to enzymes. It holds for every chemical reaction, with or without a catalyst.
Whenever the reactant is oriented in the �right� way, the reaction is faster. For
example, in the thermal Diels–Alder cycloaddition of 1,3-butadiene to ethene, the
diene must have a cis orientation. If the diene molecule is �locked� in the cis
configuration, it is much more active – so active that 1,3-cyclopentadiene dimerizes
readily at room temperature (Figure 5.5).

Figure 5.4 a The three-dimensional arrangement of binding
residues at the active site enables selective binding of chiral
substrates. The �wrong� substrate enantiomer (middle) does not
match with the residues, resulting in a higher kinetic barrier
for the formation of the enzyme–substrate complex. b The
three-point binding also enables enzymes to differentiate between
prochiral groups and Re/Si faces.
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5.1.4
Common Mechanisms in Enzymatic Catalysis

Once the substrate is bound, other residues at the active site carry out the catalytic
reaction. The elementary steps involved are similar to those we covered in Chapters 3
and 4. Broadly speaking, enzyme catalysis is divided into two commonmechanisms:
Brønsted acid/base catalysis; and nucleophilic catalysis [26].
Brønsted acid/base catalysis is the most common enzymatic mechanism, since

nearly all enzymatic reactions involve a proton transfer. This means that nearly all
enzymes have acidic and/or basic groups in their active site. In acid catalysis, the
substrate is protonated by one of the amino acid residues at the active site (typically
aspartic acid, glutamic acid, histidine, cysteine, lysine, or tyrosine). This residue itself
must therefore be protonated at the reaction pH (typically betweenpH5 and 9), with a
pKa just above this value. Conversely, in base catalysis, the pKa of the deprotonating
residue must be just below the physiological pH. Some enzymes can even carry out
bifunctional catalysis, by protonating and deprotonating two different sites on the
same substrate molecule simultaneously.
Note that the pKa of a residue at the active site can vary substantially from the value

observed for the free amino acid in water [27]. For example, the active site of the
enzyme acetoacetate decarboxylase features a lysine residuewith a very low pKa of 5.9
(cf. pKa� 9 for the free amino acid). In this case, the pKa is influenced by an adjacent
protonated lysine residue (Figure 5.6) [28,29]. A similar reduction, though less
dramatic, is observed for aliphatic diamines (e.g., the two pKa values for 1,4-
diaminobutane are 10.80 and 9.35, respectively).
Metalloenzymes contain a bound metal ion as part of their structure. This ion can

either participate directly in the catalysis, or stabilize the active conformation of the
enzyme. In Lewis acid catalysis (typically with zinc, vanadium, andmagnesium), the
Mnþ ion is used instead of Hþ. Many oxidoreductases use metal centers such as V,
Mo, Co, and Fe in much the same way as homogeneous catalysis uses ligand–metal
complexes. Figure 5.7 shows a simplified mechanism for the halide oxidation
reaction catalyzed by vanadium chloroperoxidase. The vanadium atom acts as a
Lewis acid, activating the bound peroxide [30].

+

+ 25ºC

stable 

(a) 

(b) 

conformer

Figure 5.5 The thermal Diels–Alder reaction proceeds much faster
with b 1,3-cyclopentadiene than with a 1,3-butadiene, because the
double bonds in the cyclic diene are always cis to each other.
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In nucleophilic catalysis (sometimes called covalent catalysis), a nucleophilic
group at the active site attacks the substrate, forming a covalently bonded interme-
diate. Enzymes are more efficient than �chemical� catalysts in this respect, because
the enzyme�s active site is often water-free. In an aqueous solution, a charged
nucleophile is solvated by layers of water molecules. This reduces its effectiveness.
The same nucleophile at the active site of an enzyme is desolvated, or �naked,� with a
much higher activity (a similar phenomenon occurs in some ionic liquids [32,33]).
Amino acids that typically participate in such a mechanism are serine, cysteine, or
lysine. Figure 5.8 shows an example of nucleophilic catalysis of amide hydrolysis by
papain, a cysteine protease [34]. This enzyme features a catalytic triad at its active site,

Figure 5.7 a Simplified catalytic cycle for vanadium
chloroperoxidase, isolated from the fungus Curvularia inaequalis
based on b crystal structures of the native enzyme and the peroxo
intermediate [30,31]. Thanks to Dr. Teunie van Herk for the
enzyme structure image.
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Figure 5.6 A protonated lysine residue at position 116 facilitates
the low pKa observed for the lysine residue 115 at the active site of
acetoacetate decarboxylase [28]. This enzyme shows maximum
activity at pH¼ 5.95.
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made up of Cys-25 (from which it gets its classification), His-159, and Asn-158. The
catalytic cycle involves deprotonation of Cys-25 by His-159. The deprotonated thiol
then attacks the peptide carbonyl carbon. This frees the amine product, giving a
covalent acyl-enzyme intermediate. The enzyme is then deacylated by a water
molecule, releasing the carboxylic acid product.

5.2
Applications of Enzyme Catalysis

Enzymes have been applied widely in the food, pulp and paper, and detergent sectors
for decades, mostly as technical grade mixtures extracted from cells (technical
enzymes). The applications range far and wide, from cheese ripening to leather
manufacture. Table 5.3 gives some examples of the products and enzymes involved
(for a comprehensive survey, see Uhlig�s book [35]). Despite the large number of
applications in the food industry, biocatalysis was only a curiosity in the chemical
industry until recently, for several reasons. First, enzymes were relatively expensive,
difficult to work with, and difficult to recycle. Second, chemicals were traditionally
produced from petroleum, under high temperatures, high pressures, and extreme
pH conditions. Third, chemicals production was seen as the domain of organic
chemistry and organic chemists. The petroleum was inexpensive, environmental
legislation was lax or nonexistent, and public awareness of environmental issues was
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Figure 5.8 Amide hydrolysis in the presence of papain, an
example of nucleophilic enzyme catalysis.
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low. Thus, for most of the 20th century the chemical industry had little incentive to
turn to biocatalysis.
All this is changing now. Chemical companies are hiring more life scientists, and

increasing numbers of organic chemists are embracing biocatalysis solutions for
complex synthetic problems. This is especially true for the production of chiral
compounds [36]. Several major chemicals companies, including DSM, Rhodia, and
BASF, have placed biocatalysis and biotechnology as a strategic factor in their current
and future portfolio. Advanced process solutions, and most importantly the recent
advances in genetic engineering and protein engineering technologies, are balancing
the shortcomings of enzymes [37,38]. The annual turnover of the enzyme division of
Novo Industri (now Novozymes), the world�s largest enzymemanufacturer, gives an
idea of the enzyme applicationmarket: In 1970 it was equivalent to�D26M ($35M),
growing to D350M ($470M) in 1997, and �D660M ($900M) in 2006 [39–41]. This
nearly exponential growth promises a bright future for biocatalysis in the 21st
century.

5.2.1
Whole-Cell Systems versus Isolated Enzymes

Enzymes can be used either as isolated compounds, or as part of a whole (living) cell.
Each option has both advantages and disadvantages. Isolated enzymes often exhibit
higher volumetric productivity and fewer side-reactions. Unlike with whole cells,
there are no other enzymes present, so the products are not consumed. Another
advantage is that isolated enzymes are less complicated than cells, and thus �closer�
in concept to the traditional chemical catalysts. They are typically used for hydrolysis
and isomerization reactions, which do not require cofactors. Themain disadvantages
are that youmust isolate the enzyme and, if the reaction requires a cofactor, youmust
supply it. This complicates the situation, because the cofactor is often an expensive
reagent, and must be regenerated. As shown in Figure 5.9, this regeneration can be
achieved by another reaction catalyzed by an additional enzyme (known as the
coupled enzyme approach) or by using a second substrate with the same enzyme (the

Table 5.3 Examples of enzyme applications in the food and detergent sectors [35].

Process Enzyme(s) involved

Preparation of animal feed proteases, amylases, hemicellulases
Cheese making rennet, lysozyme
Dental hygiene dextranase, glucanases, peroxidases
Fish curing pancreatin
Flax processing pectinases, macerases
Fructose production glucose isomerase
Laundry detergents proteases, cellulases, lipases, amylases
Lipid hydrolysis lipases
Meat tenderizing proteases
Winemaking pectinases, proteases, b-glucanases
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coupled substrate approach). For example, Bommarius and co-workers used
the coupled enzyme approach for regenerating the cofactor NADPH consumed in
the reduction of 2-cyclohexene-1-one catalyzed by various enoate reductases. The
companion reaction in this case was the oxidation of glucose to gluconic acid,
catalyzed by glucose dehydrogenase (Figure 5.9c) [42]. An elegant example of the
coupled substrate approach is the alcohol/ketone redox cycle with asymmetric
hydrogen transfer, described by Kroutil and co-workers [43]. They used a secondary
alcohol dehydrogenase from Rhodococous ruber, which is exceptionally stable in
organic solvents (up to 20% v/v acetone and 50% v/v isopropanol). This stability
allowed the regeneration of NAD/NADH through the isopropanol/acetone redox
cycle (Figure 5.9d).
Conversely, if you are usingwhole cells, there is noneed to isolate the enzyme, or to

worry (provided you tend and feed them properly) about cofactor regeneration. Cells
multiply and grow, making them suitable for large-scale applications. Furthermore,
you can genetically engineer the cell to boost the desired reaction. The disadvantages
are that product isolation is difficult, and that unless the organism is modified, the
desired product is often broken down by another enzyme. This last problem can also
be seen as an advantage: enzymes are designed by nature to function together in
complex synthetic or degradative reaction cascades. Thus, genetically engineered

Figure 5.9 NADþ/NADH cofactor regeneration: a the coupled
enzyme approach; b the coupled substrate approach; c, d
examples [42,43] of the two approaches.
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microorganisms can be used as �metabolic microreactors.� These cells are fed with
simple carbohydrates or methane and carry out multiple cascade reactions. In
principle, you can generate literally any organic product in this way. Recent examples
of custom-made metabolic syntheses (usually referred to as fermentation processes)
include the conversion of D-fructose to D-mannitol [39], the synthesis of various
pharmaceuticals [44], the benzene-free routes to adipic acid [45] and hydroqui-
none [46] (see Chapter 1, Section 1.2.1), and the synthesis of indigo [47] discussed
in Section 5.2.3 below.

5.2.2
Immobilized Enzymes: Bona Fide Heterogeneous Catalysis

Ascommercial catalysts, enzymessuffer fromsomedisadvantages.Although theyare
veryactiveandselective, theyare far lessstable thanchemical catalysts, especially as far
as temperature, pH, and organic solvents are concerned. Another problem is that
enzymes are often more expensive than chemical catalysts, so recycling and reusing
them is often a must for commercial viability. The presence of enzyme impurities in
theproductmayalsohampersubsequentsteps in theprocess, stressingagain theneed
for product separation and purification. All these problems can be solved to a large
extent by immobilizing the enzyme (alternatively, enzymatic processes can be run
without immobilization using semipermeable ultrafiltration membrane reactors
[48,49]). An immobilized enzymepossessesmanyof the advantages of a conventional
solid catalyst: It is easier to handle, it can be recovered from the product mixture by
filtration, and, importantly, it is well suited to large-scale continuous processes.
Moreover, immobilized enzymes are usuallymore stablewith respect to temperature,
pH ranges, and organic solvents [50] than their solution-phase analogues. The main
disadvantage is that immobilization creates an extra diffusion barrier.
Immobilizing an enzyme is similar to immobilizing a homogeneous organome-

tallic complex. The only difference is that enzymes have specific properties, which
call for specific treatments. The three main enzyme immobilization approaches are:
chemical or physical binding of the enzyme to a solid support; trapping the enzyme in
a solid or gel matrix; and cross-linking of enzymes [51]. There are strong similarities
between these methods and the preparation of heterogeneous catalysts discussed in
Chapter 4, Section 4.1.4. The first approach is analogous to the support impregna-
tion, while the second and third approaches have much in common with the
preparation of bulk catalysts and supports.

5.2.2.1 Binding Enzymes to Solid Supports
Binding enzymes to solid supports can be achieved via covalent bonds, ionic
interactions, or physical adsorption, although the last two options are prone to
leaching. Enzymes are easily bound to several types of synthetic polymers, such as
acrylic resins, as well as biopolymers, e.g., starch, cellulose [52], or chitosan [53,54].
Degussa�s Eupergit resins, for example, are used as enzyme carriers in the produc-
tion of semisynthetic antibiotics and chiral pharmaceuticals [55]. Typically, these
copolymers contain an acrylamide/methacrylate backbone, with epoxide side groups
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that can react with the amine residues of lysine, arginine, aspargine, and glutamine
(Figure 5.10). The result is a multipoint covalent attachment of the enzyme, and a
corresponding high operational stability [56]. Immobilizing enzymes by physical
adsorption on porous acrylic resins is also possible, and well suited to applications in
a hydrophobic environment (the adsorbed enzyme may leach out under aqueous
conditions).
An elegant variation on this theme is the covalent binding of enzymes to so-called

smart polymers [57,58]. These polymers are sensitive to changes in the pH, ionic
strength, and/or temperature of their environment. Small changes in the environ-
ment cause large conformational changes in the polymer chain. The thermorespon-
sive poly(N-isopropylacrylamide) (polyNIPAM), for example, has a critical solution
temperature of 32 �C inwater. Thismeans that it dissolves easily inwater below32 �C,
but it is insoluble in water above 32 �C. Thus, an enzyme that is covalently bound to a
polyNIPAM support can be easily separated from the aqueous phase at the end of the
reaction by simply heating themixture [59]. The covalent binding of the enzyme to the
polymer is usually attained either by introduction of vinyl groups on the enzyme and
copolymerizing with the NIPAMmonomer, or by reaction of amino residues on the
enzyme with a NIPAM copolymer containing, for example, reactive ester groups.
Alternatively, enzymes can be immobilized on inorganic supports such as silica and

alumina, following the same binding principles [60–62]. The lipases used in laundry
detergents, for example, are immobilizedfirst by their adsorption on silica and then by
granulation of the silica particles [63]. The resulting granules break down during the
washing cycle, releasing the enzymes into the water. This adsorption/granulation
method can also be used in biocatalysis applications, provided of course that the
reaction is carried out in nonaqueous solvents. Silica-bound enzymes can also be used
in water, provided that the enzyme is covalently bound to the silica support [64].

5.2.2.2 Trapping Enzymes in Polymers or Sol/Gel Matrices
Themost commonmethod for enzyme entrapment is by polymerizing acrylamide in
the presence of the enzyme. The result is a flexible porous polymeric gel, which traps
the enzyme but allows the diffusion of substrates and products (Figure 5.11). Whole
cells are also similarly entrapped in alginate, a natural polymer which occurs in
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Figure 5.10 Immobilization of an enzyme on Eupergit resin by covalent bond formation [56].
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several species of seaweed. The cells aremixedwith the alginate solution and droplets
are released into a solution containing a high concentration of calcium. The resulting
calcium alginate is insoluble in water, so the droplets solidify and are easily separated
by filtration.
Another option is to trap the enzyme in a ceramic composite matrix, using sol/gel

technology. The first examples of enzymes trapped in sol/gel matrices, using a
mixture of alkaline phosphatase and tetramethoxysilane (TMOS), were published by
David Avnir in 1990 [65,66]. The resulting enzyme/silica composites showed a good
thermal stability, but with lower activity than the free enzyme. Since then, themethod
has been refined by creating �tunable microenvironments� using various silica
precursors and additives. Sol/gel lipase immobilizates, for example, catalyzed the
kinetic resolution of chiral alcohols and amines, showing excellent enantioselectivity
and good activity even after 20 recycles [67].

5.2.2.3 Cross-Linking of Enzymes
Like many other useful discoveries, enzyme immobilization by cross-linking was
actually an unintended by-product of another research project. In 1964, Florante
Quiocho and Frederic Richards at Yale university cross-linked crystals of carboxy-
peptidase-A with glutaraldehyde (pentane-1,5-dial), hoping to get stable crystals for
X-ray diffraction studies. They noted that these cross-linked enzyme crystals (now
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Figure 5.11 Entrapment of an enzyme in a polyacrylamidematrix.
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called CLECs) retained their catalytic activity, although it was somewhat lower than
the free enzyme, due �either to the alteration of functional groups directly affecting
the catalytic activity of the enzyme, or to an increase in the restriction to diffusion of
the substrate caused by a decrease in the effective �pore� size of the channels� [68]. It
took almost 30 years, however, before the CLEC concept was patented and
commercialized [69,70].
For most enzymes, the CLEC is much more robust than the simple isolated

enzyme. CLECs can withstand higher temperatures, they denature more slowly in
organic solvents, and they are less susceptible to proteolysis [71]. Moreover, since
there is no external support involved, CLECs exhibit a high volumetric productivity.
These advantages, together with the tunable particle size (typically 1–100mm), make
CLECs attractive for industrial biocatalysis applications.
An elegant alternative approach to enzyme cross-linkingwas developed recently by

Roger Sheldon�s group at TU Delft [72,73]. Instead of cross-linking enzyme crystals,
which can be difficult and costly, Sheldon simply precipitated the enzymes from
aqueous solution as physical aggregates, by adding a precipitating agent such as poly
(ethylene glycol) or (NH4)2SO4. Cross-linking of these aggregates renders them
permanently insoluble, while in principle maintaining their catalytic activity
(Figure 5.12). These cross-linked enzyme aggregates, or CLEAs, are easily made, and
do not require highly purified enzymes as startingmaterials [74]. CLEAs show similar
advantages to CLECs, as demonstrated in several laboratory-scale studies [75,76].

5.2.3
Replacing �Conventional Routes� with Biocatalysis

The application of whole cells and isolated enzymes in the chemical industry is
advancingrapidly,andmanycompaniesareinvestinginso-calledwhitebiotechnology.
That said, most of the biocatalytic processes are aimed at new compounds which are
difficult to synthesize by conventional chemical routes. Replacing an existing
chemical process with a biocatalytic route is trickier, because the new process must
deliver the same quality of product (or better), at a lower overall cost. The existing
process has an advantage here, since its capital costs are already repaid. Thus, in order

precipitation cross-linking

enzyme molecules
~5 nm

aggregates
~1 µm

CLEAs,
1–100 µm

Figure 5.12 The formation of CLEAs is a two-stage process, which
combines in essence enzyme separation and immobilization.
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to be profitable, the total costs of the new route must be lower than the production
costs of the old one [77].
To illustrate this, let us consider the synthesis of indigo, the blue dye used for

coloring jeans, with a worldwide demand of �17 000 tpa (tons per annum).
Originally, an indigo derivative was extracted from plants and animals, such as the
Hexaplex trunculus sea snail (possibly the source for the blue and purple pigments
mentioned in the Bible). Today, indigo is produced following the route developed by
BASF in the early 1900s, starting from N-phenylglycine. The synthesis includes
treatment with a KOH/NaOH melt containing NaNH2 at 900 �C, followed by air
oxidation. In 2002, Genecor developed an alternative, eco-friendly indigo process
(Figure 5.13), based on the fermentation of glucose in an engineered E. coli cell [47].
They modified the tryptophan pathway to achieve high-level indole production, and
added genes that encoded naphthalene dioxygenase (NDO). This enzyme catalyzed
the oxidation of indole to cis-indole-2,3-dihydrodiol, a key step in the process. The
initial indigo produced by these cells had a red tint, whichwas caused by the presence
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Figure 5.13 The Genecor metabolic route to indigo [47], starting
from glucose and using a genetically modified E. coli, is a complex
yet �clean�multistep process which delivers a product identical to
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of the by-product indirubin, but this was eliminated by inserting another enzyme,
isatin hydrolase. The process was successfully scaled up to 300 000 L, at production
costs comparable to the existing chemical route.However, it was not commercialized,
because its total costs (productionþ capital investment) were higher than the
production costs of the existing route.
Two industrial process replacement success stories are the synthesis of acrylamide

usingnitrilehydratase (see Section5.5.1 fordetails), and the synthesis of penicillin and
cephalosporin antibiotics. DSM produces penicillin G by fermentation, using geneti-
cally engineered Penicillium chrysogenum strains. The penicillin is converted in the
presence of penicillin acylase to 6-aminopenicillanic acid (6-APA; see Figure 5.14),
which serves as a backbone for generating a variety of semisynthetic antibiotics. The
process replaces complex solvent-based chemistry, typically conducted at tempera-
tures as lowas�40 �Ctopreserve the labileb-lactamring.Ampicillin, amoxycillin, and
cephalexin are allmade via this route, with typical production volumes of 1000 tpa [78].

5.2.4
Combining �Bio� and �Conventional� Catalysis

Just as in the business world, chemical �joint ventures� are sometimes preferable to
replacements. Since enzymes offer different advantages than �chemical catalysts,�
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combining the two in one process is often a good and pragmatic solution. The superb
chiral recognition properties of enzymes, for example, make them ideal for resolving
enantiomers, in a process called kinetic resolution [79]. Given a racemic alcohol
mixture, for example, a lipase will catalyze the esterification of one enantiomer only
(Figure 5.15a). The problem is that 50% of the substrate remains. However, in the
presence of a (chemical) racemization catalyst, the unused enantiomer is continu-
ously racemized, creating more of the reactive enantiomer and a higher overall
yield [80]. In one example of this dynamic kinetic resolution [81,82], Jan-Erling
B€ackvall and co-workers used organometallic Ru complexes as racemizing catalysts,
obtaining 60–80% yield and more than 99% ee for a variety of alcohols [83]. Another
interesting example is the lipase-catalyzed acetylation of the racemic 8-aminotetra-
hydroquinoline (Figure 5.15b). The enzyme converts only the (R)-enantiomer.
However, catalytic amounts of 8-aza-1-tetralone racemize the remaining (S)-amine
by forming a racemic enamine that is hydrolyzed back to the amine [84].
Another interesting example is the Du Pont chemoenzymatic synthesis of glycolic

acid, CH2(OH)COOH, a compound used in skincare products and biopolymers. In
this process (Figure 5.16), formaldehyde (methanal) and HCN are reacted, giving
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Figure 5.15 a Generic scheme of dynamic kinetic resolution of
alcohols; b example of the resolution of a racemic 8-
aminotetrahydroquinoline, where the racemization is catalyzed by
the organic ketone 8-aza-1-tetralone (the racemization cycle is
highlighted in gray).
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glycolonitrile (2-hydroxyacetonitrile) with >99% yield. This intermediate is then
converted as is, in the presence of a nitrilase enzyme, to ammonium glycolate, which
is converted to high-purity glycolic acid by ion exchange [85]. The process was run on
a kilogram batch scale, in a continuous stirred-tank, or in a fixed-bed reactor where
the enzyme was immobilized on alginate beads.
Combining whole-cell biocatalysis and radical polymerization, researchers at

Imperial Chemical Industries (ICI) published a chemoenzymatic route to high-
molecular-weight poly(phenylene) [86]. This polymer is used in the fibers and
coatings industry. However, since it is practically insoluble, the challenge was to
make a soluble polymer precursor that could first be coated or spun, and only then
converted to poly(phenylene). The ICI process starts frombenzene, which is oxidized
by Pseudomonas putida cells to cyclohexa-3,5-diene-1,2-diol (see Figure 5.17). The
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O-NH4
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ion-exchange 
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glycolic acid

Figure 5.16 The Du Pont chemoenzymatic route to glycolic acid.
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uses genetically altered Pseudomonas putida cells, which consume
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enzyme that catalyzes the key reaction is toluene dioxygenase. The wild-type cells
convert this diol further to catechol, but this step was eliminated with genetic
manipulation. Thus, the organism consumes the benzene and excretes the dihy-
drodiol, which is extracted and crystallized (interestingly, such benzene-eating
bacteria were also found in areas that had been exposed to benzene for several
decades). Ester derivatives of the dihydrodiol are readily polymerized, and the
resulting polymers are easily decarboxylated to poly(phenylene).

5.3
Developing New Biocatalysts: Better than Nature�s Best

Until recently, the chemical industry�s main argument against using biocatalysis was
that naturally occurring enzymes seldom meet the stringent requirements for a
specific industrial setting, since they are optimized for homeostatic physiological
conditions. However, since the early 1980s, three powerful molecular approaches
have been developed to solve this problem. These are bioprospecting, rational design,
and most recently and importantly, directed evolution [87,88]. This section gives an
overview of the advantages and limitations of these techniques, which lie at the
interface between chemistry, biology, and computer science [37].

5.3.1
Prospecting Natural Diversity

Traditionally, industrial enzymes come from a small number of well-classified
microorganisms, clustered in taxonomic �hot spots,� but the vast majority of
microorganisms are unexplored [89]. Furthermore, most commercial enzyme-
producing organisms come from only a few ecological niches, even though many
habitats (e.g., soil, dung, or straw) could harbor good enzyme producers. Now,
several companies areexploringdifferentbacteria anddifferenthabitats, looking for
enzymes that may be better suited to industrial process conditions [90]. Soda lakes
andhot springs, for example, are favorite habitats for industrialmicrobiologistswho
seek extremophiles (enzymes capable of working under alkaline, high-temperature
conditions) [91]. Techniques such as expression cloning and molecular screening
enable the use of genes from �uncooperative� donor organisms which are much
harder to cultivate.
There are two main microbial screening strategies:

– searching in specific ecological niches and screening of materials (e.g., soil
samples) for organisms with specific activities in specific physicochemical con-
ditions (high/low temperature, pH or presence of specific ions); and

– screening different taxonomic strains of previously identifiedmicroorganisms that
have been recognized as enzyme producers.

Several new enzymes have been isolated fromuncultivatedmicroorganisms using
these methods.

210j 5 Biocatalysis



5.3.2
Rational Design

Rational design is a heuristic approach, based on a detailed understanding of the
enzyme structure andmechanism. In thismethod, site-directedmutagenesis is used
to introduce site-specific changes into the enzyme, often in combination with a
computational structure modeling approach [92]. Although it has been widely used,
this method has only resulted in limited success (especially considering the filtering
effect of scientific publication, where successes get published while most failures do
not). The two main problems in rational design are that

– resolving enzyme structures is difficult; and
– structure/activity relationships for enzymes are often elusive.

Even when an enzyme is studied exhaustively, identifying the amino acid residues
that control the catalytic activity is a difficult task! In fact, site-specific single
mutations rarely do their job, since single mutations far from the active site can
change the protein�s properties.

5.3.3
Directed Evolution

Directed evolution is an iterative process thatmimics the natural evolution process in
vitro, by generating a diverse library of enzymes and selecting those with the desired
features. Natural evolution is very effective in the long term (bacteria adapt to every
environment, living even in so-called �black smokers,� deep-ocean vents where
temperatures can reach 350 �C and the pressure is 200 bar [93]). Unfortunately, it
typically takesmillions of years. Happily, directed evolution can be carried out within
weeks or months and with an unlimited number of parents. Importantly, and unlike
rational design, directed evolution is a stochastic method. It does not require any
structural or mechanistic information on the enzyme of interest (although such
information can help).
Evolvingenzymeswith specificproperties (e.g., higher activity inorganicsolvents) is

basically a search process in the enzyme space (see Chapter 6 for a more detailed
discussion).Onereasonwhydirectedevolutionoutperformsrationaldesignisthesheer
size of this space. Since enzymes are made of 20 amino acids, even the sequence of a
�short enzyme� containing just 80 amino acids can already have 2080 permutations.
This is farmore than the number of atoms thatmake up the Earth. It is also the reason
why directing the evolution of an existing enzyme is much likelier to succeed than
searching for catalytically active amino acid sequences in random peptide libraries.
Figure 5.18 shows a schematic of a typical directed evolution workflow. First, a

diverse libraryof genes is created, by randommutagenesis at thenucleotide level using
error-prone PCR, or by using gene recombination methods, such as DNA shuf-
fling [94]. Sex is an important issue indirected evolution. Randommutagenesis is akin
to asexual reproduction. When you evolve an enzyme by sequential generations of
randommutagenesis and screening, you use the best candidates in each generation to
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Figure 5.18 Schematic showing the main operations workflow in directed evolution.

parent the next generation, possibly losing other potentially useful candidates (this
disadvantage of asexual evolution is known as M€uller�s ratchet [95]). Conversely, by
recombining parental genes to produce libraries of different mutation combinations,
you can quickly accumulate the beneficial mutations, while removing any deleterious
ones [96]. The genes are then inserted into an expression vector and transformed into a
laboratory microorganism, or expression host, which expresses the enzyme. The
result is a large library of enzymes, some of which (hopefully) show improved
properties compared to the starting compounds. These enzymes are sorted and the
�good� genes are kept in the gene pool, and used as �parents� in the next generation.
Sorting out the �good enzymes� from the library is no mean task. There are two

main sortingmethods: enzyme screening and enzyme selection. In screening, every
library member is assayed individually, usually using automated high-throughput
colorimetric assays inmicrotiter plates. Although screening is a flexible and versatile
technology, it limits the library size to�106 candidates. Thismay seem like a lot, but it
is a drop in the ocean compared to the total enzyme space. Alternatively, one can select
�good enzymes� by linking the properties of the enzyme to the survival or growth of a
host organism. This is done by genetic complementation, creating a host organism
that is deficient in a certain pathway or activity. Selection has no problem with large
libraries, since the library size is limited only by the cell transformation efficiency.
Unfortunately, devising a selectionmethod for a given enzyme is often difficult, since
the desired enzyme feature is often non-natural, and cannot be coupled to the growth
and survival of the host organism. Moreover, the host organism sometimes evolves
survival pathways which are unrelated to the desired enzyme feature.
With the advances in genetic engineering technology, directed evolution is no

longer �rocket science.� It is a proven technology which opens a fast and relatively
inexpensive pathway for developing new biocatalysts [97]. Successful synthetic
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applications include the evolution of enzymes that can work in nonaqueous
solvents [50], enhancement [98] and even inversion [99] of an enzyme�s enantios-
electivity, and creation of thermophilic enzymes [100] that are stable at higher
temperatures (typically 60–90 �C). Another growing field of applications is bioreme-
diation [101,102] using enzymes that are engineered specifically to break down
xenobiotic compounds, such as organophosphate pesticide derivatives.
Current research efforts focus on applying the knowledge and understanding of

protein structure and function to the design of focused directed evolution biocatalyst
libraries. This approach is already delivering striking results compared to random
mutagenesis and recombination of entire genes [103].

5.4
Nonenzymatic Biocatalysts

5.4.1
Catalytic Antibodies (Abzymes)

Antibodies are Y-shaped proteins which the immune system uses to identify and
neutralize foreignmolecules; they come from bacteria, viruses, and chemical toxins.
Each antibody ismadeof fourunits: two largeheavy chains and two small light chains,
which are linked together by disulfide bridges.Unlike enzymes, the general structure
of all antibodies is very similar. Each antibody has two unique binding sites, located at
the top ends of its �Y�structure (Figure 5.19). These sites are responsible for binding
the targetmolecule, or antigen. When a new foreign antigen is detected, the immune
system produces a large and diverse �antibody library,� with as many as 109 different
antibodies, in the hope that some of these will be able to bind the new antigen. Each
antibodyrecognizes thebindingpart,orepitope, ofaspecificantigen.Thebindingtags
the antigen, singling it for the attacking T-cells of the immune system.

antigens (haptens)

heavy chain

light chain

antigen 
binding site

S–S bond hinge

Figure 5.19 Schematic structure of an antibody protein binding to its specific antigen.
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Anatural antibody is not an enzyme. It shows selective substrate recognition, but it
binds the antigens very tightly (typical Kdissociation values are �10�6), and does not
catalyze any reaction. Nevertheless, if one could weaken this binding, and design an
antibody that would selectively recognize and bind the transition state of a specific
reaction, this antibody should catalyze that reaction [104]. The problem is that in
order to generate this antibody you need the antigen, i.e., you must isolate the
activated complex that corresponds to the transition state, which is by definition
impossible. In 1986, Peter Schultz and Richard Lerner solved this problem, by using
transition-state �look-alikes� [105,106]. These small molecules, or haptens, were
anchored on proteins, which were then injected into mice, triggering an immune
response. The antibody-producing cells were isolated, immortalized by fusing them
with cancer cells, and then cultured and screened for catalytic activity. These new
catalytic antibodies, or abzymes, exhibit many enzyme-like mechanisms, including
induced-fit binding and allosteric modulation [107]. The first examples of antibody
catalysis were demonstrated for ester hydrolysis. Since then, the scope was extended
to many other reactions [108], including proton transfer, decarboxylation, C�C
coupling/scission [109], rearrangement [110], and cycloaddition. Just as with en-
zymes, abzyme design and development has also benefited from the recent advances
in genetic engineering and protein design. A good overview of the recent develop-
ments in the field is given in the collection of essays edited by Ehud Keinan [111].
Abzyme design opens pathways to a variety of applications in chemistry, biology,

and medicine [112,113]. For example, some abzymes can target and hydrolyze the
benzoic ester fragment of cocaine, yielding inactive products [114]. In principle, this
hydrolysis can eliminate the toxic effect of the drug while it is still in the blood-
stream [115]. Figure 5.20 shows the hydrolysis reaction and the corresponding
tetrahedral transition-state mimic used for generating the antibodies. This approach
differs from the traditional medication strategies that target dopamine receptors (the
brain cell molecules that are overstimulated during cocaine use), and may avoid the
adverse side effects of the latter. The idea is that treating chronic cocaine abusers with
such antibodies would deprive the abuser of the reinforcing effect of the drug,
providing an opportunity for rehabilitation [116,117].

5.4.2
Catalytic RNA (Ribozymes)

In 1989, Sidney Altman and Thomas Cech were awarded the Nobel Prize in
chemistry for a discovery that changed not only the field of biocatalysis, but also
our perception of the molecular basis of life on Earth [118]. They showed that RNA,
which until then was considered an innocent carrier of hereditary information, can
actually catalyze reactions [119,120]. Two different RNA molecules were shown to
catalyzesite-specificphosphodiesterbondcleavage,withrateenhancementsofseveral
orders of magnitude. This discovery of nonprotein biocatalysts came as a complete
surprise, and laid open many questions and opportunities [121,122].
In a nutshell, RNA transcribes the genetic code of the DNA, and transfers it to the

cell�s �protein factories.� This process also requires a shearing and splicing of the
RNA molecules, because DNA strands contain regions which are not essential for
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making proteins. These are also transcribed into the RNA molecules. Thus, these
�extra pieces� of nucleic acid must be removed, and the useful pieces rejoined. As
with all chemical reactions in a cell, this RNA shearing and splicing requires
enzymes. Altman and Cech discovered that these �enzymes� were actually nucleic
acids, or ribozymes [123].
Most naturally occurring ribozymes catalyze phosphoryl transfer reactions, where

a sugar 20-OH or 30-OH attacks a phosphodiester linkage [121]. The twomain classes
are intramolecular ribozymes, where the sugar–OH nucleophile attacks its own 30-
phosphodiester (Figure 5.21a) and intermolecular ribozymes, where the nucleophile
comes from a different RNA strand (Figure 5.21b). There is also evidence that the
RNA catalyzes the peptide bond-forming aminoacyl transfer reaction in
ribosomes [124,125].

5.5
Industrial Examples

5.5.1
High-Fructose Corn Syrup: 11 Million Tons per Year

The isomerization of glucose to fructose, catalyzed by the enzyme xylose isomerase,
is by far the largest-scale biocatalytic process. Already known for several decades,
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Figure 5.20 Hydrolysis of cocaine catalyzed by mAb 15A10. The
abzyme was generated using a mimic of the tetrahedral activated
complex, with a phosphate group replacing the carboxylic group
(inset).
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this process was scaled up when fructose demand soared in the 1970s. The
reason was a combined increase in sugar prices and a customer preference shift
to low-calorie foods (fructose is three times as sweet as sucrose, giving consumers
more sweetness for fewer calories). The process uses a 95% glucose syrup feed,
which is highly viscous and requires relatively high temperatures (55–65 �C).
The isomerization equilibrium gives roughly a 50:50 glucose/fructose ratio. To
maximize the space-time yield, the actual product ratio produced is typically
58:42. The product is then concentrated to a 55:45 glucose/fructose ratio, which
has the same sweetness weight equivalent (dextrose equivalent, or DE) as sucrose.
This is the so-called high-fructose corn syrup (HFCS), which is ubiquitous in today�s
processed foods.
The key to the successful scale-up was the immobilization of the enzyme,

which increased stability and reduced the enzyme costs to an acceptable level.
The isomerization step is typically carried out in a parallel series of packed-bed
reactors, where the enzyme is immobilized on silica or inert cellulose carriers
(Figure 5.22). A ton of immobilized xylose isomerase can catalyze the production
of�5000 tons of HFCS [35]. Current research is concentrating on developing amore
thermostable enzyme variant whichwould reach the 55:45 ratio directly in the reactor
column.
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5.5.2
The Mitsubishi Rayon Acrylamide Process

Acrylamide, CH2¼CHCONH2 (2-propenamide), is the monomer for producing
poly(acrylamide), a common flocculating agent in water purification, paper proces-
sing, and various applications in the coatings industry. Until the 1980s, acrylamide
was producedfirst by a stoichiometric reaction of acrylonitrile (2-propenenitrile) with
sulfuric acid (Figure 5.23a), and later by an acid-free catalytic route using Raney

Figure 5.22 Simplified block diagram of the HFCS process.

CH2=CHCN + H2O + H2SO4 CH2=CHCONH2.H2SO4

2NH3

CH2=CONH2 + (NH4)2SO4

CH2=CHCN + H2O
Raney Cu

80–120 oC
96% 

selectivity
60–80% 

(a)

(b)

conversion

CH2=CHCONH2

Figure 5.23 a Stoichiometric acid hydrolysis of acrylonitrile to
acrylamide; b Raney copper-catalyzed hydrolysis.
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copper at 80–120 �C (Figure 5.23b; see Chapter 4 for a discussion on Raney metal
catalysts). This process gave 60–80% conversion, with 96% selectivity. Although the
catalytic route ran under relatively mild conditions, there was still room for improve-
ment, since high degrees of polymerization can be achieved only when using a high-
purity monomer feed.
In 1985, Nitto chemicals (now part of Mitsubishi Rayon) opened a 5000 tpa plant

for hydrating acrylonitrile to acrylamide using Rhodococcus rhodochrous cells contain-
ing the enzyme nitrile hydratase (Figure 5.24). The biocatalytic route gives >99.9%
yield, and one gram of cells can produce many kilograms of acrylamide [126].
Moreover, the product contains virtually no acrylic acid, because different enzymes
are responsible for the hydrolysis of nitriles and amides (direct enzymatic hydrolysis
of nitriles to carboxylic acids is also possible, with nitrilase enzymes). Today, all the
acrylamide worldwide (�50 000 tpa) is produced via this route, by which the cells are
conveniently immobilized in a polyacrylamide matrix. The reaction has since been
extended to several other nitriles (Table 5.4), which are hydrolyzed to the amides with
excellent space-time yields. The cells tolerate extremely high substrate concentra-
tions, as high as 1000 g L�1. Reactions of liquid nitriles can be run in theneat nitrile as
solvent [127].

5.5.3
The BMS Paclitaxel Process

Paclitaxel, the active ingredient in the anticancer drug Taxol�, was discovered by
MonroeWall andMansukhWani, who isolated it from the bark of the Pacific yew tree
in 1967. Clinical trials in the 1980s proved that Taxol could treat ovarian cancer. The
problemwas that the Pacific yew is one of the slowest growing trees in the world, and
treating just one patient required the cutting down and processing of six 100-year old
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Figure 5.24 Unlike the chemical route, the biocatalytic hydrolysis
of acrylonitrile to acrylamide is highly selective, owing to the
specific function of the nitrile hydratase enzyme.
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trees (yew bark contains<5 ppmpaclitaxel). Thus, another source of paclitaxel had to
be found. In 1994, the groups of Robert Holton [128,129] and Kyriacos Nicolau [130],
in a tour de force of total synthesis, published two total synthesis routes to paclitaxel.
However, these included�40 steps each,with an overall yield of<2%. Total synthesis
was definitely not an economically viable option.
Instead, Bristol-Myers Squibb (BMS) together with Holton developed a semisyn-

thetic route to paclitaxel, starting from the naturally occurring 10-deacetylbaccatin
(10-DAB; see Figure 5.25). 10-DAB already contains the eight chiral centers of
the paclitaxel molecule, and can be isolated easily from leaves and twigs of the

Table 5.4 Examples of amide synthesis with R. rhodochrous nitrile hydratase [127].

Amide product Concentration/g L�1

Nicotinamide 1460
g-Picolylcarboxamide 1100
a-Picolylcarboxamide 980
Benzoylamide 850
Indole-3-carboxamide 700
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Figure 5.25 Simplified schematic representation of the
semisynthetic and biosynthetic pathways for producing paclitaxel.
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European yew, without harming the trees. The supply of the starting material was
thus ensured, and in 1998 Taxol became one of the world�s most profitable drugs,
with a yearly turnover of over 1.5 billion euros. However, the semisynthetic
process was still complex and wasteful, including 11 chemical steps and 13 different
solvents. BMS then switched from chemical synthesis to plant-cell fermentation
technology. In the cell fermentation stage, calluses of a specific taxus cell line
are propagated in water in large fermentation tanks, at ambient temperature
and pressure. The cells are fed on sugars, amino acids, vitamins, and trace elements.
The paclitaxel is extracted directly from the cell cultures, purified, and crystallized.
Compared to the semisynthesis from 10-DAB, the fermentation process is done
in situ in an aqueous �soup,� thus eliminating ten solvents and six drying steps.
In 2004, this process was awarded the US Presidential Green Chemistry Challenge
Award.

5.5.4
The Tosoh/DSM Aspartame Process

Aspartyl phenylalanine-1-methyl ester, better known as aspartame, is an artificial
sweetener with a worldwide production exceeding 15 000 tpa. It is marketed under
the trade names Nutrasweet, Canderel, and Equal. This dipeptide, made of aspartic
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Figure 5.26 The Tosoh/DSM chemoenzymatic route to aspartame.
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acid and phenylalanine, is �200 times sweeter than sugar. The Holland Sweetener
Company, a joint venture of Toya Soda and DSM, manufactures aspartame by a
chemoenzymatic route [131], using a thermolysin enzyme [132] to couple the two
amino acids, followed by precipitation and catalytic hydrogenation (Figure 5.26).
Maintaining the stereospecificity is crucial, since the L configuration of the two amino
acids is responsible for the sweet taste. This reaction, incidentally, can also be
performed easily in a student laboratory on a smaller scale [133].

5.6
Exercises

1. Describe in your ownwords the advantages and disadvantages of using whole cells
compared to isolated enzymes as biocatalysts, with respect to catalyst immobiliza-
tion, catalyst recovery, ease of use, and product selectivity and purification.

2. Search the BRENDAdatabase andfind information on the enzymes EC1.13.12.14,
azobenzene reductase, and nitrogenase. What reactions do those enzymes cata-
lyze?What are their optimumpHand temperature operating ranges?Andwhat are
their typical TOFs?

3. Propene oxide and C4 epoxides are the key building blocks of the polymer industry.
They are produced worldwide by alkene epoxidation. The problem is that the
alkenes react with O2 to give several side products, so good selectivities are attained
only at low conversions (<5%). Figure 5.27 shows an alternative pathway which

Figure 5.27 Simplified schematic of the dual epoxidation/glucose
conversion process, with in situ H2O2 regeneration.
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uses O2, alkene, and D-glucose as raw materials and produces epoxide and D-
fructose as end-products. The process combines two catalytic cycles in a special
membrane reactor. In the first cycle, H2O2 is generated in situ using the enzyme
pyranose 2-oxidase. In the second, the alkene reacts with the H2O2 in the presence
of a supported polyoxometallate epoxidation catalyst. The 2-keto-D-glucose is then
hydrogenated to D-fructose in a separate reactor.

(a) Draw the two catalytic cycles, indicating the various elementary steps and
catalytic intermediates.

(b) Compare the advantages and disadvantages of this combined process to those of
two separate processes for obtaining the two products. What are the main
challenges in combining the enzymatic and nonenzymatic reactions in one
reactor?

(c) Search the Internet for information on pyranose 2-oxidase (E.C. 1.1.3.10). Is this
enzyme commercially available? Would it function under the required reaction
conditions? If not, how would you modify it?

4. Different enzymes often operate under similar conditions, enabling two or more
enzymes to be combined in one pot. In the example shown in Figure 5.28,
dihydroxyacetone is phosphorylated and then coupled to an aldehyde, resulting in
a C�C coupled product with two new stereocenters. Wever and co-workers carried
out this reaction by combining two isolated enzymes: an acid phosphatase and a
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Figure 5.28 One-pot dual-enzyme cascade, starting from
dihydroxyacetone and propionaldehyde (propanal), with in situ
phosphorylation and dephosphorylation steps.
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rabbit muscle aldolase. Importantly, they used simple pyrophosphate, a cheap and
readily available phosphate donor [134].

(a) Complete the stoichiometry of the reaction shown in Figure 5.28 and calculate
the atom economy, E-factor, and Q-value for the overall process.

(b) What are the pros and cons of using isolated enzymes in this case instead of
whole cells? (List at least two advantages and two disadvantages.)

(c) Draw an alternative chemical (i.e., non-enzymatic) synthetic route from the
startingmaterials to the product.What are the advantages and disadvantages of
your route compared to the one-pot enzymatic procedure?

5. In the high-fructose corn syrup (HFCS) process, the enzyme glucose isomerase is
typically immobilized by anchoring on silica. Suggest three other immobilization
methods for this enzymewhichmay increase its thermal stability. Considering that
the HFCS process already runs on a very large scale, what are the main conditions
that your new catalyst must fulfill to replace the existing process?

6. The four-step synthesis ofa,e-diaminocaprolactam shown inFigure 5.29 is part of a
chemoenzymatic route to (S)-lysine, an essential amino acid in our diet [135]. The
racemic caprolactam (azepan-2-one) product is then hydrolyzed selectively to (S)-
lysine, using an immobilized (S)-hydrolase enzyme.

(a) What is the maximum yield of (S)-lysine that can be obtained by this hydrolysis
route?

(b) Suggest a method using an additional enzyme (or another catalyst) for
increasing the yield of (S)-lysine. What is the maximum yield using your new
route?

(c) Today, (S)-lysine is produced by fermentation in mutant Corynebacterium
glutamicum cells, starting from molasses, oxygen and ammonia. What are the
advantages of the fermentation route over the chemoenzymatic one?

dehydration

OH NOCl N
O

Cl
NH3

– HCl

N
OH

NH2
Beckmann 

rearrangement
NH

O

NH2

α,ε-diaminocaprolactam

(S)-hydrolase

NH2

CO2H

NH2

(S)-lysine

H2O

Figure 5.29 Chemoenzymatic route to (S)-lysine, starting from cyclohexanol.
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6
Computer Applications in Catalysis Research

Egyptian and Mayan hieroglyphs tell us that enzymes were applied in various
manufacturing processes as early as 5000 years ago. Compared to this, the 50-odd
years of computer simulations in catalysis research seem very short indeed. Never-
theless, computer modeling has changed our view of many catalytic processes.
Initially developed as code-breaking machines duringWorldWar II, computers now
play a key role in all types of scientific research, including all branches of catalysis.
Computer models are used for testing hypotheses regarding catalytic cycles, visual-
izing catalysts and elementary steps, and optimizing catalytic processes in industry.
The applications range wide, from solving a

�
ngström-scale bond lengths in catalyst

crystal structures, all the way to predicting the performance of multi-cubic-meter
reactive distillation columns. Note that some texts use the term �simulations� and
someuse �modeling�; depending onwhomyou ask, the twomay ormay not differ. In
this book, both terms mean �work carried out using computers to help us solve
problems in catalysis.�

. CAUTION! Books can have a hard time keeping up with advances in computer
technology. For example, here is how the sixth edition of Fundamentals of Analy-
tical Chemistry described Fourier-transform infrared spectrometers in 1992.

�Fourier-transform infrared spectrometers offer the advantages of unusually high
sensitivity, resolution, and speed . . . offsetting these advantages is their high cost,
because amoderately sofisticated dedicated computer is needed to decode the output
data� [1]. (The �sofisticated computer� was a 33MHz PCwith 512K of RAM, current
market value �$2.)

6.1
Computers as Research Tools in Catalysis

Computer simulations are very much like experiments. Unless they are trivially
simple, you cannot predict their results just from looking at the code. Moreover, if
they are planned badly, or if they are programmed badly, they may either crash or
yield meaningless numbers (the computer equivalent of brown goo). Just like

Catalysis: Concepts and Green Applications. Gadi Rothenberg
Copyright � 2008 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 978-3-527-31824-7
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experiments, computer modeling is hardware-dependent, and yet, just as in experi-
ments, you can sometimes obtain surprisingly nice results using relatively simple
equipment. Importantly, computer models offer us no understanding, only num-
bers. We must examine the meaning and the worthiness of these numbers, always
considering also the statistical errors involved. Toomany scientists tend to accept the
results of �successful� computermodels at face value. The fact that a programdid not
crash does not mean that the results are meaningful!
That being said, computer models do feature several important advantages: First,

you can simulate any experimental conditions, including reactions at extreme
temperatures and pressures, which are difficult to set up in the laboratory. Fast
reactions can be slowed down, and slow reactions can be speeded up. Moreover, you
can easily change a single parameter in the model, thus observing the influence of
this parameter on the reaction. Such simulations are essential in industrial process
design, where any changes in the reactor configuration are very costly. Second,
computer models can easily simulate the properties of new catalysts and materials,
including ones that are difficult (or indeed impossible) to synthesize in the laboratory.
Modeling the structure/activity relationships of such catalysts can save much
synthetic effort. Simulations let us observe reactions and species that are inaccessible

Figure 6.1 Computer applications in catalysis research range all
the way from understanding the role of molecular active
intermediates to large-scale process simulations.
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by experiment, such as the transfer of single protons, and even the theoretical
structures of the activated complexes that pertain to transition states. Finally,
modeling is useful in interpreting results and testing theories, by fitting kinetic
and thermodynamic equations to experimental (or indeed other computational) data.
Another important areawhere computers play an essential role is data analysis and

data mining, particularly in analyzing large sets of reactions from combinatorial
experiments. Statistical methods, such as principal component analysis (PCA),
partial least squares (PLS), and artificial neural networks (ANNs), can highlight
trends in large datasets. Knowing these trends, and the key parameters that govern
them, often leads to a deeper understanding of the catalytic cycle. Data-mining
models can even indicate regions in the �catalyst space� where �good catalysts� are
likely to be found. This type of predictive modeling, coupled to the power of combi-
natorial synthesis and screening, puts us on the brink of true in silico catalyst design.
Figure 6.1 summarizes the key areas of computer applications in catalysis

research. Note that this chapter does not cover reactor and process simulations,
although of course these are performed using computers, and are essential for
designing industrial catalytic processes. Textbooks on chemical engineering discuss
these subjects in depth [2].

6.2
Modeling of Catalysts and Catalytic Cycles

6.2.1
A Short Overview of Modeling Methods

There are twomain approaches tomodeling chemical systems on the atom/molecule
level: classical mechanics and quantummechanics (QM)methods. As these subjects
are covered in detail in many textbooks [3], I will give here only a short general
overview. In classical mechanics simulations, the atoms ormolecules are considered
as particles, and the basic variables are the coordinates of the particles and their
velocities. Parameterized potentials are then used for modeling the forces between
these particles. Suchmodels are often called forcefieldmodels. Theirmain advantage
is that the calculations are relatively simple and fast, allowing the modeling of very
large systems (typically tens of thousands of particles). Force field methods are used
in heterogeneous catalysis, for example, for calculating the structure and adsorption
properties of porous supports [4] as well as the relative stability of oxide surfaces [5].
One classical mechanics simulation method is molecular dynamics (MD). Molec-

ular dynamics solves the equations of motion. It models the system�s evolution over
time [6]. MD is deterministic: Starting from a given configuration at t¼ zero, and
with a givenmodel for the forces between the particles, the particles move according
to Newton�s equations. The computational cost of MD simulations depends on the
system�s size, themodel�s complexity, and the level of detail. For example, a propanol
molecule can be treated on the atomic level (atomistic model) or as a chain of four
spheres (coarse-grained model; see Figure 6.2).
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The Monte-Carlo (MC) method is an alternative approach. It generates an ensem-
ble of particle configurations, with energies distributed according to the Boltzmann
distribution, Eq. (6.1). In this equation,U is the potential energy of the system,P(U) is
the probability of finding a systemwith an energyU, kB is Boltzmann�s constant, and
T is the absolute temperature. The configurations are generated by performing
randomparticle trialmoves, which are either accepted or rejected depending on their
energy (the name �Monte-Carlo� reflects the stochastic nature of this method).
Importantly, the configurations are not connected in time. This is themain difference
between MC and MD. The advantage of MC is that, because time is not a factor, you
can �speed up� or �slow down� the system. In this way, MC can simulate properties
that are inaccessible withMD.However, lacking the concept of time,MC cannot give
information on dynamic properties.

PðUÞ / e� U
kBT ð6:1Þ

The drawback of the classical mechanics approach is that it gives no information
on the electronic structure of the system, and thus no information on chemical
reactions. To simulate reactions, we must turn to quantum mechanics. Using QM
we can obtain a full picture of the electronic and nuclear system, by solving the
deceptively simple-looking Schr€odinger equation (Eq. (6.2)), proposed by theAustrian
physicist and 1933 Nobel laureate Erwin Schr€odinger in 1926.

HY ¼ EY ð6:2Þ
In this equation,H is the Hamiltonian operator,C is the wavefunction that repre-

sents the state of the electrons and nuclei, and E is the system�s energy. Although in
theory it can be solved for any system, exact solutions are impracticable for anything
more complicated than a hydrogen atom. Therefore we must find approximate

Figure 6.2 1-Propanol: a 3D atomistic representation;
b simplified coarse-grained representation.
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solutions, using for example the Born–Oppenheimer approximation, which decouples
the energy contributions of the fast-moving electrons from those of the slow-moving
nuclei. After the method has been chosen, the differential form of the Schr€odinger
equation is translated into matrix algebra form. This is done by rewriting the
Hamiltonian as a matrix of basis functions (the so-called �basis set�), giving a set
of equations that is suitable for solving by computer algorithms.
Two commonly used approximations are theHartree–Fock approach and density-

functional theory (DFT). TheHartree–Fock approach approximates the exact solution
of the Schr€odinger equation using a series of equations that describe the wavefunc-
tions of each individual electron. If these equations are solved explicitly during the
calculation, the method is known as ab initioHartree–Fock. The less expensive (i.e.,
less time-consuming) semi-empirical methods use preselected parameters for some
of the integrals. DFT, on the other hand, uses the electronic density as the basic
quantity, instead of a many-body electronic wavefunction. The advantage of this is
that the density is a function of only three variables (instead of 3N variables), and is
simpler to deal with both in concept and in practice.
An interesting alternative that combines the advantages of both classical and

quantum mechanics is to use hybrid QM/MM models, first introduced by Arieh
Warshel formodeling enzymatic reactions [7].Here, the chemical species at the active
site are treated using high-level (and therefore expensive) QM models, which are
coupled to a force field that describes the reaction environment. Hybrid models can
thus take into account solvent effects in homogeneous catalysis, support structure
and interface effects in heterogeneous catalysis, and enzyme structure effects in
biocatalysis.
For example, Samuel French and co-workers used a combined QM/MMapproach

formodeling the catalyst/substrate interactions in themethanol synthesis process [8].
The annual worldwide production of methanol exceeds 32M tons, most of which is

Figure 6.3 Three snapshots of MD and Car–Parrinello molecular
dynamics simulations of the photoactive yellow protein,
showing the entire protein (left), the �pocket� containing the
chromophore (middle), and the chromophore itself (right).
Thanks to Dr. Elske Leenders and Dr. Evert Jan Meijer for the
simulation snapshots.
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made frommethane via syngas. A key step in this process is the catalytic hydrogena-
tion of CO2 and CO adsorbed on a Cu/ZnO/Al2O3 catalyst. Modeling the entire
catalyst using ab initio QM methods is impractical. Instead, the researchers used a
two-layer approach, based on embedded cluster methods. Short-range effects were
modeled using (expensive) DFT calculations, while the long-range polarization
effects of the surroundings were included using a classic potential shell.
Hybrid multiscale models enable us to focus on the relevant part of a system. For

example, Leenders et al. studied the proton transfer process in the photoactive yellow
protein (Figure 6.3) [9], They used Car–Parrinello molecular dynamics [10], a QM
method for dynamics simulations, to describe the chromophore and its hydrogen-
bonded network in the protein pocket (middle and right-hand circles). This was
combined with a traditional MD force field of 28 600 atoms, simulating the entire
protein in water (left-hand circle).

6.2.2
Simplified Model Systems versus Real Reactions

Amajor challenge in designing computer experiments is choosing themodel system.
Liquid-phase catalytic reactions, for example, include catalyst precursors, solvents,
various reagents, and substrates. Many of these reactions also involve heavy metals,
which require special models for the d and f electron shells. Modeling such complex
systems in detail is impractical. Instead, onemust compromise and choose a smaller
model system that (hopefully) mimics the real situation. One popular approach
is studying the energetics of the reactants, catalyst, and products in the gas phase.
Gas-phase systems are relatively simple, and can be modeled using high-level
quantum mechanics. Such models can provide important information about the
reaction, but there is a catch: catalytic performance often depends strongly on the
reaction environment, and omitting this environment can lead to erroneous con-
clusions. Thus, the catalyst support plays a crucial role in heterogeneous catalysis,
�innocent counterions� canmake or break cycles in homogeneous catalysis [11], and
enzymatic activity often depends on the entire protein, rather than on a few residues
at the active site [12]. Simplifiedmodels are useful, but we should bear in mind their
scope and limitations.

6.2.3
Modeling Large Catalyst Systems Using Classical Mechanics

Thanks to their speed and relatively low computational cost,MD andMC simulations
can be used for studying the physical properties of large systems. This is extremely
useful in heterogeneous catalysis, e.g., for modeling the structure and the properties
of the bulk and the surface of a solid catalyst, or the properties of the bulk and
interface of liquid/liquid biphasic systems. However, since the number of particles
modeled is still very small compared to real materials, the models are susceptible to
wall effects. One neat trick for avoiding this problem is to apply periodic boundary
conditions: The volume containing the model is treated as the primitive cell of an
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infinite periodic lattice of identical cells. Particles that move �out� of their cell on one
side are moved �back in� from the other side, just like in a Pac-Man game. Figure 6.4
shows the simulated structure of Silicalite-1, an MFI-type zeolite, with alkane mole-
cules adsorbed in the zeolite channels. Such zeolites are widely used in the petro-
chemical industry for increasing the gasoline octane number by selective cracking of
linear alkanes [13,14].
A good example where MC simulations have been used for understanding

microscopic effects in heterogeneous catalysis is the so-called window effect – one
of the most controversial phenomena in zeolite catalysis. Most zeolite-catalyzed
hydrocracking processes result in a product distribution with a single maximum.
However, in the late 1960s, Chen et al. discovered that some zeolites yield a bimodal
product distribution: two maxima at n-C3–4 and n-C10–12, but no product in the C7–9

�window� (Figure 6.5a) [15]. This is important, as it gives the possibility of obtain-
ing tunable length-selective hydrocracking by choosing the right zeolite catalyst.
However, although the window effect was neatly explained using the relative dif-
fusion rates of alkanes in the zeolites [16], recent measurements failed to reproduce
these diffusion parameters [17]. In 2003, Dubbeldam and co-workers, using molec-
ular simulations, showed that the window effect indeed exists, and that diffusion
rates can increase by orders of magnitude when the alkane is �too big� for the zeolite

Figure 6.4 Simulated structure of the MFI-type zeolite Silicalite-1
(O atoms in dark gray and Si atoms light gray), projected on
the bc plane and showing the zigzag channels. The broken lines
indicate the periodic cell boundaries. Alkane molecules (not
drawn to scale) are indicated by black circles. Thanks to Dr.Merijn
Schenk for the zeolite picture.
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cage (Figure 6.5b) [18]. Moreover, the simulations revealed an alternative cracking
mechanism, due to abnormally low adsorption for alkane chains similar in size or
larger than the cages [19]. Long alkanes adsorb partially into a cage near the outer
surface. After scission, the nonadsorbed part can diffuse out as product, or be
adsorbed and undergo another scission. This mechanism is characteristic for cage/
window-type zeolites with small windows close to the diameter of the adsorbate [20].

6.2.4
In-Depth Reaction Modeling Using Quantum Mechanics

QMalgorithms can calculate the geometries and energies of reactants and products,
as well as transition structures. This makes them useful tools for solving and
visualizing energy/reaction coordinate diagrams in catalytic cycles. Olefin insertion
into metal–alkyl bonds, for example, is a key elementary step in polymerization.
Understanding how this insertion works is vital for making better catalysts for the
multibillion-dollar polymer industry. According to the mechanism proposed by
Cossee and Arlman in 1964 [21,22], the propagation step in olefin polymerization
catalyzed by early transition metals occurs via a prior p-coordination to a vacant site
on the complex. This is followed by olefin insertion through a four-center transition
state in a 2pþ 2s reaction, involving the C�C p bond and the metal–alkyl s bond
(Figure 6.6a). In the case of ethene insertion, QM models also showed that agostic
interactions are crucial in the polymer propagation step, as they provide extra
stabilization and thereby lower the insertion barrier [23]. Examining the energy/
reaction coordinate diagram (Figure 6.6b), we see that the models predict that the
ethene association step is exothermic. The insertion of the ethene from thep complex
into the agostic complex is also exothermic, but with a low barrier.

Figure 6.5 a Product distribution for hydrocracking catalyzed by
an ERI-type zeolite, showing the �window effect� observed by
Chen et al.; b simulation of n-C13 in an ERI cage (window
size¼ 0.36 nm · 0.51 nm). Thanks to Dr. David Dubbeldam for
the zeolite simulation snapshot.
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QM models of transition structures give the values of DHz and DSz, enabling a
comparison between different reaction pathways. For example, homogeneous palla-
dium chloride catalyzes the oxidation of alcohols to aldehydes/ketones in 1,2-
dichloroethane (DCE). The active catalytic species is regenerated by dechlorination
of DCE to ethene (Figure 6.7) [24]. The overall catalytic cycle is a useful one-pot
oxidation and aliphatic dechlorination, with a new C�C bond thrown into the
bargain. Using nonlocal density-functional theory, we studied two possible reaction
pathways [25]. One was the insertion of HPdCl into the C�Cl bond, followed by HCl
abstraction. The other was the abstraction of HCl fromHPdCl, followed by oxidative
insertion of a �naked Pd atom� into the C�Cl bond. Both paths converge on the same
species, but the calculations showed that the former involves lower energy barriers,
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and so is more likely. Based on these results, the oxidation cycle from methanol to
formaldehyde (methanal) was calculated as a model reaction for the alcohol dehy-
drogenation in this system.
State-of-the-art QM and quantum dynamics calculations can even predict the

intricate kinetics and thermodynamics of catalytic reactions at surfaces [26]. One of
the most impressive examples is the detailed analysis of the synthesis of ammonia
over ruthenium catalysts. In a large collaborative effort, scientists from ten institu-
tions in six countries modeled the key elementary steps of this process, including a
complete mapping of the adsorption energies, the dissociation of N2 and H2 at the
catalyst surface, and the hydrogenation of the catalytic intermediates [27]. Impor-
tantly, the models predicted well the kinetics of ammonia production using actual
industrial catalysts in industrial reactors. Interestingly, the calculations also showed
that, under extreme conditions, ammonia can form in the gas phase via free-radical
intermediates, which means that in principle ammonia can also form naturally in
lightning storms. This demonstrates the utility of first-principles calculations in
catalyst design, albeit with a currently high computational cost.

6.3
Predictive Modeling and Rational Catalyst Design

In silico catalyst optimization is the ultimate application of computers in catalysis.
Imagine a computer program that is fed with data for a given reaction, and outputs
the structure of the optimal catalyst for this reaction. Although this fantastic program
does not exist (yet), much progress has been made in this direction since the mid-
1990s, especially thanks to advances in laboratory automation (for model validation)
and data analysis methods. Just like any other new idea, in silico catalyst optimization
is accepted by some researchers andmetwith skepticismby others.Nevertheless, it is
essential for realizing the potential of high-throughput screening and combinatorial
chemistry in catalysis research [28,29]. Computers will not replace chemists, and
data-mining methods will not replace mechanistic studies. These methods will
simply be part of the chemist�s toolbox in the 21st century.
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Figure 6.7 Catalytic oxidation of secondary alcohols to ketones,
with a one-pot regeneration of the PdCl2 catalyst by dechlorination
of 1,2-dichloroethane to ethene.
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Note that although the following discussion pertains equally to homogeneous,
heterogeneous, and enzymatic catalysis, predictive modeling is much more difficult
in the latter two cases. The reason is thatfinding gooddescriptors and good structure/
activity relationships in heterogeneous and enzymatic systems is difficult [30]. Thus,
the following examples are mainly from homogeneous catalysis. Sections 6.3.7
and 6.3.8 summarize the advances made in predictive modeling for heterogeneous
catalysis and biocatalysis, respectively.

6.3.1
Catalysts, Descriptors, and Figures of Merit

Before making any predictions, we must first understand the problem of catalyst
optimization, and especially define the space in which we want to optimize our data.
To do this, we divide the system into three multidimensional spaces, A, B, and C
(Figure 6.8). SpaceA is a grid containing all the catalyst structures (e.g., if the catalyst
in question is a bidentate transition-metal complex, space A contains all the combi-
nations of transition-metal atoms andbidentate ligands,with eachpoint representing
a different catalyst); space B contains the values of the catalyst descriptors and the
reaction conditions (temperature, pressure, solvent type, backbone flexibility, cone
angle, partial charge on themetal atom, lipophilicity, and so on); and spaceC contains
the catalysts� figures of merit (i.e., the TON, TOF, ee, price, and so forth). In this way,
we have translated our abstract problem in catalysis to the (still abstract) problem of
relating one multidimensional space to another. The advantage is that the relation-
ship between spaces B and C can be quantified using quantitative structure/activity
relationship (QSAR) and quantitative structure/property relationship (QSPR) mod-
els [31,32]. Note that linking spaces B and C using QSAR/QSPR models is precisely
what we do when we optimize catalysts in the traditional way. The only difference
here is that we will try and couple this process to an automated synthesis and
screening of virtual and real catalyst candidates.
The key to the model lies in space B, the descriptors space. In Chapter 3, we have

already discussed the definitions and applications of several important steric and

(A)

catalysts descriptors figures of merit

(B) (C)

Figure 6.8 Three-dimensional simplified representation of the
multidimensional spaces A, B, and C, containing the catalysts, the
molecular descriptor values, and the figures of merit, respectively.
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electronic descriptors in homogeneous catalysis. Choosing the right descriptors is
critical for themodel�s success. In Section 6.3.2, I will explain the difference between
the various descriptor types, with examples of current applications.

6.3.2
Three-Dimensional (3D) Descriptors

Every model is a compromise between cost (computational time) and performance.
3D descriptors are based on optimized molecular geometries, using either mole-
cular mechanics force fields or quantum mechanics calculations. Tolman�s cone
angle [33], the bite angle [34], the percentage of approach sphere occupation [35], and
the trans-CO stretching frequency discussed in Chapter 3 are all examples of 3D
descriptors. Other examples include the partial charge at the ligating atoms, HOMO
and LUMO energies, and molecular dipole moments. The advantage of using 3D
descriptors is that they are chemically meaningful, i.e., they go hand-in-hand with

Figure 6.9 Descriptors calculated for phosphines in the trans-Rh
(PR3)2(CO)Cl catalyst: a the deformation coordinate S40 is
employed as steric measure; b stereo-electronic map showing the
distribution of the various PR3 ligands.
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�chemical intuition.� The disadvantage is that the more accurate the description, the
higher the cost.
Ideally, the descriptors should capture the structural and electronic variations

responsible for catalytic activity. For example, ThomasCundari and co-workers devel-
oped a simple and effective �stereo-electronicmap� for characterizing phosphine and
phosphate ligands, using semi-empirical calculations [32]. Thanks to their moderate
cost, these models can be applied to libraries of 100–1000 compounds. The plot
shown in Figure 6.9 is a representation of space B for this specific example. It
includes just two descriptors: Orpen�s symmetric deformation coordinate, S04, and
the semi-empirical electronic parameter (SEP) [36]. Using this plot, one can fill the
�empty holes� in the experimental design space with virtual ligands, and reduce
�highly populated� areas by discarding duplicate molecules.
The modeling of chirality is an important application of 3D descriptors. Aires-de-

Sousa andGasteiger published an elegant numerical approach formodeling chirality
in homogeneous catalysis [37,38]. Instead of representing chirality as a single value,
they used a spectrum-like, fixed-length code. This code included information about
the chiral centers� geometry, properties of neighboring atoms, and bond lengths
(Figure 6.10a–b). Using the addition of diethylzinc to benzaldehyde as a model
reaction, the authors predicted each catalyst�s ee, as well as the preferred product
enantiomer in each case.

6.3.2.1 Comparative Molecular Field Analysis (CoMFA)
Since its introduction in 1988, the CoMFA method has become one of the most
powerful QSAR and drug design tools [39]. It has created a new paradigm of
QSAR studies, where properties of molecules are related to their specific structural
and electronic features, and their spatial arrangement. The groups of Kenny
Lipkowitz and David Avnir used CoMFA for predicting the asymmetric induction
of bisoxazolidine and phosphinoxazolidine ligands in the Diels–Alder reaction of
N-2-alkenoyl-1,3-oxazolidin-2-one with cyclopentadiene (Figure 6.11a) [40–43]. Their
basic assumption was that noncovalent interactions affect the catalytic activity, and
therefore should correlatewith the steric and electronicfields of the ligands. To obtain
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Figure 6.10 a Example of a chiral molecule, (R)-4-chloro-4-
(dimethylamino)heptan-3-one, indicating b the four atoms
directly bound to the chiral center and c their neighborhood (the
neighborhood of atom A is defined as the set of atoms which are
closer, i.e., on a shorter path, to A than to B, C, and D).
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these fields, the molecules are first aligned structurally, then the steric and electro-
static fields on a grid around them are sampled with probe atoms (Figure 6.11b). In
most cases, the fields are based on atomic partial charges, calculated using quantum
mechanics. The result is a table with thousands of columns which contain the field
values at each grid point. These data are then analyzed using multivariate methods,
such as partial least-squares regression (see Section 6.4.2). The model provides a
linear relationship between the figure ofmerit (in this case the ee) and the intensity of
the steric and electronic fields. This gives a picture of a �ligand stereotype�, which is
analogous to the pharmacophore in drug design. Using this ligand stereotype, one
can identify regions of the ligand where changing the steric bulk will result in a high
ee value. Using the continuous chirality measure [44], Lipkowitz and Avnir showed
that �more chiral� catalysts give higher ee values. They also demonstrated that one can
increase the ee by increasing the ligand�s chirality.

6.3.2.2 The Ligand Repulsive Energy Method
Some ligands have several stable conformers with different steric properties, while
others undergo structural changes when moving from free to metal-bound con-
formations. In these cases, one needs a descriptor that is related to the ligand�s
energy. The ligand repulsive energy method quantifies the van der Waals repulsive
energy variation (ER) as a function of the ligand–metal complex distance (Eq. (6.3))
[45]. In this equation,EvdW,R is the repulsive part of the van derWaals potential, r is the
actual ligand–metal complex distance, and re is the bond length between the metal

Figure 6.11 a Diels–Alder reaction of N-2-alkenoyl-1, 3-
oxazolidin-2-one with cyclopentadiene.; b alignment of all 23
bisoxazoline and phosphinoxazoline ligands used in the CoMFA
study. Regions of space where steric bulk should enhance or
decrease stereo-induction are plotted using iso-contourmapping.
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and the ligating atom (the minus sign ensures that ER will increase with the steric
bulk of the ligand). As r changes, the nonbonded repulsion between the ligand and
the environment also changes.

ER ¼ � re
qEvdW;R

qr

� �
ð6:3Þ

Gillespie et al. used this concept for studying the binding selectivity of [Z5-C5H5�
Re(NO)(PPh3)]

þ toward prochiral a-olefins (Figure 6.12). They examined the steric
interplay between ligands on the Re atom and the substituent on the prochiral a-
olefin (R1 and R2), ranking the relative importance of the size of ligands in terms of
binding selectivities [46,47]. This study formed part of the so-called de novo ligand
design pyramid, where the system�s sterics and energetics are studied using different
levels of computational theory [48,49]. Interestingly, although ER values are based on
computations involving energies, they correlate well with the cone angle and solid
angle of the ligand, which are pure geometric constructs.

6.3.3
Two-Dimensional (2D) Descriptors

Although 3D descriptors offer a realistic representation of chemical systems, their
calculation requires a geometry optimization step. This means that their computa-
tional cost depends on the system�s size and number of degrees of freedom. If you
plan to optimize large numbers of catalysts (e.g., virtual libraries for combinatorial
optimization studies), 3D descriptors are simply too costly. In such cases, the simpler
2D descriptors (also called topological descriptors) provide a viable alternative.
Topological descriptors are derived directly from molecular connectivity tables,
without using any 3D atom coordinates. They are calculated using graph theory,
which describes the atom connectivity in hydrogen-suppressedmolecules. I will give
here the basic method, plus some examples of applications in catalysis. A detailed
treatment of graph theory is given elsewhere [50,51].
A molecular graph G is a structure formed by vertices (V) and edges (E), where

G¼EþV. The atoms and bonds of the molecules correspond to the vertices and
edges of G. A standard representation of a graph is the adjacency matrix A¼ (aij),
(Eq. (6.4)), where i and j are two generic nodes, and E(G) represents the set of edges
of G. Figure 6.13 shows an example of the molecular graph and the adjacency

Cp

NO

R3
R2

R1

R4

Ph3P

Figure 6.12 Newman projection of [(Z5-C5H5)Re(Z
2-olefin)

(PPh3)(NO)]þ, viewed down the olefin centroid-Re axis.
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matrix for the DIOP ligand, (�)-2,2-dimethyl-4,5-bis(diphenylphosphinomethyl)-1,
3-dioxolane-P,P0. The vertices and edges are labeled from 1 to 11 and from a to k,
respectively.

aij ¼ 1 if i „ j and ði; jÞ 2 EðGÞ
0 if i ¼ j

�
ð6:4Þ

Two matrices are particularly important, both of them based on the topological
distance between vertices within a graph: the distance matrix D(G) and the detour
matrix D(G). The first contains as values the smallest number of steps from vertex i
to vertex j, and the second contains as values the longest paths. For example,
Equation (6.5) shows the D and D matrices of the DIOP ligand.

D ¼

01234434555
10123323444
21012212333
32101223422
43210123411
43221012322
32122101233
43233210144
54344321055
54321234502
54321234520

66666666666666666664

3
77777777777777775

D ¼

01265567866
10154456755
21043345644
65404334555
54340434511
54334045655
65433401244
76544510155
87655621066
65451545602
65451545620

66666666666666666664

3
77777777777777775

ð6:5Þ

Based on thematrix expression ofmolecular graphs, we can calculate the length of
paths connecting any pair of atoms, i.e., a series of consecutive edges that connect two

Figure 6.13 The DIOP ligand a structure; b molecular graph c
adjacencymatrix. The broken lines indicate the shortest and longest
P–P connectivity paths, DP1–P2 and DP1–P2, respectively. The
adjacency matrix of a molecular graph is a matrix with rows and
columns labeled by graph vertices v (i.e., the atoms), with a 1 or 0 in
position (vi, vj) according to whether vi or vj are adjacent or not.
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nodes and do not contain the same node more than once. In the case of bidentate
phosphine ligands, for example, the connections of interest are those between the
ligating phosphorus atoms, P1 and P2. The minimum DP1–P2 and maximum DP1–P2

connectivity paths are calculated from distance and detour matrixes, respectively. In
the case of the DIOP ligand, DP1–P2 is five bonds, and DP1–P2 is eight bonds.
Topological descriptors give information on themolecular size, flexibility, electron

distribution, and various other physicochemical properties. They are, as Figure 6.14
shows, three tofive orders ofmagnitude faster than 3Ddescriptors, depending on the
geometry optimization method used for the latter. Unfortunately, this lower cost is
offset by several limitations: First, although 2D descriptors account for specific
physicochemical properties, they have no direct heuristic interpretation, because
they are far from our �chemical intuition� (see also the discussion on data-mining
methods in Section 6.4). Second, 2D descriptors neglect conformational informa-
tion, and because they are two-dimensional they cannot be used for modeling
chirality.
Strikingly, topological descriptors can account for molecular properties that may

seem to demand geometry optimization. For example, we developed a simple set of
topological descriptors for phosphine and phosphite bidentate ligands, focusing on
P–P connectivity patterns [52]. These included all P–P connectivity paths, from the
shortest (DP1–P2) to the longest (DP1–P2), as well as their weighted versions (e.g., by
molecular weight or electronegativity). Figure 6.15 shows some examples of these
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Figure 6.14 Bar graph comparing the analysis
capacity, in number of ligands� bite angles and
flexibility ranges calculated per hour, using
topological descriptors (2D), and 3D descriptors
based on MM force fields, semi-empirical
QM calculations, and ab initio QM calculations.

All calculations were performed on a 2.5GHz
desktop computer (analysis capacity will
improve with better computers and software,
but the 2D/3D cost-effectiveness ratio will
remain constant).

6.3 Predictive Modeling and Rational Catalyst Design j247



descriptors, and Figure 6.16 compares the performance of these 2D descriptors in
predicting bite angle and flexibility values, with values obtained from X-ray diffrac-
tion experiments and PM3 semi-empirical QMcalculations, respectively. The 2D and
the 3D descriptors indicate the same trends, although the former give noisier results.
In another example, Chavali et al. demonstrated that 2D connectivity indices can

give good structure/property correlations in molybdenum-catalyzed epoxidation
[53,54]. They used the Computer Aided Molecular Design (CAMD) environment,
a powerful computational tool used inproduct design. Themethoduses optimization
techniques coupled with molecular design and property estimation methods, gener-
ating those molecular structures that match a desired set of properties.

6.3.4
Generating Virtual Catalyst Libraries in Space A

Now that we understandmore about the various types of descriptors in spaceB, let us
return to the problem of catalyst optimization. If we can generate a sufficiently large
number of sufficiently diverse structures in space A, and link the spaces A and B, we

Figure 6.15 Examples of topological descriptors calculated on
backbone and R groups of three bidentate ligands. The broken
arrows on the left indicate the minimum P1–P2 connectivity path
(D1) and the second P1–P2 path (D2). The dotted arrows indicate
freely rotating bonds. The R group descriptor SAMR<3 pertains to
the sum of the mass units of atoms that are connected within
three bonds of the ligating P atoms.
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should be able to predict the relevant figures of merit in space C using QSAR/QSPR
descriptormodels. There are variousways of doing this.Here Iwill present a building-
block assembly approach for generating space A. Using this approach, one easily
obtains large numbers of structures. Following that, we will try and figure out what
�catalyst diversity� means, and suggest ways for comparing the diversity of different
catalyst libraries.
Let us assume that each catalyst contains one metal atom M, and one bidentate

ligand which includes two ligating groups, L1 and L2, a bridge group B, and three
residue groups, R1, R2, and R3. To simplify things, we will limit the R groups to one
per ligating or backbone group. There is no restriction on similarity between
the groups, i.e., it is possible that L1� L2, and so forth. Each ligand has a unique
identifier, in the form L1(R1)–B(R2)–L2(R3). Figure 6.17 shows a schematic represen-
tation of the catalyst parts and assembly possibilities, and Figure 6.18 shows a set of
simple building blocks. The connection points for the R groups, and between the
L and B groups, are predefined for each building block (for example, the pyridine
ligating group 5 can connect to a backbone on positions 2, 3, or 4, and an R group
can be subsequently attached to it on one of the remaining �free� positions). After
the ligand has been assembled, any unused connection points are filled with H
atoms.
Here one already faces an obstacle: The number of possible structures, using just

20 L groups, 10 B groups, 10 R groups, and this very simplified catalyst represen-
tation, is over 1.7 billion! Computing any parameters for such a large library is
unrealistic. Oneway of overcoming this barrier is by sampling subsets of spaceA that
are small enough for analysis (typically 500–100 000 catalyst structures, depending

Figure 6.16 Observed and predicted bite angle and flexibility
values for a set of biphosphine and biphosphite ligands. The
empty dots and gray lines represent respectively the bite angle and
flexibility values calculated on a set of 80 ligand–metal complexes
retrieved from the Cambridge Crystallographic Database. Black
dots and lines represent the same values predicted using a 2D
descriptor QSAR model.
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on the descriptor calculation method). These subsets, or virtual libraries, are assem-
bled by generating sets of different L1(R1)-B(R2)-L2(R3) identifiers and subsequently
optimizing the corresponding structures (one simple way of doing this is by
assigning the different tasks to different software applications, and connecting the
entire process by a batch code [55]). Selecting the subsets is not a trivial task, and
should follow the principles of experimental design. The selection process can also
incorporate prior knowledge about the reaction, applying an iterative approach using
global optimization methods [56].

6.3.5
Understanding Catalyst Diversity

Although the term �diversity� is widely used in catalysis, it is ill defined. Diversity can
be understood as a spread over a given catalyst space, or as a lack of similarity within a
set of compounds [57–59]. Saying that �Library a is more diverse than library b� can
mean that library a covers a wider range of the catalyst space. Alternatively, it can
mean that the catalysts in library a aremore uniformly spread in the same space. One
thing is certain: library size alone does not guarantee diversity.

Figure 6.17 Structure and optimized geometry of a bidentate
ligand–Rh complex of type L1(R1)-B(R2)-L2(R3), generated from
the building blocks {5, 23, 18, 28, 12, 27} shown in Figure 6.18.
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Defining diversity is not trivial. A library of heterogeneous metal oxide catalysts,
for example, can be synthesized from a diverse range of metal precursors, but the
actual active catalyst may be very different from the precursor, because activity often
depends on the process conditions and method of synthesis. Similarly, in homoge-
neous catalysis, you can define diversity in terms of functional groups or in terms of
physico-chemical properties. Chemists traditionally define diversity in space A, by
comparing molecular structures and especially functional groups. When using a
building-block approach [55], the diversity can be defined by the number of different
building blocks in a library. The problem is that this description ignores correlations
and/or interactions between different sets of building blocks. This leads to the
general complaint that small structural changes result in large activity changes,
making diversity undefinable [60].
The solution to this problem lies in defining diversity in space B, the descriptor

space [61]. Here the catalysts are quantified in terms of molecular and reaction
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Figure 6.18 A set of building blocks, with black circles denoting the possible connection points.
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descriptors (e.g., polarizability, cone angle, flexibility). Thus, instead of evaluating
molecules based on their �Chemdraw structures�, we compare them based on the
values of specific descriptors. Note that choosing the right descriptors is a crucial step
in determining catalyst diversity. This is because diversity is problem-related: For one
reaction, the change in bite angle is crucial. For another, the reaction temperature and
pressure are the key parameters.

Optimization Diversity versus Exploration Diversity After choosing the descriptors,
we perform a principal component analysis (PCA) of the descriptor data (for an
overview of PCA, see Section 6.4.1). The low-dimensional PCAmodel gives an ideal
framework for catalyst optimization. By relating the scores of each catalyst to a figure
of merit, optimization will yield a set of descriptors representing the best catalyst for
the best specific reaction. Thus a diversity within the PCA scores is optimization
diversity. It describes the size and coverage of the PCA score space of the catalysts.
There are many different ways of measuring this. One measure is the determi-
nant [62,63], which can be extended to a D-optimal onion design measure [64,65].
One simple ruler is the average distance of each catalyst to all the other catalysts in
space B. This is the mean intercatalyst distance, daverage, given by Equation (6.6),
where dij is the distance between catalysts i and j in the score space. The value of
daverage tells us something about the volume that a library covers in spaceB. If daverage is
large for one library compared to another, the catalysts in the first library are further
apart. This means that the library describes a larger volume of space B, and is
thereforemore diverse (see Figure 6.19).However, daverage does not describe howwell
the catalysts are distributed. For this, wemust also calculate the average distance from
each catalyst to its nearest neighbour, dmin, defined by Equation (6.7), in which dmin,i

is the distance between catalyst i and its nearest neighbor in the scores space. dmin

gives an idea of the clustering of the catalysts in space B. If dmin is small, each catalyst
has at least one other catalyst close by. Conversely, if dmin is large, the catalysts are far
apart. A diverse library should be large, with the catalysts distributed well over the
space. Both daverage and dmin should be large, so the product daverage · dmin is a good
measure of library diversity.

daverage ¼ 1
I

XI
i¼1

1
I� 1

XI
j¼1

dij

 !
ð6:6Þ

dmin ¼ 1
I

XI
i¼1

dmin;i ð6:7Þ

Sometimes, however, one is not interested in optimization, but rather in finding a
completely new catalyst. Catalysts with large residuals (high E-values, see Section
6.4.1) have, by definition, very different structures from the �average catalyst�.
Therefore, as long as they have a high predicted figure of merit, they may provide
entirely new reaction pathways. The PCAmodel residuals provide thus ameasure of
exploration diversity. The residuals of each catalyst in the PCA space reveal how
different this catalyst is from the majority of the catalysts. Summing the squared
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distances from each catalyst to the PCAmodel plane gives a measure for quantifying
the library�s residuals. This is known as the Q-statistic (Eq. (6.8)), where M is the
number of descriptors and eim is an element of the residualsmatrixE). TheQ-statistic
for a library equals the sumof the squared PCA residuals. A largeQ-statistic indicates
a library of catalysts that are very different from the �average catalyst.�

Q ¼
XI
i¼1

XM
m¼1

e2im ð6:8Þ

6.3.6
Virtual Catalyst Screening: Connecting Spaces A, B, and C

The final step is incorporating the library generation, model selection, descrip-
tor calculation, and catalyst screening in one workflow [66]. One way of doing

Figure 6.19 Graphic representation of the distances in a
simplified three-dimensional descriptor space (space B).
Catalysts with descriptor values �within� the model are good
candidates for optimization. Those �outside� the model space
may lead to new discoveries.
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this is by using an iterative approach, with consecutive modeling, synthesis, and
analysis steps (Figure 6.20). First, we define and assemble the virtual catalyst
libraries in space A, collect the initial data (from earlier experiments and
the literature), and build a QSAR/QSPR regression model that connects the
descriptors (space B) and the figures of merit (space C). I will discuss some
modeling approaches in the next section. Subsequently, we perform a two-stage
screening, using first 2D descriptors to examine relatively large areas of
space A in a �rough screening.� The program selects random subsets from
A (typically 10 000–50 000 catalysts), and calculates their 2D descriptor values.
It then predicts their figures of merit using the above model. At this stage, you

Figure 6.20 Iterative approach flowchart for homogeneous catalyst optimization.
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can also use meta-modeling iterations for refining the results [67]. A subset
of the best catalysts (typically 200–500 structures) is then selected for the �fine
screening� stage.
The program then computes the 3D descriptors for this new subset, projects the

results on themodel, and predicts the figures of merit. The result is a small subset of
20–50 new catalysts which must be synthesized and tested experimentally. The
dataset is updated and the cycle repeats. In theory this process can repeat indefinitely,
but in practice thefigures ofmerit usually converge afterfive or six cycles. Thismeans
that you can pinpoint �good regions� in a space of a million catalysts after testing
fewer than 300 ligand–metal complexes!
Importantly, you can define the algorithm�s fitness function to reflect the actual

requirements from the catalyst. An optimal catalyst exhibits high activity, high
stability, and high selectivity. These three figures of merit are directly related to
the product yield, the turnover number (TON) and the turnover frequency (TOF),
but increasing one often comes at the expense of another. You can predefine the
weight of each figure of merit, so that the computer will search for the optimal
catalyst.

6.3.7
Predictive Modeling in Heterogeneous Catalysis

Much of the above discussion applies also to heterogeneous catalysis, with one
important difference: Finding good descriptors for heterogeneous catalysts is much
more difficult. Unlikemolecular catalysts and organometallic complexes, the activity
of solid catalysts depends on amultitude of parameters: different types of active sites,
synthesis conditions, thermal treatments, and aging. Moreover, the properties of
many solids can change discontinuously. New phases can form at different composi-
tions, temperatures and pressures, and even the catalyst size can influence the
reaction. Nano-sized gold particles, for example, are very different catalysts from
�bulk gold�, and two supported gold catalysts can have different activities even when
they contain identical amounts of gold and support, respectively [68]. As we already
saw in Chapter 4, solid surfaces are anything but uniform, and solid catalysts have a
variety of sites. To complicate things further, sometimes the real active sites are not
those observed in characterization studies, but rather metastable defects which are
difficult to characterize.
Because of this, relying solely on catalyst composition parameters is impractical

(compositional descriptors are mainly applicable in cases where the catalyst is a
crystalline material, and where the changes in composition do not lead to phase
changes [69]). Instead, we need a descriptor toolbox that can account for the dis-
continuities and nonlinear dependencies. A few promising starts have been made
in this direction [70–72]. Klanner et al. combined compositional descriptors and
tabulated physico-chemical data, collecting a total of over 3000 descriptors for 467
catalysts, which were then tested in a high-throughput reactor in propene autoxi-
dation. Naturally, such a dataset is over-determined (i.e., there are many more
descriptors than data points, so that one can always find good correlations, but these
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correlations are oftenmeaningless). To obtainmeaningful correlations, the research-
ers needed to discard some descriptors. Interestingly, feature selection algorithms
could not select the relevant descriptors, and so a selection was made based on
chemical intuition. This is a good example of how chemical knowledge can be
integrated in data-mining models (see also Section 6.4 on data mining in catalysis).
A subset of 75 �chemically relevant� descriptors was selected, and prediction
models were constructed using artificial neural networks (ANNs) and classification
trees (see Section 6.4 for an overview of these methods) [73]. Significantly, both
methods could predict �good� or �bad� propene oxidation catalysts. The prediction
accuracy of the ANNswas typically 0.5–0.7,much higher than that of randommodels
(typically 0.2–0.3).
In another study, Corma and co-workers combined genetic algorithms (GAs)

and ANNs for predicting the performance of virtual catalyst libraries for oxi-
dative dehydrogenation of ethane, using the catalyst composition as input para-
meters [74,75]. The virtual screening was again combined with high-throughput
experimentation, using the predictions of the ANNs as a theoretical prescreening,
and thus avoiding the testing of poorly performingmaterials. Although the subsets
tested were very small compared to the catalyst space, a significant improvement
was obtained after seven generations, demonstrating the potential of this approach.
The same group also used high-throughput X-ray diffraction studies to build
descriptor datasets for epoxidation catalysts, combining the spectral data with cata-
lyst composition data and creating an automated synthesis, testing, and modeling
workflow [76].
The issue of catalyst diversity is just as important here as in homogeneous

catalysis, and the discussion in Section 6.3.5 is just as pertinent. That being said,
true diversity measures must bemade in space B, the descriptor space, which brings
us back to the challenge of finding good (and general) descriptor vectors for
heterogeneous catalysts.

6.3.8
Predictive Modeling in Biocatalysis

Although enzymes are far too complex for a detailed descriptor modeling at the
molecular level, predictive modeling plays an increasingly important role in the
search for new biocatalysts [77]. The experimental techniques for designing
enzymes that can operate under harsh process conditions (high temperatures,
acidic/basic pH, and/or organic solvents) rely heavily on genetic engineering and
combinatorial chemistry. These efforts are complemented by a variety of compu-
tational screening tools [78]. The main composition variable here is the primary
structure (i.e., the amino acid sequence of the protein). Computer algorithms
screen the sequence space, eliminating those sequences that are incompatible with
the protein folding model, and thus reducing the number of garbage experi-
ments [79]. Protein-modeling algorithms can even insert potentially active catalytic
residues into �virtual proteins,� and search for candidates with an improved
binding affinity to high-energy reaction intermediates [80,81]. Examples include
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the redesign of active sites for improved catalytic activity [82], and the design of
thermostable enzymes [83].

6.4
An Overview of Data-Mining Methods in Catalysis

In Chapter 1, I outlined some of the new advances in high-throughput experimenta-
tion (HTE) and their applications in catalysis research. Robotic systems can now
perform thousands of experiments per day, yielding mind-boggling amounts of
experimental results. HTE can help us screen larger regions of the catalyst space.
However, the total space is much too large for exhaustive screening, even using
robots, so we must choose which areas to search in. Moreover, although HTE gives
overwhelming quantities of data, much of this is �garbage data� that must be sifted
out [84]. In this section, I describe a few usefulmethods for filtering out garbage data,
with some examples of their applications in catalysis research. For more details see
the books by Massart [85] and Tranter [86].
As discussed above, one option is screening virtual catalyst libraries using QSAR

and QSPR models, with the aim of pinpointing promising candidates for future
experiments [87,88]. Such models can also indicate which chemical features
regulate a process, and how these can be optimized. These models must be robust,
and properly validated [89]. Figure 6.21 shows a simplified data analysis flowchart.
First, the data are collected and treated in a preprocessing step. Depending on the
situation and on the knowledge available, you may want to mean-center and/or
scale the entire dataset, or perhaps divide it into subsets according to chemical
restrictions. In many cases, inclusion of chemical knowledge and reaction restric-
tions will simplify the system. Then, dimension reduction methods such as PCA
are used for highlighting the number of key variables, and linear/nonlinear
regression models are built, tested, and validated. The model�s predictions can
be fed back to the data collection stage, improving the figures ofmerit in an iterative
fashion.
The simplest form of regression is multiple linear regression (MLR), Y¼XBþE.

Here, X contains the descriptors, [d1 . . . dn], B contains the regression coefficients, Y
contains the figures of merit and E contains the residuals. One well known example
of MLR is the relationship shown in Equation (6.9). This model requires a few well-
characterized parameters d1 . . . dn, which are usually derived from experimental
measurements or from QM calculations. There are several applications of MLR in
catalysis, e.g., the quantitative analysis of ligand effects (QALE) model developed by
Fernandez et al. [90].

ln k ¼ ad1 þ bd2 þ . . . þ zdn þE ð6:9Þ
The trouble is that you often have too many descriptors, and/or insufficient

information on the reaction mechanism. This creates two problems: building a
regression model requires the calculation of the inverse of XTX, which cannot be
done for amatrixX that containsmore variables than experiments.Moreover, if you

6.4 An Overview of Data-Mining Methods in Catalysis j257



have too many descriptors, you can always find a so-called chance model that fits
your data perfectly, but has no statistical relevance. In such cases, youmust find the
right descriptors and the right way of correlating them to the figures of merit. One
approach is first to reduce the number of parameters using PCA, and then choose
the analysis method. You can use either linear or nonlinear models (Figure 6.21).
Both approaches are equally valid. Linear models, such as partial least-squares
regression, are more robust, and easier to interpret. Nonlinear methods, such as
artificial neural networks, can handlemore complicated systems, but they are often
�black box� models.
Selecting the right variables often improves the models and makes interpretation

easier. When there are too many descriptors, and especially when these descriptors
do not have a clear physico-chemicalmeaning (e.g., connectivity indices and other 2D
descriptors), stochastic methods such as genetic algorithms and evolutionary strate-
gies can be used for finding an optimal subset of descriptors [91,92].

Figure 6.21 Flowchart showing a general approach todatamining.
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6.4.1
Principal Components Analysis (PCA)

Suppose that you have an experimental data matrix that contains the concentration
profiles of 12 500 reactions, performed using 50 different catalysts tested with
50 different substrates under five different conditions, with each profile made of
10 points. This matrix contains 50 · 50· 5· 10¼ 125 000 data points. It merits some
serious thinking about data mining, because it is unlikely that you will see anything
useful just by looking at 125 000 numbers. PCA can reduce this large matrix into two
smaller matrices which are easier to examine and interpret. Using PCA, you can
extract the key factors. These are the principal components, or PCs (sometimes also
called the latent variables). Each PC is a linear combination of the original variables,
but unlike the original variables, whichmay be correlatedwith each other, the PCs are
orthogonal (i.e., uncorrelated, independent of one another) [93].
Mathematically speaking, if X is an (I· J) matrix that contains J variables for I

reactions, PCA divides this matrix into a systematic part TPT (the PCAmodel), and a
residuals part E (Eq. (6.10)). T (I ·R), and P ( J ·R) are two smaller matrices, the size
of which depends on R, the number of significant PCs. T is the scores matrix. It
represents the spread of the reactions within the model space. P is the loadings
matrix. It describes the relationships between the variables.

X ¼ t1pT1 þ t2pT2 þ . . . þ tnpTn þE ¼ TPT þE ð6:10Þ
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Figure 6.22 PCA reduces the dimensionality of the problem by
projecting the original dataset onto a lower-dimension PCmodel,
in which the new variables are orthogonal to each other. The
distance from point A to the PCAmodel space equals the residual
value for catalyst A.
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What PCA actually does is project the data matrix X onto a lower-dimensional
space. You start with J variables, and end with R orthogonal PCs (where R « J). This
projection gives a simplified view of the data, highlighting the important variables.
Figure 6.22 shows an example where two points are projected from a three-
dimensional space onto a two-dimensional surface.
PCs are ranked according to the fraction of variance of the dataset that they explain.

The first PC is themost important (it explains the largest fraction of variance), and so
forth. Selecting the correct number of PCs is crucial. Too fewPCswill leave important
information out of the model, but too many PCs will include noise, and decrease the
model�s robustness (if R� J, the PCA is pointless). Each time you make a new PCA
model, you should examine the residuals matrix E. If the residuals are structured, it
means that some information is left out. You can also decide on the correct number of
PCs by performing a cross-validation (see below), or by examining the percentage of
the variance explained by the model.
Note that PCA is scale-dependent, so if the original variables differ by orders of

magnitude (e.g., one variable is temperature, in the range 300–500K, and the other is
pressure, in the range 0.2–0.4 bar), the numerically large variables will dominate the
first few PCs. You can remove this effect in the preprocessing stage, by scaling all
variables to unit variance (also known as autoscaling). Starting from your original
datamatrixX (I· J), you subtract from each value the column average, and divide the
result by the column standard deviation (Eq. (6.11)). In this way, the range of each
variable is scaled so that �1 corresponds to one standard deviation.

aij ¼
xij � xj

sj
ð6:11Þ

. CAUTION!Do not use autoscaling if the variables are all of the same type, because
in this case variables with small valuesmay simply describe noise. Autoscaling will
inflate these variables, giving them the same weight as the important variables in
your dataset.

6.4.2
Partial Least-Squares (PLS) Regression

PLS regression is a common method for modeling multivariate data [94]. It works
with two matrices. The matrix X contains the descriptors (the independent variables),
and the matrix Y contains the figures of merit (the dependent variables). The model
approximates the relationship between X and Y according to Equation (6.12), where
BPLS is the matrix of regression coefficients, and E the matrix of residuals. The
regression coefficients can be used for assessing which x variables mainly model a
certain y variable. However, with correlated variables, these coefficients are not mathe-
matically independent. To solve this problem, PLS estimates the correlation structure
between X and Y in terms of projections onto a few latent variables, as in PCA. The
resulting PLS x-weight vectors are used to combine the x variables with the scores, t,
which predict the y variables. The performance of a PLSmodel is measured using the

260j 6 Computer Applications in Catalysis Research



explained y variation, R2
y , and the predicted y variation, q2 (see also the discussion on

model validation in Section 6.4.5). In general, PLS models are more robust than
multiple linear regression and principal component regression methods.

Y ¼ BPLSXþE ð6:12Þ

For example, Carlson and Gautun developed an interesting PLS model for pre-
dicting the success/failure of regioselective indole synthesis (Figure 6.23) [95]. They
tested 254 combinations of substrates, solvents, and Lewis acid catalysts, out of a
possible 600. These were selected according to their principal property score values.
In this way, the researchers maximized the spread in the property space, while
minimizing the number of experiments. The score values, their squares, and their
interaction terms were used as input variables for the PLS model. According to the
model, the most important factor was the interaction term between nucleophilic/
electrophilic properties of the ketones, and the size of one of the side chains, implying
that large substituents and polarized ketones favor the reaction. The PCA scores plot
showed clusters for the different ketones, indicating that the catalyst and solvent
effects were valid for every ketone tested. A PLS analysis on reactions with the same
ketone substrate revealed that catalyst hardness and solvent polarity/polarizability
were positively correlated with �reaction success.�
The relative importance of each predictor variable in the PLS regression model is

calculated using the variable importance parameter (VIP) [96], given by Eq. (6.13). In
this equation, bak is the regression weight for variable k and factor a. SSQa is the
percentage variance captured by latent variable a, n is the total number of variables,
and lv is the number of latent variables used in the regression model. Since the VIP
magnitude depends on the number of latent variables, the absolute VIP values are
less meaningful than the relative values in a given dataset. Figure 6.24 shows an
example of a VIP plot for a PLS regression model for 42 bidentate phosphine and
phosphite ligands in the hydrocyanation of pentenenitrile, a key step in the produc-
tion of the nylon 6.6 precursor hexamethylenediamine (hexane-1,6-diamine) [96].

VIPk ¼
Plv
a¼1

b2ak � SSQa

n � Plv
a¼1

SSQa

ð6:13Þ
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Figure 6.23 Formation of indoles from dissymmetric ketones by the Fischer indole synthesis.
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6.4.3
Artificial Neural Networks (ANNs)

ANNs mimic the fault-tolerance and the learning capacity of biological neural
systems, by simulating the low-level structure of the brain. They are applicable
in every situation where there is a relationship between the independent vari-
ables (inputs) and predicted variables (outputs), but especially when this rela-
tionship is complex and difficult to explain in the usual terms of �correlations.�
Many catalytic cycles show complex nonlinear behavior, and ANNs are excellent
for modeling such data [97–100]. The disadvantage is that the network is opaque,
a �black box� – it may give good results, but we cannot follow the �reasoning�
behind the model. Furthermore, ANNs perform well when they are well trained,
meaning that your training set must be representative of your test set. Another
disadvantage of ANNs is that they tend to overfit, modeling noise as well as
real data. This last problem can be avoided with proper model validation (see
Section 6.4.5).
To capture the essence of biological neural systems, an artificial neuron receives a

number of inputs, either fromoriginal data or from the output of other neurons in the
network (Figure 6.25). This can be done in different ways, reflecting different
network topologies or architectures. There is no golden rule that tells you which
topology ismost suited for a particular problem, so the best thing to do is simply to try

Figure 6.24 VIP plot for various descriptors in a
PLS model for the hydrocyanation of
pentenenitrile in the presence of
Ni–biphosphine/biphosphite complexes.
Charge descriptors refer to the Mulliken charge
calculated at the ligating atoms. DEbind is the
energy difference between the free ligand and the
metal complex, and can be related to the

chelating effect and flexibility of the molecule.
Socc is the sphere occupation descriptor and
measures the sterics around the metal center. a
is the bite angle. a is the second derivative of the
flexibility profile polynomial, and Dd is the
difference in the interatomic distance between
the ligating atoms between the free ligand and
the complex.
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a few different options and compare the results. Equation (6.14) shows a general
definition, where x is a neuronwith n input dendrites xi and one output axon y(x), and
wi are the weights of these inputs. G is an activation function (usually a sigmoid
function or a hyperbolic tangent), based on the sumof then inputs, which determines
each neuron�s output threshold.

yðxÞ ¼ G
Xn
i¼0

wixi

 !
ð6:14Þ

ANNs have two different phases: a training phase and an execution phase. In the
training phase, theweightswi are determined, and the network is trained to return a
specific output when given a specific input. In the execution phase the ANN is
fed with new cases (e.g., descriptor values for new catalysts) and returns an output
(e.g., a prediction of the figure of merit) on the basis of the network generated in
the previous phase.When ANNs are used for regression analysis, confidence levels
determine how the network will predict a quantitative value of performance
(output value) for each input case. The network�s efficiency is evaluated using the
standard deviation ratio, which is the ratio of the prediction error standard
deviation to the original output data standard deviation. The lower the ratio, the
better the prediction.

Figure 6.25 Schematic drawing of an artificial neural networkwith
a multilayer perceptron topology, showing the pathways from
the input xi to the output yi, and the �visible� and �hidden� node
layers.
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6.4.4
Classification Trees

In classification analysis the variable selection procedure is similar to that of
regression, but here the reactions are categorized into �positive� and �negative�
cases according to their figure of merit values. This is done by selecting a threshold,
e.g., �positive cases� can be defined as those with TON> 1000 and TOF> 500. In
each stage, the model splits the data in two. Thus, the first node (also called the
parental node) is divided into two child nodes according to themost relevant splitting
condition, and so forth. The advantage of classification trees is that, unlike neural
networks, one can follow the reasoning behind the model. Figure 6.26 shows an
example of the TON and TOF classification tree structures for a dataset of 412
Pd-catalyzed Heck reactions described by a total of 74 descriptors [101].

6.4.5
Model Validation: Separating Knowledge from Garbage

One problemwith computermodels, or indeedwith the scientists using them, is that
when the models do not crash, the scientists tend to believe the results. Without
proper validation, however, deducing anything from any model is a hazardous
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Figure 6.26 a TON and b TOF classification tree
structures for a dataset of 412 Pd-catalyzed Heck
reactions described by a total of 74 descriptors.
The black and white bars represent positive
and negative experiments, respectively. In the
case of TON, the most relevant splitting

condition is Pd loading < 0.75%. For the
TOF, the first splitting condition is the reaction
time, followed by the Pd loading, and the
ligand�s LUMO energy and Rmax (the distance
between the bulk of the ligand and the metal
center).
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business. Themodel may be overfitting (finding trends in noise), or predictionsmay
be out of range (extrapolation), leading to ridiculous results.Model validation is like a
control experiment in the laboratory. It may be tedious and time-consuming, but it is
essential. This section gives the basics of four useful validation approaches. Readers
wishing to explore this subject further should consult the work of Tropsha and co-
workers [89].
Regardless of which model you use, the validation procedure depends on the

amount and quality of the data.When there are enoughdata, the set should be divided
into three parts: a training set, a test set, and a validation set (this is called external
validation). The model is then constructed using the training set, tested with the test
set, and (possibly) improved and retested. When you are happy about the model, you
can test its performance on the validation set. After this, you cannot tinker with the
model again (because it has already �seen� the validation set). If you have insufficient
data for three subsets, you divide the data in two: a training set and a test set. You
construct the model using the training set, validate it using cross-validation or
bootstrapping (see below), and then test its performance with the test set.

6.4.5.1 Cross-Validation and Bootstrapping
Let us assume thatwehavemeasured theTONandTOFof 200 catalytic reactions, and
calculated a QSAR/QSPR regression model, which connects the catalyst descriptors
to the figures of merit. To validate this model, we divide our dataset into two parts: a
training set (also known as the calibration set), used for developing the model, and a
test set (also known as the prediction set) [94]. We know the figures of merit for
the test set, but we do not use themwhen generating themodel. Instead, we calculate
the regression equation for the training set (say for n¼ 150 reactions), and using this
equation, predict theTONand theTOFfor the test set (the remaining 50 reactions). In
this way we can compare the performance of different models, all trained on with the
same training set. This is known as cross-validation. The model�s predictive perfor-
mance is measured by the cross-validation correlation coefficient, q2 (Eq. (6.15)),
where yi, ŷi, and yi are the measured, predicted, and average y-values, respectively.
Note, however, that although a high q2 value is a necessary condition for good pre-
dictions, it is not a sufficient condition [102]. Cross-validation should be comple-
mented by other methods to ensure the model�s robustness and prediction accuracy.

q2 ¼ 1�
Pn
i¼1

ðyi � ŷ iÞ2

Pn
i¼1

ðyi �yiÞ2
ð6:15Þ

The choice of training and test sets may bias the results [103]. To avoid such
problems, we can partition the original set in several different ways (i.e., choose
different combinations of training sets and test sets) and compute an average score
over the different partitions (leave-n-out cross-validation). The advantage here is that
all the data are used for training, without holding any back in a separate test set. An
extreme variant of this is splitting the 200 reactions into a training set of size 199 and a
test of size 1. This is called leave-one-out cross-validation.
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Resampling of the dataset in different ways, or bootstrapping, is similar to cross-
validation [104]. The idea behind bootstrapping is that the dataset should be repre-
sentative of the total population. Catalysts from the dataset are selected at random, and
divided into subsets. Some catalysts may appear in several subsets, while others may
not appear at all. Subsequently, some of the subsets are used for building amodel. The
results for the remaining catalysts are then predicted using thismodel. A high average
q2 value indicates the model�s robustness.

6.4.5.2 Mixing the Dependent Variables (y-Randomizing)
Randomizing of the y variables (also known as a permutation test) is a common
method of testing the model�s robustness. Here, the vector containing the figures of
merit is shuffled randomly, so that the figures of merit no longer match the original
descriptor values. Anewmodel is then generatedusing the original descriptor values,
and the process is repeated several times. In principle, this should give models with
very low R2 and q2 values. Models that fail this negative test should be discarded,
because any random collection of values for the figures ofmerit would do just as well.
Another simple variant of this method is to test the model on completely random

data.Generate a randomseries of numbers for yourfigure ofmerit y, and then run your
model. You should get only noise – if you get meaningful results (i.e., high R2 and q2

values) out of random data, then there is something seriously wrong with yourmodel.

6.4.5.3 Defining the Model Domain
Every model has limitations. Even the most robust and best-validated regression
model will not predict the outcome for all catalysts. Therefore, you must define the
application domain of the model. Usually, interpolation within the model space will
yield acceptable results. Extrapolation ismore dangerous, and should be done only in
cases where the new catalysts or reaction conditions are sufficiently close to the
model. There are several statistical parameters for measuring this �closeness,� such
as the distance to the nearest neighbor within themodel space (see the discussion on
catalyst diversity in Section 6.3.5). Another approach uses the effective prediction
domain (EPD), which defines the prediction boundaries of regression models with
correlated variables [105].

6.5
Exercises

1. Diesel engines are �greener� than gasoline ones, because they are more efficient,
and because diesel fuel requires less refining than gasoline. However, diesel
engines emit soot particles, which should befiltered at the exhaust. Thefilters clog
after one to two years, andmust be regenerated. This regeneration can be done in
situ, by coating the filter with a microwave-susceptible perovskite catalyst, and
installing a small microwave source on the exhaust pipe [69,106]. Perovskites are
crystalline mixed oxides with the formula ABO3, where A and B are cations of
various metals (see Figure 6.27). The optimal catalyst should be sulfur-resistant,
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microwave-susceptible, and cheap enough for installation on every diesel engine.
You are the R&Dmanager of NewCat, Inc., and you have the experimental capacity
formakingandtesting400differentdopedperovskites,wherethemaincomponents
are A and B, and the dopants are A0 and B0, out of 200 000 possible combinations.
How would you maximize your chance of finding the optimal catalyst?

2. Catalytic asymmetric hydrogenation is an extremely important industrial process,
so designing new catalysts for this process using virtual screening is aworthy goal.

PPh2

PPh2

BINAP

Xyliphos

Fe PPh2

P( 3,5-dimethylphenyl)2

P P

OMe

OMe

(R,R)-DiPAMP

Figure 6.28 Structural formulas of the DiPAMP, BINAP, and Xyliphos ligands.

Figure 6.27 Possible metal precursors for making stable doped
perovskite catalystswith the general formulaAA0 BB0O3, for diesel-
soot filter regeneration in situ.
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The problem is that chirality cannot be modeled using 2D descriptors (why is
that?), whichmeans that computationally expensive 3Ddescriptors and optimized
geometries must be used. Figure 6.28 shows the structural formulas of three
important ligands applied in large-scale industrial homogeneous asymmetric
hydrogenation processes: Knowles� DiPAMP, Noyori�s BINAP, and Blaser�s
Xyliphos. Compare the three structures, and point out the features which, in
your opinion, may pertain to important descriptors for the respective hydrogena-
tion reactions.

3. Explain in your own words the difference between mean-centering and autoscal-
ing (see Figure 6.29). Why is the first generally useful, while the usefulness of the
second depends on the variable composition? In many studies in catalysis,
scientists report only the �good� results. Unsuccessful experiments are omitted
– they are considered less interesting (several journalsmake a point of this in their
instructions for authors). This seems reasonable, but it also creates a problem as
far as data mining is concerned. Examine Figure 6.29 and explain why the results
of �bad� catalysts are important for data-mining purposes.

0

mean-centering

0

autoscaling

one standard deviation
1

0

Figure 6.29 Schematic representation of mean-centering and autoscaling.
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