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FOREWORD 

This book treats elementary surface processes and heterogeneous catalysis 
from the unique perspective of the authors. The Institute of Chemical Physics 
in Moscow has long been the center for research of gas-surface interactions 
and catalysis on oxide surfaces. The chapters reflect the knowledge gained 
by studies in both fields of research. 

During the past twenty years, development of modem surface science 
techniques has permitted investigation of surfaces on the molecular level. The 
information gained through studies of energy transfer between incident gas 
molecules and the surface, using molecular beam-surface scattering, has pro- 
vided a new view of elementary surface reaction processes that are also often 
important in heterogeneous catalytic reactions. 

Surface science approaches to the understanding of catalysis have been 
gaining prominence worldwide. This book provides this important surface 
science view of catalysis from the perspective of nonequilibrium, irreversible 
processes. 

G. A. Somorjai 
Berkeley, California 
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PREFACE 

The study of nonequilibrium processes in catalysis gives us an insight 
into the mechanism of catalytic transformations. For any catalytic reaction 
the following stages are necessary: the energy gain that is needed for the 
activation, the chemical conversion itself, and ultimately, the loss of excess 
energy by reaction products. The processes of activation and deactivation of 
solids are also of importance. 

In the 1970s experimental and theoretical activity in this field began under 
our supervision at the Institute of Chemical Physics in Moscow. First results 
have been generalized in our collected volume, Problems in Kinetics and 
Catalysis, Volume 17, Nonstationary and Nonequilibrium Processes in Het- 
erogeneous Catalysis, edited by 0. V. Krylov and M. D. Shibanova, Nauka, 
Moscow, 1978 (in Russian). 

Since that time, an increasing number of new methods have made their 
appearance in catalytic research. An extensive growth of publications in the 
last few years requires a new overview of this subject. 

This book is devoted to experimental works and modem methods of 
investigating nonequilibrium processes in catalysis. The latter include the 
energy exchange between active species and a solid, and the appearance of 
nonequilibrium ("dissipative") structures in the solid itself. The thermo- 
dynamics of irreversible processes is applied to analyze possible catalyst 
transformations. 

The surface migration of adsorbed particles and its role in catalytic trans- 
formations, as well as chemoenergetic stimulation (i.e., the acceleration of 
a chemical reaction on account of excitation of intermediate reagents, being 
outputs of another reaction), are also considered in this book. We have sup- 
plemented the English edition with references up to 1992. The works per- 
formed at the Institute of Chemical Physics are covered in greatest detail. 

Because the subject under consideration is, undoubtedly, at the origin of 
its development and there is no consensus on many questions, some results 
have not yet received an adequate explanation. 

We hope that this book will be of interest to both academic and industrial 
scientists specializing in the field of adsorption and catalysis. 

We are indebted for any critical remarks from our readers. 
The authors are grateful to A. D. Berman, Ju. M. Gershenzon, V. F. 

Kiselev, S. A. Kovalevsky, M. A. Kozhushner, V. G. Kustarev, A. S. Prost- 
nev, Ju. N. Rufov, M. E. Ryskin, and A. V. Skljarov for many stimulating 
discussions on different problems presented in this book. 

0. V. Krylov 
B. R. Shub 
Moscow, Russia 
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Chapter 1 

INTRODUCTION 

Any chemical reaction always leads to disturbance of the equilibrium 
energy distribution function. There are two main reasons for that. The first 
one is connected with the decrease of a concentration of more energetic reagent 
particles because the rate of their consumption far exceeds the rate of their 
restor~iion. 

The second reason is that energy release in the course of an exothermic 
chemical reaction results in disturbance of equilibrium energy distribution. 
This energy gives rise to translational, vibrational, rotational, and electronic 
product excitation, along with solid excitation. 

Particularly in catalysis, due to gas-surface interaction, the second type 
of nonequilibrium takes place mostly because adsorption is almost always an 
exothermic process (chemisorption heat for most molecules is of the order of 
tens and hundreds of kilojoules per mole). 

Because energy exchange processes between excited molecules and solids 
of different physical and chemical natures are very complex and diverse, most 
progress in this area may be achieved only on the basis of fundamental study 
of some principal points, among which are the detailed kinetic analysis of 
energy exchange and identification of microscopic mechanisms of hetero- 
geneous molecular energy deactivation. A knowledge of elementary stages 
of energy exchange mechanism on the surface is necessary to solve the ques- 
tions connected with nonequilibrium processes in the gas phase and to create 
coverages with given characteristics with respect to the energy exchange with 
the gas phase. 

These problems are of great importance for fundamental purposes and 
have practical significance in heterogeneous catalysis, laser chemistry, het- 
erogeneous atmospheric chemistry, plasma chemistry, heat protection of air- 
crafts, and microelectronics, as well as in many other areas of science and 
technology. 

Deactivation of excited molecules is the necessary elementary stage of 
most surface processes. The main characteristic of energy exchange between 
gas phase and solid surface is the average thermal accommodation coefficient 
E, introduced by Knudsen 

where E, and E,, are average energies of incident and reflected particles, 
and E,, is the average energy of a particle being in thermal equilibrium with 
the surface. 
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Generally, the thermal accommodation coefficient includes three partial 
coefficients which characterize translational, rotational, and vibrational en- 
ergy exchange. For equilibrium gas we have 

where E,, E,, and E, are partial accommodation coefficients for translational, 
rotational, and vibrational energies, respectively; C,, C,, and C, are partial 
mole heat capacities; and R is the universal gas constant. 

The most up-to-date experiments have been carried out under conditions 
wherein essentially the whole of the excitation energy was located either in 
the f i s t  vibrational level or in the longest-lived electronically excited meta- 
stable one. In this case, the accommodation coefficient has especially clear 
physical meaning, namely, the probability to lose the excitation quantum 
during one collision with the surface. The probability of generating an excited 
molecule during the exothennic step of the reaction depends strongly on the 
mechanism of its deactivation. 

It is of interest to trace the history of the problem of excited particles and 
nonequilibrium processes in catalysis. The idea of taking advantage of the 
energy released at the exothermic step of a catalytic process for the acceleration 
of the same reaction was often discussed in literature, beginning with the 
papers of Langmuir, who had suggested the concept of precursor or pread- 
sorbed state, back in 1929.' Later this proposal was supported in experiments 
of Taylor and Langm~i r ,~  who showed that the sticking coefficient of CS 
atoms on W surface remained close to unity even for almost monolayer 
coverage 8 = 0.98, when CS atoms collided mainly with occupied sites. 

As early as 1934, Zeldovitsch and Roginsky3 treated in detail the assumed 
role of the precursor in catalysis. To explain the peculiarity of the catalytic 
oxidation of CO on MnO, they suggested the existence of an intermediate 
state of the CO molecule with high energy from which it either transformed 
to the chemisorbed state (inactive for catalysis) or was oxidated by oxygen 
with the formation of CO, 

CO (gas) + CO (prec) + O,+ c CO (chem) 
CO, (gas) 

From time to time, these ideas were later discussed in catalysis. In doing 
so, it was postulated that the adsorption, being essentially an exothennic 
process, was a stage of the chemical activation similar to that in the gas phase. 

In catalysis, especially in selective catalysis, the energy localization in 
one of the bonds of the reacting molecule is required to cause its break. Thus, 
the ideas of the resonance between one or another energy level of a catalyst 
and a reacting molecule were put forward by many authors in their theories 
of catalysis. 
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Scheve and Schulz4 studied the adsorption, CO oxidation, and N20 de- 
composition on transition metal oxides; it has been shown that the maximum 
of catalytic activity is observed when the thermal activation energy of the 
charge carriers in solids is equal to the energy level of the adsorbed molecule. 
Gardne~~ correlated infrared vibrational frequencies of adsorbed molecules 
with the number of valence electrons in the metal-adsorbate and concluded 
that ionic forms of adsorbate with a certain charge had greater bond rupture 
probability. Among more recent publications on the energy levels resonance 
between the reacting molecule and the catalyst, the papers by Gagarin and 
Kolbanovsky6 should be mentioned. Johnson et al.7 have found a correlation 
between the oxidation rate of toluene on oxide catalysts and the vibrational 
frequency of the metal-oxygen bond. A similar correlation between the hy- 
drogenation rate of ethylene and propylene and the vibrations of metal-hy- 
drogen bond was ob~erved,~ the maximum of absorption being at v = 2000 
cm-'. 

Kobozev9 has formulated the "aggravation" principle according to which, 
for a particular active site structure, the greater is the molecular weight of a 
homogeneous catalyst, the higher is its catalytic activity. This fact was ex- 
plained by the ability of multiatom molecules or solids to remain in the excited 
state for a long time. 

The similarity between some characteristic features of the catalysis and 
the chain reactions theory was pointed out in some  work^.'^-'^ In particular, 
it was shown that the stages of chain initiation, growth, and termination could 
be distinguished in some catalytic reactions. Roginsky was one of the first 
who paid attention to this fact.14 In subsequent work, proposals were made 
that in catalysis it was possible to generate the active particles like free radicals 
which consecutively continued the chain, and to produce an overequilibrium 
concentration of active particles due to the energy of exothermic steps of the 
reaction. These views were most consistently followed by Semenov and 
Voevod~ky'~ who had supposed that molecules on the surface could dissociate 
into free radicals by using an adsorption heat (with a possible involvement 
of free electrons of a solid). Later, these free radicals could take part in the 
chain reaction on the catalyst surface. For example, ethylene hydrogenation 
proceeds in accordance with the scheme 

where Z is an active surface site. 
Theoretical treatment of energy exchange between adsorbed molecules 

and solids as started in the 1930s, when Lennard-Jones and CO-workers15 
estimated the probability of quantum mechanical transitions in the ground 
state for an impacting atom. Both phonon and electron excitations in a solid 
were taken into account. A critical review of the Lennard-Jones approach has 
been made by Bonch-Bruevich.I6 Zwanzig,17 Cabrera,18 M c C a r r ~ l , ' ~ . ~ ~  and 
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Mazhuga and Sokolov2' solved the problem of the solid-state relaxation during 
the atomic adsorption and origin of nonequilibrium states on the surface in 
one-dimensional approximation. The calculations have demonstrated that long- 
lived excited particles could appear on the surface during adsorption and 
catalysis and take part in further transformations. 

The publications of experimental results on measuring the partial accom- 
modation coefficients stimulated the development of theoretical insights into 
the heterogeneous deactivation mechanisms of excited molecules. The papers 
in this research area can be divided into two different groups. The articles of 
the first group are devoted to macroscopic kinetic mechanisms where the 
energy transfer to the solid or to the adsorbed molecule is not taken into 
account; such mechanisms do not practically depend on the kind of excitation: 
vibrational, electronic, etc. In the second group, more emphasis is placed on 
so-called microscopic deactivation mechanisms of energy transfer to different 
degrees of freedom of the solid or the adsorbed molecule. 

Another aspect of the problem of nonequilibrium catalytic process is the 
reconstruction of the surface and the catalyst bulk. It is evident that surface 
reconstruction and "catalytic corrosion" (fast catalyst reconstruction during 
a catalytic process) are completely determined by the energy liberated in 
various exothermic processes. 

The existence of the surface itself (the lattice edge) causes the disturbance 
of the interatomic spacings and even the total surface reconstruction. This 
reconstruction is induced by the changes of surface electron energy levels 
and, as a consequence, by phonon spectrum modification. Such a reconstruc- 
tion, changing the distance between the surface atoms, as well as the active 
site configurations, occurs in catalysis and adsorption and strongly influences 
catalytic activity and adsorptivity. 

The reconstruction of the catalyst surface layer during the reaction has 
been well known for a long time. Here the fundamental works by Roginsky, 
Tretyakov, and Shekhtef on electron microscopy of platinum and palladium 
are worth mentioning. The catalytic reactions proceeding on these metals give 
rise to deep surface loosening. This phenomenon was called "the catalytic 
corrosion". Later it was examined by Turkevich et al.23 The application of 
the low energy electron diffraction (LEED) method allowed the observance 
of these changes in the uppermost monoatomic layer during adsorption and 
catalysis .24 

Rozovsky" had shown that the stationary surface composition of the 
catalyst might differ significantly from the equilibrium one during the process. 
In catalysis, the catalyst activation depends on the reaction rate taking place; 
the higher the reaction rate is, the greater the catalyst surface transformation 
is produced by the reaction. 

If the situation is far from equilibrium, the ordered, so-called "dissipa- 
tive" structures may appear. It is conventional to refer to the structures with 
not only spatial, but temporal ordering as well. The general rules of their 
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formation are studied by new subjects: thermodynamics of irreversible 
processesz6 and synergetic~.~' The presence of dissipative structures in het- 
erogeneous catalysis is attested to by the critical phenomena (abrupt changes 
in reaction rates at definite surface coverages, temperature, etc.), the mul- 
tiplicity of stationary regimes, autooscillations, and autowaves. 

The concept of the reaction affinity introduced in thermodynamics of 
irreversible processes permits the state of necessary conditions for the reaction 
to become irreversible. In heterogeneous catalysis, the continuous shift of 
equilibrium of intermediate stages may occur as a consequence of their spatial 
separation, so that different steps of the process may take place on different 
spatially separated active sites, or even on different phases. In addition to 
concentration gradients, temperature gradients can also occur in heterogeneous 
catalysis, resulting in the shift of intermediate equilibrium. 

The question of interest is the chemoenergetic stimulation or, in other 
words, nonthermal application of the overequilibrium energy of a chemical 
reaction. The calculation indicates that at sufficiently large excitation energies 
this effect can be of prime significance. Its time is several orders greater than 
the deactivation time of the excitation. 

This calculation results in important conclusions in catalysis. The gen- 
eration of excited particles on the surface must lead to the increase in the 
reaction products yield. It is essential that the energy of excitation be trans- 
ferred to the surface. As a result, the overequilibrium concentration of active 
sites can arise in conditions of catalysis. The relaxation time of these sites 
far exceeds the lifetime of excited molecules on the surface. That is why in 
heterogeneous catalysis the acceleration of the reaction through the elevated 
concentration of the overequilibrium active sites is the main channel for the 
chemoenergetic stimulation. In this case, the calculation demonstrates that 
the stationary regime of the catalytic reaction could be achieved in a very 
long time, this period approaching an order of magnitude to the lifetime of 
the catalyst. 

Finally, let us discuss the definition or general features of catalysis. It is 
often thought that the essence of catalysis consists of a reaction proceeding 
via a new chemical path (Figure 1. l ,  Curve 2) which includes a set of stages 
with the lower activation energies in comparison with the noncatalytic process 
(Figure 1.1, Curve 1). Such a definition does not completely reflect all features 
of the catalytic mechanism. In particular, it does not involve the possible role 
of nonequilibrium active sites in catalysis, the production of particles with 
enhanced free energy, the shift of intermediate equilibrium through the con- 
centration and other gradients. The affinity of the reaction and its stages are 
wider concepts taking into account not only the energy change, but the con- 
centration as well. 

According to Prigogine, one of the founders of thermodynamics of ir- 
reversible processes, the main function of a catalyst is to support the affinity 
between last intermediate and final products at a very high The 
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REACT1 ON COORDINATE 

FIGURE 1.1. Energy profiles of noncatalytic (1) and catalytic (2-4) reactions. 

efficiency of the catalytic system increases when some stages are far from 
the equilibrium. The entropy production rate in this case is extremely en- 
hanced. 

Curves 3 and 4 in Figure 1.1 show schematically a possible energy profile 
for a catalytic reaction proceeding through intermediate steps with increased 
energy. One can conceive of a case when the activation energy of the multistep 
catalytic reaction (as a matter of fact, all catalytic processes are multistep) is 
greater than that of the noncatalytic reaction. Nevertheless, the reaction will 
take place with a higher total rate and selectivity because of the shift of 
intermediate equilibrium. 

Thus, the problem of measuring and calculating the rates of energy ex- 
change between adsorbed molecules and solids is the main purpose for the 
theory of chemisorption and catalysis. The quantitative characteristics of these 
processes make it possible to determine the mechanisms of physical and 
chemical adsorption and, consequently, to understand the nature of elementary 
acts in catalysis. It is necessary to study how various excitation levels influence 
the adsorption and catalysis and to solve the reverse problem of the energy 
distribution in the products of desorption and catalytic reaction. That will 
allow us to take advantage of the "level" (state-to-state) description for the 
kinetics of the heterogeneous catalysis. It is also of great importance to 
investigate the "excitation" of catalyst (its reconstruction and activation under 
the influence of chemisorption and catalytic reaction) and to study the de- 
viation from the equilibrium as well as the formation of dissipative structures. 

It is impossible to cover all questions about nonequilibrium processes on 
the gas-solid interface in one book. We shall concentrate on such aspects of 
the problem as inner molecular energy deactivation and its effect on surface 
migration, energy distribution in catalytic products, and the ejection of excited 
particles from the surface to gas phase as a consequence of exothermic pro- 
cesses during gas-surface interaction. We shall dwell on the possibility of 
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chemical activation, i.e., the acceleration of one reaction at the cost of another 
one generating the active particles. Some general features of chain processes, 
catalysis, and dissipative structures in catalysis will also be discussed. Finally, 
some examples of catalyst structure transformation and surface reconstruction 
due to the oxidation catalytic reactions will be presented. 
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Chapter 2 

RESEARCH METHODS 

The following concepts are used to characterize catalytic activity: (1) the 
rate per unit of mass, volume, or catalyst surface area (so-called specific 
catalytic activity); (2) the rate constant; and (3) the so-called turnover number 
n = r/N, where r is a reaction rate and N is a number of active sites on the 
surface. Boudart2* points out that for many heterogeneous reactions the turn- 
over number n ranges from 10-' to 10' s-'. The upper of these limits is due 
to the diffusion restrictions when the reaction is performed at atmospheric 
pressure. 

In general, the turnover number n is not constant for a given catalytic 
reaction. However, the ~ ta tement '~ .~~ that the magnitude of n usually ranges 
from 1OP2 to 10' (and characteristic time 7 from 10' to 10-' S, respectively) 
is of great importance for us. As with these values of characteristic times and 
turnover number, the amount of reaction products can be analytically measured 
in ordinary catalytic experiments. Therefore, when analyzing the times of 
various elementary stages of a process we will in the first place consider 
whether they belong to the interval 10-' . . . 10' S, i.e., and whether they 
may substantially affect the catalysis rate. 

Figure 2.1 is a representation the table of published characteristic times 
of heterogeneous processes. It is evident that the times of many elementary 
processes are within the range 1OP2 . . . 102 S. These processes are adsorption 
and desorption, the majority of chemical stages, phase transformation, surface 
diffusion, and electron capture by so-called slow-surface states. At the same 
time, the energy exchange of atoms and molecules with the surface occurs 
as a rule, more rapidly; characteristic times for these processes are of the 
order 10-l2 to 10-4 S. Nevertheless, it will be shown in the following chapters 
that these stages may strongly influence the rates of heterogeneous catalytic 
processes. 

The up-to-date success in chemical kinetics proved the insufficiency of 
the concepts of rate and rate constant in characterizing reagents conversion 
dynamics. The principal purpose of chemical kinetics is to ascertain the 
relation between the dynamic characteristics and the topology of the potential 
energy surface in chemical transformation. From this viewpoint, the kinetic 
investigations, which measure integral rate constants and their temperature 
dependencies, are of little interest. Indeed, the thermal equilibrium initial 
conditions correspond to the Maxwell-Boltzmann energy distribution of trans- 
lational and inner reagent states. Therefore, the nature of the individual col- 
lision process remains unknown due to averaging over the thermal distribution. 
The total rate constant k(T) of a chemical process is connected to the reaction 
cross-section ai, at constant relative translational energy E, in the following 
way 



Nonequilibrium Processes in Catalysis 

FIGURE 2.1. The characteristic times of heterogeneous processes.29 (1)  Volume diffusion; 
(2) monomolecular desorption; (3) bimolecular desorption; (4) surface molecular diffusion; 
(5) proton jumps; (6) electron capture in the surface state (a, short-lived, b, long-lived states); 
(7) spontaneous phase transition; (8) vibrational relaxation; (9) nonactivated adsorption; 
(10) translational and rotational relaxation. 

where i and j are initial and final states of the reagents, p is the reduced 
mass, and F,(T) is the a part of molecules at the i" initial inner state.30 

Consequently, it is clear that there is no way to extract information about 
aij if k(T) is the only known function; i.e., it is impossible to solve the main 
problem. 

Usually, translational and inner degrees of freedom of reagents are in a 
state of thermodynamic equilibrium. Unfortunately, such conditions do not 
allow us to answer the question what energy forms are most effective to 
overcome the potential barrier and, consequently, to accelerate the reaction. 

2.1. BEAM METHODS 

2.1.1. MOLECULAR BEAMS 
One of the commonly used methods in surface science is the molecular 

beam me th~d .~ ' -~ '  It allows us to investigate the energy exchange between 
molecules and surface, as well as to study the elementary stages of cherni- 
sorption and catalysis. The flow of reagent molecules exits from the high 
pressure chamber through a small inlet into the vacuum chamber and strikes 
the target - catalyst. In the beam intermolecular collisions and those of 
molecules against the walls as well as molecular diffusion can be neglected. 

Molecular energy in the beam is defined by the source design. The thermal 
sources, so-called Knudsen cells in which the gas is maintained under the 
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temperature from 77 to 3000 K, are in common use. Nozzle size must be 
less than the molecular mean free path. In such a beam, molecules move 
almost parallel to each other. Molecular velocity distribution J(v) has the form 

v3m2 
J(v) - - exp [ - mv2/(2kBT)] 

(2kBTI2 

where m is a molecular mass, T is a source temperature, and kB is the 
Boltzmann constant. 

It should be mentioned that the distribution law J(v) for the molecules 
ejected from such a nozzle in the form of a parallel beam differs from the 
Maxwell distribution of bulk gas molecules. In the former case the average 
molecular energy is 2kBT; in the latter it is 3/2kBT. 

The density of molecular flux (in S-' cm-2) is given by 

where pi is the source pressure (Pa), A, is an area of source outlet (cm2), 1 
is a distance from the surface (cm), M is a molecular mass, q is an angle 
between the beam axis and an angle normal to the surface. 

From Equations 2.2 and 2.3 it is clear that Knudsen-type sources allow 
us to obtain the beams with flux densities of (2 to 4) X 1014 s-'cm-' and 
velocities from 6 10'' to 4 10' crnls, that corresponds to molecular energies 
from 0.008 to 0.32 eV. 

The term "beam temperature" is widely used in the literature. But it 
should be noted that the comparison of molecular energy in the beam with 
the gas temperature is correct only in the case of the Maxwell-Boltzmann 
distribution. As a rule, the average inner molecular energy (E,)/kB = T, and 
(E,&, = TV. By analogy, for translational energy we must write (E,)/2kB 
= T, where E, is the translational energy of one molecule in the beam. 
Another, but incorrect definition, (E,)/kB = T,, is also used sometimes. 

The supersonic nozzle permits us to obtain molecular beams with much 
higher energies. The supersonic beam allows us to narrow down the velocity 
distribution 100-fold in comparison with the Maxwell distribution of thermal 
sources. Despite a high density, molecules in the supersonic beam have par- 
allel trajectories and do not collide with each other. Using high pressure (>O. 1 
MPa) in the source allows us to reach the flux density of the order of 1016 
to 1018 ~ - ' c m - ~  with the molecular energy of 1 to 2 eV. The kinetic energy 
may be increased up to 10 eV when applying the diluted mixtures of heavy 
gases with a fast light gas, for example, with He. Further energy increase in 
molecular beams is possible with the aid of the electric discharge, shock wave 
tubes, and other special methods. 

Combining the heating and the supersonic ejection makes it possible to 
obtain molecular beams with different ratios between the translational and 
vibrational energies. The presence of a neutral gas at a moderate pressure 
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FIGURE 2.2. The scheme of the experimental setup for studies of molecular beam interactions 
with surface (a), and the current I of the modulated molecular beam interacting with surface as 
a function of time T (b). (1)  High-pressure chamber with the gas under investigation; (2) colli- 
mation inlets; (3) beam chopper; (4) vacuum chamber; (5) sample; (6) quadrupole mass spec- 
trometer . 

suppresses the translational energy, whereas the vibrational excitation of mol- 
ecules in the beam remains practically unchanged. 

The mechanism of elementary interaction of molecules with the surface 
as well as the .mechanism of multistep catalytic reaction may be studied by 
the modulated molecular beams technique. 

Figure 2.2. shows the installation used at the Institute of Chemical Phys- 
ics. The reagent beam passes from the chamber (l) ,  through the outlet (2), 
and the beam chopper (3) in the form of a rotatable breaker plate; then the 
beam enters into a vacuum chamber (4). The vacuum chamber is coated with 
titanium getter and is cooled by liquid nitrogen. The rotatable sample is placed 
in the center of the chamber that varies the angle of beam incidence. Molecules 
that are reflected by and desorbed from the catalyst are analyzed by the 
quadmpole mass spectrometer (6). One of the advantages of the molecular 
beam modulation technique is an increase in the signal-to-noise ratio by a 
factor of 3 orders of magnitude (residual gases in the chamber may be a 
source of noise origin). The beam time of flight is approximately 10-4 S. At 
a modulation frequency of 1000 Hz, the phase shift of 35" relative to the 
input beam pulse occurs. The phase shift may be measured with the accuracy 
of + l", hence, the method allows us to study the constants up to 104 S-'. 

The characteristic behavior of the measured ratio of output-to-input signal 
amplitudes and the phase shift enables us to draw a conclusion about the 
mechanism of surface processes. 

One of the most important characteristics is the velocity of molecules 
desorbing or scattering at the surface. Velocity measurements can be per- 
formed using the time-of-flight mass spectrometer or the rotatable disk ve- 
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locity selector. More often, the angular distribution of reflected, scattered, 
or desorbed molecules is measured to study the energy distribution of mol- 
ecules. Maxwell had pointed out as early as the 19th century that in the 
absence of chemical transformations there are two extreme cases: molecules 
undergo either (1) the mirror reflection, or (2) adsorption followed by the 
thermalization with the surface and vaporization. When the complete thermal 
accommodation is reached, the reflected (or desorbed) beam intensity must 
be proportional to coscp, where cp is the angle between the reflected beam 
direction and the angle normal to the target surface 

I = I, coscp (2.4) 

This is the so-called Knudsen law. 
In practice, Equation 2.4, as well as the mirror reflection, occurs very 

rarely. The intermediate situation of the partial thermal accommodation is 
actually observed. It means that during the multiphonon interaction the mol- 
ecule desorbs without the complete energy exchange with the solid. Inter- 
mediate cases are usually described by the law 

This law is to be considered an empirical one, because the theoretical 
justification of Equation 2.5 exists only for a limited number of n values. 
The high n values in Equation 2.5 are usually attributed to the departure of 
the distribution of desorbed (scattered) molecules from the Maxwell-Boltz- 
mann distribution. In the case of a rough surface, the measured n factor is 
less than that of a smooth surface. The dependence of n on surface roughness 
has been studied by Savkin et al.36 In summary, let us list the possibilities of 
the molecular beam method. It allows one to determine 

1. The minimum lifetime of a reagent molecule on the surface required 
for the reaction occurrence 

2. The probability of the reaction or adsorption per one collision with the 
surface (the sticking probability) 

3. The dependence of the adsorption and reaction probability on molecular 
energy in the beam 

4. The energy dependence of desorbed molecules on the surface temper- 
ature 

5. The deactivation probability of excited molecules 
6 .  The energy (translational, vibrational, rotational) distribution of the 

reaction products or scattered molecules 
7. The angular distribution of desorbed and scattered molecules 

One may also study the dependence of the reaction rate on surface cov- 
erage with a controlled amount of an adsorbate. 
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2.1.2. ION BEAMS 
It is clear from the previous discussion that the molecular beam technique 

is rather complicated. Moreover, the application of this method is restricted 
by velocity values of the order of 2 105 crnls. For sufficiently light molecules, 
e.g., CO, NO, the maximum translational energy of particles in the molecular 
beam does not exceed 1 to 1.5 eV without application of special methods of 
excitation. 

One of the main advantages of the ion beam technique is its wide ac- 
cessibility. The interaction of ions with solid surfaces has been a subject of 
study in many laboratories throughout the world for a long time. The infor- 
mation accumulated with the aid of this method is reviewed in several papers 
and  monograph^.^^-^* The character of the problem defines the proper choice 
of experimental procedure and, consequently, the information. The following 
problems are the most important 

1. Solid surface study, for example, ion scattering spectroscopy (ISS) 
2. Plasma treatment of solid surfaces 
3. Heterogeneous plasma chemistry 
4. The development of novel methods for the kinetic control of hetero- 

geneous processes 
5. Study of the elementary stages of the atomic and molecular interaction 

with solid surfaces 

Industrial and scientific necessity for these investigations is stimulated 
by the demand for novel technologies, materials, methods of protection against 
the destruction by corpuscular fluxes, etc. 

Most of the works, devoted to the interaction of ions with solid surfaces, 
have an industrial trend, so the integral character of this information does not 
allow us to use these results for understanding elementary heterogeneous 
processes. Winters realized that the difficulties of molecular beam method 
in the study of these problems can be circumvented by using the simpler 
low energy ion technique.39 It is well known that if the velocity v << v, 
(v-A/a, A = 0.5 t 5 [a.u.], a - 2 6 ,  where cp is a work function of a 
metal), the collision between an atomic ion and a metal surface is preceded 
by the ion neutralization. It would appear natural that in the case of low- 
energy molecular ions the act of heterogeneous chemical transformation is 
preceded by the cascade of electron-vibrational transitions which result in the 
neutralization of incident ions and deactivation of the resulting molecules. 
Varying the parameters of the ion beam, i.e., the charge sign, the electron 
state, the distribution over vibrational levels, initial energy and the angle of 
incidence, alters the parameters of neutral molecules resulting from the neu- 
tralization; then these molecules undergo different chemical transformation 
such as the impact dissociation, dissociative adsorption, sputtering, etc. 

In principle, one can formulate the conditions in which the neutral mol- 
ecules will have dominant electronic, vibrational, or only translational ex- 
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citation. A fundamentally new opportunity of studying the contribution of 
different degrees of freedom of gas reactants in the activation effect ap- 
p e a r ~ . ~ . ~ ~  It is obvious that successive realization of this opportunity will 
depend on many circumstances, but one of the most important is the exper- 
imental possibility of wide variation of the parameters of the electron-vibra- 
tional molecular distribution near the surface. Also of importance is the ques- 
tion about the sensitivity of the process which will be chosen to detect the 
acts of the surface reactions and to study these distributions. To estimate the 
range of possible variations in the electron-vibrational distribution near the 
surface one must consider the evolution of the electron system of the ion 
approaching perpendicularly to the solid surface from a vacuum. 

A separate task is the choice of a channel of surface transformation which 
could be convenient for the registration of activation effects. Its solution 
depends on the surface under investigation, the nature of the partner in the 
collision process, as well as on the notions about the dynamics of hetero- 
geneous processes with the participation of electronically and vibrationally 
excited particles. Very recently the development of such notions has been 
started. 

The assumption of applicability of the ion beam method for the study of 
collisions between molecules and the solid surfaces is based on the proposal 
of fast relaxation of the electron subsystem of the target. The irreversibility 
of electron transitions in the ion-surface system is a sufficient condition for 
the system of kinetic equations to be valid for describing the electron-vibra- 
tional transitions during the interaction of a slow ion with the surface. Some 
estimations and considerations concerning the relaxation mechanism of the 
electron excitation in metals and that of atomic particles near the solid surface 
have been presented by Bodrov et 

These authors have considered a simple model for the cascade of electron- 
vibrational transitions in which they neglected the perturbation of electron 
terms of the molecule near the surface, image forces, and rotational degrees 
of freedom. Equations for the calculation of electron-vibrational distributions 
of forming molecules, as well as some computational programs are suggested. 
Let us briefly consider some characteristic features of collision processes 
between ions and solid surfaces. 

The energy diagrams in Figure 2.3 allow us to understand the evolution 
of the electron-vibrational subsystem of negative ions in the vicinity of the 
metal surface. Negative ions have one weakly bound electron with the binding 
energy of 0.1 to 1 eV. The values of electron-vibrational linkage parameters 
are small, and a small number of stationary vibrational states should be taken 
into account. If the energy of vibrational excitation exceeds the ionization 
energy, an electron leaves the negative ion via the mechanism of electron- 
vibrational interaction in a time of 10-l0 to 10-l2 s. The neutralization near 
the metal surface takes place in accordance with the mechanism of a weakly 
bound electron tunneling into free metal levels. The loss of a weakly bound 
electron results in the formation of a molecule in the electron ground state, 
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FIGURE 2.3. The diagram of the energy levels in a metal and potential energy of AB- 
molecular ion and diatomic AB molecule interacting with the metal surface (the occupied levels 
are shown by hatching; r, is the Fermi level in the metal; unoccupied states are above c,; 
v = 0, 1, 2, . . . are vibrational levels of AB- ion). 

and the vibrational excitation energy of molecules formed near the metal 
surface is small. 

Thus, the low-energy beam experiments with negative molecular ions 
may provide information about the interaction between the solid surface and 
neutral molecules in the ground or low-lying excited states. 

The energy diagram shown in Figure 2.4 illustrates the main features of 
CO+ neutralization in the vicinity of the metal surface. In this case, one can 
see that acts of neutralization may lead to the formation of the electronically 
excited molecule which deactivates partly or completely as the surface is 
approached. In contrast to the negative ions, parameters of electron-vibrational 
linkage may exceed unity. Hence, it is clear that the beam experiments with 
slow positive molecular ions may serve as a source of information on collision 
processes between metal surfaces and highly excited molecules with the ex- 
citation energy of the order of the ionization potential or electron work func- 
tion. 

The simplest two-level model system is studied to demonstrate the pos- 
sibilities of such  experiment^.^^ Besides, the relation between the vibrational 
distributions of ions and forming molecules is considered. It was concluded 
that the beam experiments with slow positive molecular ions may be used to 
study heterogeneous processes which involve electronically and vibrationally 
excited molecules. When the normal velocity component of the beam is 
decreased, the electron excitation energy of forming molecules drops, but 
their vibrational excitation energy increases. 

Thus, the ion beam experiments may serve as a source of unique infor- 
mation on reactivity of electronically and vibrationally excited molecules in 
the course of their transformations on the solid surface. 

In collaboration with Bykov and Ko~alevsky,~' we suggested a very 
simple and effective method to investigate the interaction between ions and 
solid surfaces. It is based on the ion acceleration using the cyclotron resonance 
technique. The adsorption probability is measured by the pressure change of 
the gas under investigation. 
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FIGURE 2.4. The diagram of the energy levels in a metal and potential energy curves of CO 
molecule and CO' ion interacting with the metal surface. 

To generate the ions, a beam of collimated electrons 0. l mm in diameter 
with the energy of lOOeV is used. The beam is directed along the axis of the 
omegatron detector and is parallel to the magnetic field H. The radiofrequency 
electric field E (EIH)  accelerates resonantly the ions which strike the collector 
made of the material to be investigated. The energy Ei of resonant ions is 
proportional to H2L2, where L is the distance between the collector and 
electron beam axis H. Varying the magnetic intensity enables the ions gen- 
erated to strike the collector with a desirable energy. 

In experiments the kinetics of the pressure change in the closed tube may 
be described with high accuracy by the following equation 

where c, and c are initial and current concentrations of the gas particles; ai 
is the ionization cross-section by the electron impact, ad is the molecular ion 
dissociation cross-section, I is the electron current intensity, e is the electron 
charge, V is the volume of the reactor, E is the ion adsorption probability, 
and t is the time. 

The ion adsorption probability E is derived from the measurements of the 
pressure in the cell in the presence and the absence of the high-frequency 
field resonance. It should be mentioned that the ion cyclotron resonance 
technique combined with the suggested method of measuring the adsorption 
probability has, in our opinion, some advantages over the beam experiments 
in which Auger-electron spectroscopy is used for adsorbed particles registra- 
t i ~ n . ~ ~  Varying the magnetic intensity changes the average ion energy at the 
target with the precision of several hundreds of electronvolts. The available 
energies range from thermal values to hundreds and thousands of electron 
volts. Moreover, the application of the omegatron gauge for measuring the 
partial pressures of the gases studied increases significantly the sensitivity of 
the method. 
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2.2. LASER METHODS 

The fast development of laser technique has resulted in the appearance 
of a number of new research methods in the kinetic studies of the interaction 
of molecules with the surface. 

Thanks to both their high monochromaticity and high power, lasers can 
(1) produce independent excitation of different degrees of freedom in order 
for the reaction to be directed into the desirable channel; (2) detect with high 
precision and identify intermediate products of the reaction; measure the 
energy state of the gas phase molecule over all degrees of freedom: transla- 
tional, rotational, vibrational; and (3) measure the lifetime of excited states 
on the surface."" 

2.2.1. IDENTIFICATION OF GAS-PHASE PARTICLES 
Numerous reviews and have been devoted to laser spectroscopy. 

We shall briefly consider some of the methods and compare different methods 
widely used at the Institute of Chemical Physics in Moscow. 

Laser absorption spectroscopy (LAS), one of the oldest spectroscopic 
methods, has become a state-of-the-art instrument due to laser development. 
The use of laser as a light source increases tremendously the sensitivity of 
the method and its spectral resolution. For example, a spectrometer with such 
parameters has been constructed on the basis of tunable semiconductor lasers;49 
its wavelength ranges from 4 to 20.5 p and the spectral resolution is 10-3 
cm-'. 

The method of laser magnetic resonance (LMR)50 stems from the fact 
that the energy of the laser quantum is chosen approximately equal to the 
energy difference between two levels in the fine structure of a radical. Con- 
ditions for the resonant absorption may be obtained by supplying the external 
magnetic field. Different modifications of LMR as well as its combinations 
with other methods are described in the l i t e r a t ~ r e . ~ l - ~ ~  Note that the first LMR 
instrument, based on the CO,-laser, was developed at the Institute of Chemical 
Physics in 1975 .54 This method is especially convenient for the highly sensitive 
identification of multiatom radicals in hetero- and homogeneous processes. 

The method yielding considerable opportunities is the intercavity laser 
spectroscopy (ILS). It was developed at the Institute of Physics in Moscow 
in 1970, and was applied for the f i s t  time as a kinetic method at the Institute 
of Chemical P h y s i ~ s . ~ ~ . ~ ~  This method is based on the idea that particles with 
narrow absorption lines within the laser generation band are placed in the 
laser cavity with a wide bandwidth. The parameters of the laser media (neo- 
dymium glass, dyes, etc.) are selected so that the light amplification in the 
media compensates the energy loss at the mirrors but not in the substance 
under investigation. The method is similar to that of absorption spectroscopy, 
but has a giant optical length reaching up to 105 m. It is important that such 
an optical length is realized in a reactor of small sizes.56 The heterogeneous 
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LMER RADIATiON 

"l%> FLUORESCENCE 

FIGURE 2.5. The principal scheme of the laser-induced fluorescence ( A ,  atoms; 
M, molecules). 

and homogeneous deactivation of vibrationally excited NH, radicals was stud- 
ied for the first time by this method.57 

Laser-induced fluorescence (LIF) is based on the laser excitation of mo- 
lecular and atomic electron states which then fluoresce; this fluorescence is 
observed in the direction perpendicular to the laser beam axis (Figure 2.5). 
When the laser wavelength A is tuned to the molecular transition Ei + h, 
the number of absorbed quanta per second per path Ax equals 

n,, = Nia,n,Ax (2.7) 

where Ni is the concentration of absorbing molecules, a, is the absorption 
cross-section, and n, is a number of incident photons. 

The number of photons per second emitted as a result of fluorescence 
from the E, level is 

where A, is the total spontaneous transition probability, q, = A, (Ak + R,) 
is the quantum yield of the transition, and R, is the nonradiative transition 
probability. 

At qk = 1 in stationary conditions, the number of fluorescent photons 
is equal to the number of absorbed photons. The sensitivity of the method is 
determined by the emission flux on the cathode of the photomultiplier. 

When the laser wavelength A, is varied in the absorption spectra range of 
the molecule under investigation, the total fluorescence intensity I, (A,) - 
n,a,Ni is detected as a function of A. The spectrum obtained is similar to the 
absorption one and is called "the excitation spectrum". Due to extremely 
high sensiti~ity,~' the excitation spectroscopy is successful in the detection 
of very small amounts of radicals and short-lived intermediate products of 
chemical reactions.59 Apart from the measurement of low concentrations, LIF 
provides the detailed information about the distribution Ni (V:, Jy) of reaction 
products over states. Indeed, adjusting consecutively the laser wavelength 
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FIGURE 2.6. The principal scheme of the multiphoton ionization. 

into two different absorbing transitions 1 + k and 2 + m, one can obtain 
the relative population Nl/N2 directly from the ratio-measured signals 

providing that the absorption cross-sections are known.45 
The method is applicable for molecules with sufficiently high fluorescent 

efficiency and available spectroscopic parameters. To define relative quan- 
tum-state populations it is also necessary to know Franck-Condon factors for 
vibrational levels and Honl-London factors for rotational lines. That is why 
the number of objects suitable for LIF investigations is limited. Nevertheless, 
the method has a large sensitivity (-106 particles per cm-3),47 and a high 
spatial and time resolution. In principle, the spatial resolution is limited by 
h3 and time resolution might reach 10-l2 S. 

LIF is often used in combination with other laser methods5' For example, 
the absorbing sample is placed in the laser cavity, or is induced by the second 
laser that can determine precisely the states of the molecule throughout the 
fluorescence period induced by the first laser. 

The method of resonance enhanced multiphoton ionization (REMPI) has 
the highest sensitivity and fle~ibility.~'.~' In this method, the laser pulses 
stimulate the transitions which lead to resonant excitation of molecules or 
atoms to high-lying levels and further ionization (Figure 2.6). A molecular 
or atomic ion formed in this process is usually detected by the mass spec- 
trometer. There are no limitations on the energy level structure, the decay 
rate, or nature of particles under study for REMPI applicability. The depen- 
dence of the multiphoton ionization signal on laser wavelength is determined 
by energy level population, so this dependence allows us to calculate the 
distribution of the inner states of the molecule under investigation. Zare et 
a1.61*62 applied the REMPI method to the study of the associative desorption 
of hydrogen from different faces of single copper crystals. 
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A number of laser research methods, such as coherent anti-Stokes Raman 
spectroscopy (CARS),63 optical acoustic spectroscopy (OAS),57 multiphoton 
excitation (MPE),61 Doppler high resolution laser spectro~copy,~~ and others, 
might be applied in the near future to the study of the quantum kinetics of 
processes at the interface between gas and solid. The following expanded 
table of parameters taken from the review of Sarkisov and C h e ~ k i s ~ ~  (Table 
2.1) compares different laser methods. 

In order to study such molecules as NZ, H,, and 0, using the highly 
sensitive LIF or REMPI, the excitation in a vacuum in the ultraviolet (UV) 
region is required; that presents a severe experimental problem. These dif- 
ficulties can be overcome with the help of electron beam-induced fluores- 
cence, (EBIF) where excitation and ionization are produced by the electron 
beam. The electronically excited molecule fluoresces, and its fluorescence 
spectrum provides the information about the electron-excited state. The lines 
of the excited molecule must be well known to apply EBIF, as well as MP1 
or MIF. Up to now, the EBIF method has been applied only to the study of 
the NZ molecule.66 

Fourier transform infrared spectroscopy (FTIRS) was used to identify 
vibrational and rotational levels of CO, which are a product of CO oxidation 
on Pt .67 

Further improvement of the above methods of particle identification makes 
it possible to determine not only the vibrational and rotational states of a 
molecule, but also to measure the "translational" temperature (the velocity 
distribution) of every state on account of broadening of the spectral lines due 
to the Doppler effect. The Doppler effect means that the frequency v of the 
molecular transition depends on the velocity v of the moving molecule 

where c is the velocity of light. For the isotropic molecular distribution in 
the sample the spectral line has the Gaussian shape 

S(v) = S(vo) exp -In 2 - { r " ' ~ u ~ 1 2 1  

where ~(Av), is the Doppler width which depends only on translational tem- 
perature T, 

In the visible range of spectrum, the Doppler broadening (AV), is of the 
order of 0.1 cm-' (300 < T, < 1000 K). To resolve the line shape at this 
value of (AV),, the trial laser must have the line width about 0.01 cm-' or 
less. 
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2.2.2. SURFACE INVESTIGATIONS 
Laser tools are very useful for selective excitation of a certain bond of 

adsorbed particles. The application of lasers in experiments on selective ex- 
citation of particles at the surfaces faces the problem of significant thermal 
effects. Fast heating usually results in the thermal desorption or thermally 
induced surface reactions instead of selective excitation. Laser-induced de- 
sorption is used to determine the kinetic rate constants of surface processes.68 
The pulsed lasers or catalysts with effective heat removal (metals) are used 
to avoid the thermal effects. 

The second harmonic generation (SHG) method is a very convenient one 
in studies of fast processes. The SHG effect is forbidden under the electric- 
dipole approximation in a medium with inversion symmetry. At a surface the 
inversion symmetry is necessarily broken. For this reason, the process is 
highly surface specific. An estimation69 shows that using 10-ns pulse at a 
power of 10 MW/cm2 enables one to reach SHG sensitivity of 104 photons 
per pulse. This is the evidence in favor of a submonolayer character of SHG 
sensitivity in surface studies. 

The response time in the SHG method is due only to electron relaxation. 
Very rapid processes have been successfully examined in some cases. For 
example, the dynamics of l" Si surface melting has been studied using 
75-fs laser pulses at 610 nm.'O The crystal order disappears already in a time 
of 100 fs, i.e., in such a short time the surface links "move apart" and lose 
their regular order. 

Now only electron transitions are studied with the aid of SHG. This is 
an apparent disadvantage of SHG because, for example, the vibrational tran- 
sitions are more important in the studies of the energy relaxation processes. 
Unfortunately, IR detectors have insufficient sensitivity. The sum frequency 
generation (SFG) method has been proposed to measure the vibrational tran- 
sitions using the optical ph~tomultiplyer.'~ A tunable IR laser has been used 
to study the vibrational adsorbate transitions. The resulting spectrum was 
transformed into visible range by summing with the frequency of the second 
laser. 

Now consider the question about measuring the lifetimes of excited states 
at the surface. The possibility of determining the lifetime AT using IR spectral 
line width AV is often discussed. According to the Heisenberg uncertainty 
principle, the intrinsic line width AV,, - hA7, where h is the Planck constant. 
But the width of a spectral line is determined commonly by external reasons, 
e.g., by the Doppler broadening in the gas phase. In general AV >> AV,. 
Dephasing plays an important role in the line broadening even in the gas 
phase. 

On the surface, the width of the IR spectrum line is significantly greater 
than that of the gas phase. For example, the vibrational line width AV of C=O 
bond in the absorbed layer is about 10 cm-', and it is 10' times greater than 
that of the gas value. If the vibrational line broadening due to the surface 
nonuniformity is negligible, the "pure" individual vibrational line width may 
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oxide 
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FIGURE 2.7. The principal scheme of SEW experiment. 

serve as a measure for the rate of the energy transfer from an adsorbed 
molecule to the solid. The broadening at the surface includes the local inter- 
actions between neighbors; the resonance between the local vibrations and 
lattice phonons; the excitation of the electron-hole pair in the solid, vibrational 
dephasing due to solid vibrations; scattering by defects, etc.72 

The vibrational line width may be determined by IR-spectroscopic tools. 
The resolution of ordinary IR devices is AV = 1 + 5 cm-'. The HREELS 
(high resolution electron energy loss spectroscopy) method has an even worse 
resolution, AV = 30 + 50 cm-'. A new method for studying the vibrational 
spectra of molecules adsorbed on surfaces of small areas has been developed 
at the Institute of Chemical Physics and the Institute of Spectroscopy, surface 
electromagnetic waves (SEW).73 TO excite the adsorbate, the laser beam was 
directed onto the surface at a definite angle (Figure 2.7). The adsorbed par- 
ticles absorb the light which propagates along the surface. The method com- 
bines the high sensitivity with the high resolution of IRS. Using SEW, the 
spectrum of hydrogen adsorbed on a single W crystal74 and the spectrum of 
methane on the smooth A120, surface of 1 cm2 have been obtained.75 

Recently, the picosecond pulse laser technique has been used in order for 
the actual lifetimes of short-lived excited surface states to be deter~nined.~~ 
In a typical experiment, the sample is exposed to laser radiation (e.g., using 
a Nd laser) with a few picoseconds duration. Then it is probed with the aid 
of the second laser for some time after the flash. 

2.3. EXCITED MOLECULAR DEACTIVATION 
STUDIED BY FLOW METHODS 

The flow methods can be used for studying the kinetics of heterogeneous 
deactivation of excited molecules when the molecular beam method is in- 
applicable; i.e., when the accommodation coefficient is small. 

A number of flow methods have been developed at the Institute of Chem- 
ical Physics to study deactivation of excited molecules on solid surfaces. 

The typical experimental arrangement in the flow studies includes the 
source of excited molecules, the reactor which can vary the time of gas contact 
with the surface under investigation, and the cell for measuring the concen- 
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tration of excited molecules. The subject of studies is the dependence of the 
concentration of the excited molecules on the time of their contact with the 
reactor surface covered by the substrates under investigation. Also of interest 
are the temperature and the pressure dependencies. Using this method, the 
time dependence of the concentration of the reaction is determined by meas- 
uring the concentration at different points along the axis of the typically 
cylindrical reactor. The reacting gases are continuously pumping through the 
reactor-tube to maintain the steady conditions. 

Thus, the flow methods make it possible to carry out the spatially resolved 
measurements of the reactant concentrations and to determine the rate con- 
stants for heterogeneous deactivation of excited particles. Glass or quartz 
cylinder tubes 15 to 60 mm in diameter and 20 to 200 cm in length were 
used in these experiments. A typical value of the flow velocity is 109 cm/s, 
and the time of the process in the tube is about 1 ms. The tube dimensions 
given above are limited by the requirement to maintain the unidimensional 
flow of the gas. That is also the reason for limiting the pressure by the range 
from 0.5 - 102 to 1 103 Pa. To avoid the systematic errors in deactivation 
measurements a high precision in measuring the rate of reagent feed is re- 
quired. 

The perturbation of the unidimensional flow may occur for various rea- 
sons; in particular, it may be disturbed by the Poiseuille gradient of pressure 
or concentration gradients along the tube. These effects may result in sig- 
nificant backflow diffusion. Unfortunately, the attempts to eliminate these 
effects impose the opposing requirements on the flow velocity U, so the 
optimal value of U exists. This optimal velocity cannot sometimes be used 
because of some additional limitations imposed on the studied system. Back- 
flow diffusion is negligible when DMU-~  >> 1, where D is the diffusion 
coefficient of excited molecules, and k is an effective rate constant. The 
deactivation process of the first order is given by 

where no is a concentration of excited particles at the reaction outlet in the 
absence of sample and n is a current concentration. If the bulk processes can 
be neglected, the deactivation rate constant (i.e., reverse lifetime of an excited 
molecule in the reactor) depends on reactor sizes, on the probability of a 
molecule to be deactivated per one collision with the surface (the accom- 
modation coefficient, E), and on the diffusion coefficient of excited mole- 
cules. 

The aim of these investigations is to obtain the accommodation coefficient 
E on the basis of information about the effective deactivation rate constant, 
so it is necessary to discuss the transfer processes of excited molecules in the 
gas phase, as well as its behavior near the surface (the boundary conditions). 
In the limit of fast diffusion, when heterogeneous deactivation of excited 
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molecules is the limiting step of the process (the kinetic regime), the calcu- 
lation of E is rather simple. If this is the case, diffusion equalizes the con- 
centration of excited molecules over the reactor cross-section, so the deac- 
tivation rate is connected with a number of molecule-surface collisions by the 
known relation of the kinetic theory 

dn n'ii V -  = - € S -  
dt 4 

where V  is the reactor volume, S  is its surface area, and V is the mean thermal 
velocity of excited molecules. 

Integration of this equation gives 

and we have 

The case of comparable rates of diffusion and heterogeneous deactivation 
(the diffusion regime) was earlier considered in for the cylindrical r e a c t ~ r . ~ ~ . ~ ~  
Cylindrical reactors are sometimes inconvenient especially for studying the 
heterogeneous deactivation on metals. 

The coefficients of accommodation on the surfaces of metal wires were 
measured in the following manner. The sample under investigation had the 
form of a cylinder. The cylindrical reactor was made of, or covered by, a 
substrate that weakly deactivates the excited molecules. The sample was 
inserted into the reactor so they were coaxial. The inlet concentration of 
excited particles was maintained constant by the microwave discharge or the 
thermal source. At the outlet of the reactor, the relative intensity of the 
radiation of the excited molecules was detected as a function of sample 
length.78 

The dependence of the relative signal intensity on the sample length allows 
one to calculate the value of the accommodation coefficient. To perform the 
calculations, we should take into account that the reactor consists of two parts. 
The first consists of two coaxial cylinders, and the second is represented by 
the rest of the cylindrical reactor. The solution of the task for the second part 
of the reactor is well the dependence of the concentration of excited 
molecules along the cylinder axis is exponential. As we have already shown 
the exponential factor depends on the reactor substrate. Deactivation in the 
first part of the reactor also has an exponential character. Thus, at the outlet 
of the reactor, the dependence of a relative signal on the length of the inserted 
part of the sample is given by 
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where k, is the rate constant for deactivation in the first part of the reactor, 
k2 is that for the second part, and (l, - 1,) is the variation of length of the 
cylindrical sample inserted along the reactor axis. Substituting the length 1 
for the time t = Vu (U is the flow velocity), we have 

One can determine k,,e, and the accommodation coefficient E, for the 
surface under investigation by measuring the relative signal intensity, pro- 
viding k2,eff is known. The relationship between &, and E can be derived 
from the diffusion equation for vibrationally excited molecules between two 
coaxial cylinders 

with the boundary conditions at the inner and outer cylinders, respectively 

where r and X are the radial and the axial cylindrical coordinates, ro and r, 
are the radii of the inner and the outer cylinders, respectively; U is the flow 
velocity; and Do and D, are diffusion coefficients for excited molecules at 
the temperature of the inner and the outer cylinders, respectively. 

The dependence of the diffusion coefficient on the coordinate across flow 
direction is conditioned by the temperature profile due to the difference be- 
tween the temperatures of inner and outer cylinders of the reactor. In collab- 
oration with Vasiljev, Kovalevsky, and R y ~ k i n ~ ~  we have developed the method 
of solution of the task for this reactor, which takes into account the velocity 
and temperature profiles, longitudinal and transverse diffusion, as well as 
correct boundary conditions. 

It should be mentioned that the reactors of this type can measure the 
accommodation coefficients in a wider E range in comparison with ordinary 
cylindrical reactors. Besides this, the surface cleanliness in the experiments 
can be improved due to the possibility of electric heating of the metal under 
study. 

Thus, measuring the rate constant for deactivation of excited molecules, 
one can determine the accommodation coefficient E with a given accuracy, 
so the precision of E depends on that of the rate constant. Because the 
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relationship between E and k is nonlinear, the error E is influenced by both 
Ak and k. The approximate formula for the overall resistances0 gives the 
dependence of AE on Ak 

where kd is the diffusion rate constant for deactivation and a is a constant. 
On differentiation of this equation, we obtain the relation between relative 

errors in the accommodation coefficient and the rate constant 

This formula allows us to conclude that AE/E = Akk in the kinetic regime 
(k << k,). In the diffusion regime, when k = k,, the value of kd/(kd - k) 
might become much greater than unity, so the precision of the measured 
accommodation coefficient decreases significantly. The accuracy of deter- 
mination of Akk has been estimated by Bray et al.64 and is approximately 
equal to 10% at low deactivation rates (the kinetic regime) and 20% at high 
rates of deactivation (the diffusion regime). 

The applicability of the flow methods for studying the heterogeneous 
deactivation of excited molecules is defined by the presence of effective 
sources of excited particles as well as the development of sensitive tools for 
measuring their concentration. The microwave discharge is a common source 
of excited particles. The detection is made with the aid of optical titration, 
ESR, LMR, and optical and mass spectroscopes. Concrete examples are given 
in Chapter 3. 



Chapter 3 

HETEROGENEOUS DEACTIVATION OF 
EXCITED MOLECULES 

3.1. HETEROGENEOUS DEACTIVATION OF 
VIBRATIONALLY EXCITED MOLECULES 

Previous to our studies, several researchers developed the methods for 
studying the heterogeneous deactivation* of vibrationally excited molecules 
and obtained the values of accommodation coefficients for different surfaces. 
In this section we review the results of work camed out mainly at the Institute 
of Chemical Physics. 

3.1.1. HISTORICAL REVIEW 
The first experiments on the deactivation of vibrationally excited mole- 

cules were done by Shafer and Klingenbergs' in 1954. They studied systems 
in complete vibrational-translational equilibrium. The work had been initiated 
in connection with the authors' suggestion that some heterogeneous catalytic 
reactions, such as dissociation, can govern the rate of vibrational energy 
exchange between an adsorbate and a solid. 

The rate constant of ethane decomposition and the accommodation of its 
vibrational energy turned out to change in a similar manner depending on the 
surface composition. When calculating the accommodation coefficient of the 
vibrational energy, these authors assumed that the accommodation coefficients 
of translational and rotational energy are equal to unity. In this case, even 
small errors in Knudsen's accommodation coefficient E give rise to significant 
errors in the accommodation coefficient of the vibrational energy. 

The problem of heterogeneous deactivation of vibrationally excited mol- 
ecules has become of special interest in connection with the creation of the 
low-pressure gas laser when the vibrational energy transfer from the gas bulk 
to the reactor wall should be taken into account. At the same time, the progress 
in laser equipment can substantially extend the studies in heterogeneous deac- 
tivation using direct methods of generation and registration of vibrationally 
excited molecules. 

The research done so far can be subdivided into two groups relative to 
research methods; there are direct methods based on kinetic studies of the 
luminescence decay of the adsorbed molecules and indirect ones in which 
the information on the accommodation coefficients is obtained from the 

* We use the term "deactivation" for the transition from the excited to the ground state. The 
terms "quenching", "relaxation", and "decay" are also widely employed. 
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measurements of the heat release pressure changes in gas irradiated by the 
infrared (IR) laser, the shifts of the flammability limit, etc. 

In 1962, Millikan82 developed a pulse method to study the deactivation 
of radiating dipole molecules. The principle of the method is the following. 
The gas under investigation enclosed in a reactor made from the studied 
material is irradiated by an intense pulse generating the vibrationally excited 
molecules. As a radiation source, the high-powered lasers with modulated Q- 
factor are usually employed. On cutting off the radiation, the fluorescence 
kinetics of excited molecules is measured. Usually it is described by the 
exponential dependence 

where p is the effective constant of the deactivation rate of excited molecules. 
In general it includes three processes: (l) the collisional or nonradiational gas 
deactivation in the bulk, in this case its rate depends only on the gas pressure 
and temperature; (2) the heterogeneous deactivation depending on the rate of 
diffusion to the surface, i.e., on the gas pressure and temperature and on the 
geometry of the reactor; and (3) the spontaneous radiation transitions. 

Thus, the effective deactivation rate constant P is a sum of three rate 
constants in the general case 

Here k is the rate constant for homogeneous deactivation and depends linearly 
on the pressure; 6 is the heterogeneous deactivation rate constant which takes 
into account the diffusion 

and 7~ is the rate constant for radiative deactivation. 
Pressure dependence of different rate constants for deactivation of vibra- 

tionally excited CO, molecules is shown in Figure 3.1. As it is seen 7~ is 
practically constant at a high pressure, but increases with pressure decrease 
approaching the Einstein coefficient for spontaneous radiation. At a high 
pressure, the main contribution to the effective rate constant is made by the 
homogeneous deactivation, but at low pressure by radiative and heterogeneous 
processes. It should be emphasized that in order to determine the constant 6, 
very low pressure (- 10-' Pa) conditions are required, and consequently, the 
accumulation of detected signal must be applied. 

The accommodation coefficients (Table 3.1) depend slightly on the nature 
of the surface, which favors the proposal, suggested by Knudsen, that deac- 
tivation takes place on the surface completely covered with the layer of 
adsorbed molecules. The data on deactivation of vibrationally excited CO, 
molecules, obtained by Kovacz et al. ,84 also support this suggestion for some 
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FIGURE 3.1. Pressure dependence of deactivation rate constants of vibrationally excited CO, 
and N,O molecules.83 

TABLE 3.1 
Accommodation Coefficients of 

Vibrationally Excited MoleculessJ 

Molecule Surface T (K) E 

CO, Pyrex" 
Pyrex" 
Brass 
Teflon" 
Qu- 

N,O Pyrex" 
Qu- 

HCI Pyrex" 
CO Pyrexm 

surfaces: Pyrexm, brass, TeflonB, etc. These authors arrived at the following 
mechanism of deactivation. Because all measurements were carried out at 
room temperature the investigated surfaces are covered with a layer of ad- 
sorbed CO, molecules. Therefore, deactivation occurs via resonant exchange 
between the adsorbed molecules and vibrationally excited gas-phase mole- 
cules. 

The results obtained by Rozenshteing5 also confirm the fact that excited 
molecules deactivate in the collision with the surface, covered with adsorbed 
particles. The temperature dependence of the accommodation coefficient for 
CO, and N,O on quartz surface, studied in this paper, is shown in Figure 
3.2. It may be concluded that with the temperature increase from 300 to 500 
K, the accommodation coefficient drops rapidly, probably due to desorption 
of adsorbed molecules. Further temperature increase results in significant 
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FIGURE 3.2. Temperature dependence of C0,(1) and N,0(2) accommodation coefficients on 
the quartz surface.83 

decrease in accommodation coefficient which depends, in general, on the 
nature of the solid. This interpretation is in accordance with the results of 
CO, adsorption on quartz obtained by Vi l l e rma~x ,~~  who has shown that at 
500 K the CO, desorption from the surface is almost complete. 

Shifer with  co-worker^^'.^'-^^ used indirect methods, based on the mea- 
surement of the heat removal from thin metal wires at different temperatures 
to the strip made of the same material which is placed near the wire. Using 
the equation for thermal accommodation coefficient and supposing that E, = 
E, (i.e., the accommodation coefficient for translational energy is equal to 
that of rotational energy), or E, = kq, or E, = l ,  these authors have calculated 
the accommodation coefficients for vibrational energy of CS,, CO,, NO, 
molecular adsorption on platinum in the temperature range 273 to 373 K. 
Deactivation of vibrationally excited N,O molecules on Pd and Ag has been 
studied in the same temperature range. In all cases, the accommodation coef- 
ficient decreases with increasing temperature. Similar results were obtained 
for more complex molecules, such as ethane, methane, freon. 

V i l l e rma~x~~  has suggested measuring the pressure change of hydrogen 
doped with mercury irradiated by a powerful mercury-discharge lamp. Elec- 
tronically excited mercury atoms in 63P state, generated by irradiation, collide 
with hydrogen molecules, resulting in their dissociation. The gas-phase re- 
combination of hydrogen atoms leads to the formation of vibrationally excited 
molecules. It is clear that the rate of heat removal from the bulk depends on 
the process of heterogeneous deactivation of excited molecules at the reactor 
walls. The kinetic measurements of pressure change, when the lamp had been 
turned off, allowed them to calculate the accommodation coefficient of 
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vibrationally excited hydrogen molecules, which was found to equal E = 5. lO-,  
for quartz at room temperature. 

Huntergo also determined the accommodation coefficients by measuring 
the pressure change. If the gas in the cell is exposed to IR radiation, its 
pressure is increased. A new stationary pressure value is related to the rate 
of energy removal from the bulk to the wall. Using these relationships, one 
can calculate the accommodation coefficient. The coefficients for vibrational 
energy accommodation of CO,, N,O, CH, on NaCl surface were obtained in 
this way. 

Fedotov, Sarkisov, and Vedeneev9' have determined the accommodation 
coefficients of vibrationally excited hydrogen and deuterium on the surface 
of molybdenum glass, which, in their opinion, was covered with a layer of 
adsorbed DF molecules. The method is based on the measurement of.the 
upper ignition limit of fluorine mixture with hydrogen or deuterium. Being 
highly exothermic, the reaction generates the vibrationally excited HF* or 
DF* molecules which transfer their energy to hydrogen or deuterium. Inter- 
acting with fluorine, the vibrationally excited hydrogen initiates new chains. 
At a sufficiently low pressure the upper ignition limit is strongly influenced 
by the heterogeneous deactivation of vibrationally excited hydrogen, so it 
becomes possible to determine the accommodation coefficient using the value 
of the ignition limit. The experiments were carried out for hydrogen at 300 K 
and for deuterium in the temperature range 77 to 275 K. The accommodation 
coefficient grows with the temperature increase. These authors explain their 
result by the resonant energy exchange between hydrogen and hydrogen fluo- 
ride molecules. 

Most of the work on heterogeneous deactivation of vibrationally excited 
molecules has been carried out using flow  method^.^^-^' In this case, the 
subject of studies was the dependence of the concentration of vibrationally 
excited molecules on the contact time with the reactor surface or with the 
studied material deposited on the reactor walls. To obtain the accommodation 
coefficient, one should analyze the processes occurring in a flow reactor. 
Nalbandjan and V ~ e v o d s k y ~ ~  have shown that the kinetic equation for deac- 
tivation of active particles in the reactor 

dnldt = W, - kn + DAn (3.4) 

is equivalent to the equation 

dnldt = W, - kii + k,ii (3.5) 

where n is the local concentration of active particles, W, is the rate of gen- 
eration of active particles, k is the rate constant for homogeneous processes, 
D is the diffusion coefficient, A is the Laplacian operator, k, is the effective 
constant for heterogeneous deactivation, and ii is the average bulk concen- 
tration of active particles. 
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If the rate of the process is limited by the surface processes, but not by 
the transport of active particles to the surface, then at kinetic regime, the 
constant k, is given by 

where E is the probability for an active particle to be deactivated at one collision 
with the surface, v is the effective thermal velocity of the particles, and d is 
the reactor diameter. 

Neglecting the diffusion along the tube and the gas viscosity, Equations 
3.4 and 3.5 are applicable for flow conditions, but in this case t = x/u,,, 
where X is the axial coordinate and U,, is the flux velocity averaged over the 
flow cross-section. At high values of E, it is necessary to take into account 
both the diffusion and the velocity profile perpendicular to the flow; that was 
done by Gershenzon et a1.77,78 

A typical flow experimental arrangement for studying the heterogeneous 
deactivation of excited particles consists of a source of active particles, the 
reactor with variable time of gas-surface contact, and the cell for the mea- 
surement of the concentration of active particles. 

Electric discharge is common and one of the most powerful sources of 
generation of both vibrationally and electronically excited particles. Unfor- 
tunately, discharge is a non-selective source; therefore, in each individual 
case special efforts are taken to eliminate the unneeded particles. Moreover, 
reaction of the discharge products with the reactor walls often results in the 
time dependencies of experimental  result^.^' The use of thermal source allows 
us to avoid these difficulties, but generates significantly lower concentrations 
of excited particles and requires special tools for gas "cooling", i.e., for 
thermalization of translational degrees of freedom. 

The method of detection for vibrationally excited particles is chosen 
starting from the structure of a molecule under study. Rarnan spectroscopy 
is used for nonpolar molecules, in particular, for excited nitrogen  molecule^.^^ 
Vibrationally excited hydrogen molecules were detected with the aid of vacuum 
UV absorption.% To detect the nonpolar molecules, the optical titration is 
often e r n p l ~ y e d . ~ ~ . ~ ~ . ' ~  This method is based on the registration of light 
emitted by a small amount of an added dipole reagent which has resonant 
levels with the particle under investigation. For example, in order to detect 
the vibrationally excited molecules of deuterium and nitrogen, CO, and N,O 
additions are employed 

+ CO,+ D,(N,) + CO$+ CO, + hv 

Analysis of the processes when the titrated CO, addition is mixing with 
nitrogen shows that the intensity of the light emitted by CO, is proportional 
to the concentration of vibrationally excited nitrogen. This process is used as 
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TABLE 3.2 
The Accommodation Coefficients of Vibrationally 

Excited Molecules Measured by Flow Methods 

Molecule Surface T (K) E Ref. 

Molybdenum glass 
Q u m  

Stainless steel 
(type 304) 
(type 321) 

Steel 
(type 4130) 

Aluminum alloy 
(type 5052) 
(type 6061) 

Teflon" 
Copper 
Silver 
Aluminum oxide 
Boric acid 

CO Pyrex" 
CO, Pyrex" 

Molybdenum glass 
N20 Pyrexe 

Molybdenum glass 
HF Glass 
H2 Pyrex" 

Teflon" 
D2 Quartz 

Teflon" 
NaCl 

the basis for the method of measuring the accommodation coefficient for fast 
deactivation of molecules diluted by slowly deactivated gas which is an energy 
buffer for rapidly relaxing molecules.65 This method allows us to measure 
even the higher values of accommodation coefficients (Table 3.2). 

It should be mentioned that the applicability of the molecular beam tech- 
nique in examining the heterogeneous deactivation of vibrationally excited 
molecules is restricted by high values of accommodation coefficients, at least, 
greater than 0.1 .35 SO, the flow method is the only available one for molecules 
with small E values. Apparent disadvantages of the flow apparatus include, 
in particular, the absence of the strict control over the surface cleanliness and 
roughness. Indeed, at a pressure of 50 to 500 Pa, the gas contamination of 
even 10-6% covers the surface by a monolayer in 1 min. 
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3.1.2. DEACTIVATION ON METAL SURFACE 
We have studied the deactivation of nitrogen on silver, as well as deu- 

terium and nitrogen on copper and t ~ n g s t e n . ~ ~ . ~ ~  These materials have been 
chosen for the following reasons: silver and copper do not chemisorb nitrogen, 
but tungsten adsorbs nitrogen dissociatively. Copper does not adsorb deuter- 
ium, but tungsten adsorbs deuterium dissociatively. In addition, our study of 
heterogeneous deactivation of vibrationally excited molecules on metals is 
practically the first investigation of such a kind. 

Silver 
The reactor was presented by the ensemble of six glass tubes 1.4 cm in 

diameter and of different lengths (from 21 to 49 cm), that allowed us to 
obtain the kinetic dependency by varying the contact time at a constant flow 
velocity. "Active" nitrogen passed through each of these tubes via a multiway 
cock. The inner surfaces of the tubes were covered by silver. By measuring 
the relative signal intensity in the optical cell downstream from the tube 
reactor, the kinetic order and the effective rate constant for deactivation of 
vibrationally excited molecules were determined. The TiO, insert was inter- 
posed between the discharge and the reactor. The presence of TiO, signifi- 
cantly decreases the concentration of atomic nitrogen and metastable mole- 
c u l e ~ ; ~ ~  this excludes the influence of the homogeneous deactivation of 
molecular nitrogen on atoms. Morgan and SchifP3 have measured the prob- 
ability of vibrationally excited nitrogen molecules deactivation in collisions 
with nonexcited molecules. The value of this probability turned out to be of 
the order of 10-'O, so, under the conditions of our experiments, the deacti- 
vation process takes place only on the reactor surface. 

Measurements of accommodation coefficients were carried out at a pres- 
sure of 500 Pa at 195 K. It was found that deactivation is of the first order. 
In this case the effective rate constant is given by: 

where U is the mean gas velocity in the tube section, li is a length of i" tube, 
and Ii is the signal of "active" nitrogen luminescence on passing through the 
i" tube. 

The obtained value of effective rate constant for deactivation, k,, = 
(160 + 20) S-', is close to that of the diffusion process (k, = 230 S-'); 
therefore, it is necessary to take into account the diffusion and Poiseuille 
profile of the flow velocity in order to determine the vibrational energy 
accommodation coefficient. Doing so and using the measured value of k,,, 
we have determined the coefficient of vibrational energy accommodation of 
molecular nitrogen on silver, E = (1.4 & 0.4) - 10-2. Making some as- 
sumptions about the mechanism of the process, the obtained value of the 
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accommodation coefficient may be used to evaluate the lifetime of vibration 
excitation 7, at the surface. The most probable microscopic mechanism of 
deactivation for physisorbed molecules, e.g., nitrogen on silver, is the ad- 
sorption m e c h a n i ~ m . ~ ~ . ~ ~ . ~ ~  It is described by the following scheme 

where N; is a vibrationally excited molecule of nitrogen and Z is an adsorption 
site. 

Let the concentration of adsorbed vibrationally excited nitrogen be quasi- 
stationary. Taking into account that the accommodation coefficient is the ratio 
of a number of deactivated molecules to a number of collisions of these 
molecules with the surface, we have 

where J is the mean molecule thermal velocity, VIS is the ratio of volume 
to surface, 0 is the relative surface coverage, No is the number of adsorption 
sites, and [N;] is the concentration of excited gas-phase nitrogen molecules. 

If the rate of deactivation far exceeds that of desorption, i.e., k, >> k- ,, 
then 

and the accommodation coefficient is equal to the sticking coefficient. 
As a rule, the sticking coefficients of diatomic homonuclear molecules 

exceed the accommodation coefficients of vibrational energy. So, the as- 
sumption that the process is limited by vibration quantum transfer to the solid 
is preferable, i.e. , 

Provided that the surface coverage 0 obeys the Langmuir isotherm, one may 
derive the equilibrium constant for adsorption 

then 
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FIGURE 3.3. The logarithm of the signal intensity vs. the contact time of excited nitrogen 
molecules with copper at 293 K (1-3: different samples) at a pressure of 360 Pa. 

The surface coverage can be evaluated using De-Boer equation: No = 
nT, where No is a number of molecules adsorbed on the surface, n is a number 
of collisions of molecules with the surface per unit time, and T is a charac- 
teristic lifetime of a molecule at the surface, which can be estimated from 
the Frenkel formula 

where Q is the adsorption heat. Then, the accommodation coefficient is given 
by 

Now the lifetime of vibrational excitation on the surface 7, = llk, can 
be estimated using the measured accommodation coefficient E and the value 
of adsorption heat of nitrogen 13 kJ/mol at Ag surface.'02 The time T, is equal 
to 10-S S. Similar estimations have been made for molybdenum glassg2: the 
deactivation time for vibrationally excited nitrogen has been found to be 
T, = 10-a S. This time is close to the calculated time of a two-phonon 
vibrational decay me~han i sm.~~  

Thus, the study of the kinetics of excited molecule deactivation (irre- 
spective of the excitation type) allows us to evaluate the excitation lifetime 
without application of special laser methods. Unfortunately, the results ob- 
tained are strongly affected by the kinetic model involved. 

Tungsten and Copper 
We have studied the deactivation of vibrationally excited D, and N, 

molecules on tungsten and ~opper . '~  The results obtained correspond to the 
first-order equation (Figure 3.3) and demonstrate that the effective rate con- 
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stant for vibrationally excited nitrogen deactivation at the copper surface 
depends weakly on pressure. At a lower pressure, deactivation takes place in 
the kinetic regime because the diffusion coefficient increases. At a pressure 
of 60 Pa, the effective rate constant proved to equal h, = 26 + 3 S-'. The 
accommodation coefficient calculated from Equation 3.8 is (5.0 rt 0.6) 10- 3. 
If the diffusion is negligible, the accommodation coefficient can be estimated 
using Equation 3.9. Its value is (3.9 rt 0.5) 10-3. Therefore, to calculate 
the accommodation coefficient using the data obtained at a pressure of 150 
Pa, we applied Equation 3.9. The E value obtained (4.7 + 0.5) 10-3 is close 
to one obtained at a pressure of 360 Pa with allowance for diffusion. 

In the case of vibrational deactivation of excited molecular nitrogen on 
the tungsten surface, the experimental dependence of the logarithm of relative 
signal intensity on the contact time of gas with the sample is linear irrespective 
of the gas pressure. The resulting value of the effective rate constant has 
proved to be 14 + 2 S-'. It is much less than the value obtained for nitrogen 
deactivation on copper that is evidence of the kinetic regime. The value of 
the NZ accommodation coefficient, calculated using Equation 3.8, is 
(2.2 + 0.3) 10-3. 

Measurements, made at different pressures, demonstrated the independ- 
ence of the effective deactivation rate constant on pressure. Because the 
diffusion coefficient of deuterium is significantly less than that of molecular 
nitrogen, the diffusion can be neglected. Equation 3.8 gives the values of the 
accommodation coefficients for molecular deuterium deactivation on tungsten 
surface (1.0 + 0.2) 10-3 and on copper (1.2 -+. 0.2) 10-3. Thus, the ac- 
commodation coefficient of deuterium is less than that of nitrogen on the 
same surface. This is likely the consequence of differences in both the ad- 
sorptivities and relaxation rates of these gases. It is known that the latter 
depend strongly on a number of phonons involved in the process of vibrational 
relaxation. 

For both gases the accommodation coefficient on copper exceeds that on 
tungsten, which does adsorb nitrogen and deuterium. Because the measure- 
ments were carried out at a pressure when the tungsten surface was covered 
completely, we suppose that deactivation occurs preferably during the physical 
adsorption of an excited molecule on the chemisorbed layer on tungsten. 
Deactivation is more effective on the clean surface (e.g., silver, copper, which 
do not chemisorb nitrogen) because there is a possibility to transfer the vi- 
brational energy of physisorbed molecule to free electrons of the solid. 

Microscopic Mechanism of Deactivation 
Consider the excitation of electron-hole pairs as a possible microscopic 

mechanism for deactivation of a diatomic vibrationally excited molecule near 
the metal s u r f a ~ e . ' ~ ~ . ' ~ ~  Let us calculate the probability of one-quantum vi- 
brational transition due to energy transfer to one electron of the metal. Suppose 
that an excited molecule is physisorbed as it follows from our experiment, 
so the metal does not perturb strongly electron wave functions of the molecule, 
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and its vibrational frequency is not sufficiently changed. To describe the 
metal, we use the model of free electron gas in z > 0 half-space with the 
electron potential in the form of a rectangular step. The molecule is modeled 
by a harmonic oscillator. 

In one-electron approximation, the Hamiltonian of the system is given 
by 

where H, and H, are electron and molecular Hamiltonians, respectively, and 
V is the potential of electron-molecular interaction. 

The total potential cp for a metal electron is the sum of the molecular and 
induced potentials. The latter appear due to the influence of the rest of metal 
electrons disturbed from their equilibrium positions by the electric field of 
the molecule. The expressions for the total potential cp have been obtained 
for the model of "mirror reflection of electrons" from the vacuum-metal 
boundary for the dipole and quadruple oriented perpendicular and parallel 
to the surface. The deactivation probability has been calculated to the first 
order of the perturbation theory in the operator V. It was assumed that kB T 
<< ho  << eF, where kB is the Boltzmann constant, T is the temperature, 
hw is the energy of vibrational quantum, and E, is the Fermi level of the 
metal. 

For molecules with the dipole transition, the values of the deactivation 
probability for the perpendicular and parallel molecular orientation with re- 
spect to the metal surface are given by 

where M is the reduced molecular mass, d@dR is the derivative of the dipole 
momentum with respect to internuclear distance taken at the equilibrium point, 
and J:, J: are integrals depending on the distance to the metal surface. 

For molecules with the quadruple transition 
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Here dQ/dR is the derivative of the quadrupole momentum, and re is the mean 
distance between electrons in the metal in atomic units. It is connected with 
the electron density n by the following relation 

where r, is the Bohr radius. For typical metals r, = 2 + 6. The calculations 
have demonstrated that for h o l ~ ,  << 0.3, the magnitudes of all above in- 
tegrals in Equations 3.16 to 3.19 depend weakly on the energy of the vibra- 
tional quantum. 

The contribution of exchange interaction to the deactivation probability 
has also been estimated in the first order of the perturbation theory. Calcu- 
lations have shown that in the case of physisorbed molecules the multiple 
contribution is dominant for polar molecules. For nonpolar molecules the 
values of exchange and quadrupole contributions may be of the same order. 

Consider Equations 3.18 and 3.19 to discuss the results and to compare 
them with the experiment. At room temperature the molecular lifetime in a 
physisorbed state is 1 to 2 orders longer than the time of flight d/v in the 
vicinity of the surface in the collision process without adsorption (here d is 
a characteristic length of the surface potential). So deactivation occurs pre- 
dominantly from the adsorbed state. The vibrational accommodation coeffi- 
cient in this case is given by 

where s is the sticking probability, 7, is the lifetime in the adsorbed state 
estimated using the Frenkel formula in Equation 3.13. Numerical estimations 
of the deactivation probability and the accommodation coefficient for nitrogen 
on silver (r, = 2.9) give in o = 108 S-' and s = 5 10-3. In this case, Q, 
value was taken to be 15 k . J / m ~ l , ' ~ ~  d = 0.2 nm, dQ/dR = 2.8 Dlnm, 
s = 1 at 300 K. The obtained E value coincides with that measured experi- 
mentally 1.4 10-2. Similar estimations for CO molecule deactivation on silver 
(dp/dR = 3.14 D/nm) give W = 7 109 S-'. Note that w(d) does not practically 
depend on temperature; hence, the temperature dependence of the accom- 
modation coefficient is due only to T,, i.e., in fact, to the adsorption heat. 

At 600 to 1000 K, the exponential dependence of E on T is changed by 
a smoother one because deactivation in the adsorbed state is no longer. Below 
the room temperature this law ceases to be true when the relative coverage 
becomes of the order of unity. Note that at 300 K, p = 102 Pa, and Q, = 8 
+ 20 kl/mol, the relative coverage is 10-' t 1OP6. 

Rather weak dependence of the deactivation probability on the distance 
between the molecule and the metal surface leads to independence of the 
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accommodation coefficient on the initial surface cleanliness. For example, 
in the case of a quadrupole molecule an increase in the distance to the surface 
of 0.1 to 0.15 nm, that corresponds approximately to additional monolayer 
coverage, results in the decrease of W magnitude tenfold. However, if the 
molecules from monolayer coverage have vibration frequencies resonant to 
those of studied molecules, the mechanism of excitation transfer may change 
(exchange mechanism). Because the probability of resonant v-v exchange, as 
a rule, is greater than the W value from Equations 3.16 to 3.19, the excitation 
is transferred firstly to an adsorbed molecule and then to conduction electrons. 
If this is the case, the accommodation coefficient is defined by the probability 
of v-v exchange. According to Equations 3.16 to 3.19, the probability of 
electron-hole excitation depends weakly on the nature of a metal but is affected 
by the type of the molecule transition (dipole or quadruple). That is the 
reason, in our opinion, why the accommodation coefficient obtained for NZ 
and D, on different metals varies within one order of magnitude, 10-2 + 
10-3 at 300 K, despite considerable difference in vibrational quanta of these 
molecules. This fact can be explained neither by the multiphonon mechanism'" 
nor by the mechanism of vibrational energy transfer to the translational motion 
of a molecule. '" In both cases, W must depend expnentially on the vibrational 
quantum energy. Moreover, the temperature dependence of E for these mech- 
anisms differs substantially from that observed in experiments.'" 

In conclusion, it should be noted that we have considered deactivation 
mechanisms for diatomic molecules only; however, Equations 3.16 to 3.19 
are valid for more complex molecules provided that dp/dR and dQ/dR are 
derivatives with respect to the normal coordinate of proper modes. It should 
also be realized that since vibrational quanta of complex molecules are small, 
the mechanism of the energy transfer may change. In this case, the relaxation 
of a vibrational quantum into a few lattice phonons might become an alter- 
native to the electron deactivation mechanism. Taking into account that phys- 
isorption heats for complex molecules are substantially higher than those for 
diatomic molecules (Q,, = 25 to 36 Wmol), it becomes clear why the values 
of accommodation coefficients for complex molecules on metals are on the 
order of unity. 

All facts mentioned above allow us to draw the conclusion that in the 
case of diatomic molecules (NZ and D,) on metals, the electron mechanism 
is the main channel of deactivation. 

3.1.3. DEACTIVATION ON SEMICONDUCTOR SURFACE 
We have obtained the experimental values of vibrational accommodation 

coefficients for molecular nitrogen and deuterium on the silicon surface; they 
are 1 . 10-2 and 4 10-3, respe~tively.'~' These values far exceed those for 
dielectrics. It seems difficult to understand because the concentration of con- 
duction electrons in our sample is less than 2 . lOIs  cm-' (the n-type con- 
ductivity). If the vibrational spectrum of a solid does not contain the phonons 
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with energies comparable to the molecular vibration frequency o ,  the mul- 
tiphoton exchange me~hanism'~' also gives very low deactivation rates. Note 
that the frequency of optical phonons in silicon is 500 cm-','08 compared 
with 3120 cm- ' for D, and 2360 cm-' for N,. 

Consider the possible contribution of bulk semiconductor electrons. '09 If 
the energy h o  of a molecular vibrational quantum far exceeds the semicon- 
ductor energy gap E,, deactivation can occur through the electron mechanism 
described previously for metals. For intrinsic semiconductor, such as ger- 
manium with E, = 0.74 eV or silicon with E, = 1.1 eV, the interband 
transitions for one-quantum molecular ones are forbidden. An estimation of 
the contribution of bulk impurity electron states reveals that this mechanism 
is also negligible. '09 

Consider one more possible channel of excitation energy loss. It is well 
known that electron states corresponding to surface "dangling" bonds arise 
on a clean semiconductor surface. These states are localized in the vicinity 
of the surface since their wave functions rapidly decay into the bulk with a 
characteristic length of a few angstroms. Their density may be as much as 
1015 cm-'. Let us estimate the probability of transition from the first to the 
ground vibrational level in a diatomic molecule localized at a distance d from 
the semiconductor surface, when the vibrational energy is transferred to one 
of surface electrons. The Harniltonian of the system is again taken in the form 
Equation 3.15 with the same molecular Hamiltonian H,. As previously, we 
suppose that excited molecules cannot chernisorb on the semiconductor sur- 
face, and a characteristic molecular size is a << d. 

The deactivation probability W of a dipole molecule with perpendicular 
and parallel orientation relative to the surface is given by109 

where m* is the effective mass of surface electrons in units of the free electron 
mass m,, E is the dielectric constant of semiconductor, and k, is the Fermi 
wave vector for 2-D electrons. 

For molecules with the quadruple transition we have 



44 Nonequilibrium Processes in Catalysis 

where d is in angstroms, and k, in A-'. Equations 3.22 to 3.25 are derived 
in suggestion that (hole,) << 1. 

Let us apply these formulas for NZ and D, deactivation at the silicon 
surface. For deuterium molecules the reduced mass M = 1 a.u.m., dQ/dR 
= 2.9. Let d + z* = 3A, E, = 12. At the frequency corresponding to D, 
vibrational transition (v = 1) + (v = 0), we have k, = 1.15 A-', m* = 
5m,, Ak = 0.2kF that is consistent with values of the electron density n = 
2. 11015 cm-2 and a characteristic width of the surface band -1 eV at Si(1 l l )  
surface.l1° From Equation 3.24 for perpendicular orientation we have wL - 
5 109 S-' by assuming that Akd I<< 1 and k d > >  1. Taking the adsorption 
heat Q, = 8.5 Hlmol, we obtain E = 1.4 10-'. This value slightly exceeds 
the experimental one 4 10-3. The above estimation is correct when the 
surface band is not completely filled. Actually, it is known that the silicon 
surface is reconstructed depending on the mode of preparation. For example, 
two structures (2 X 1) and (7 X 7) are observed on Si(1 l l )  surface. The 
reconstruction causes the single surface band to split into two subbands, the 
lower being completely filled and the upper empty. In the case of (7 X 7) 
structure, these subbands are in contact and even overlap each other, whereas 
a gap of -0.15 eV exists in the case of (2 X 1) structure. The gap existence 
does not impose limitations on the transitions for D, and NZ molecules, but 
may decrease the probability value because the electron matrix elements and 
the density of states may be less than it was assumed in our model. That 
would be the reason why the theoretical E value is slightly overestimated. 

Because the values dQ/dR for nitrogen and deuterium are almost equal 
(2.8 and 2.9 D, respectively), the accommodation coefficient of D, must be 
7 times greater than that of NZ in view of the difference in mass values. 
However, it does not agree with the experimental results. This discrepancy 
is explained by different adsorption heats, for nitrogen Q, = 19.3 kllmol, 
and for deuterium Q, = 8.4 Hlmol, that leads to substantially different 
lifetimes of these molecules in the adsorbed state. At a room temperature NZ 
lifetime is 20 times greater than that of D,. 

In experimental conditions the silicon surface is permanently exposed to 
the nitrogen or deuterium flow containing atomic species. The surface oxide 
film seems to be removed, which is indirectly confirmed by the fact that the 
measured values of accommodation coefficients differ substantially from those 
for the quartz surface.lol The presence of atoms in the flow results in their 
adsorption and partial coverage of the silicon surface. The coverage degree 
is governed by the two competitive mechanisms: atomic sticking and their 
recombination through the Rideal or Langmuir-Hinshelwood scheme. The 
recombination coefficient of H atoms on Si(ll1) is (2 t 3) 10-2.111 In 
suggesting that the atomic sticking coefficient is sufficiently large, for ex- 
ample, 0.1 to 0.3, approximately 10 to 20% of the surface area remains 
unoccupied. Note that the recombination coefficient was obtained with the 
supposition of negligible excitation of molecules created in the recombination 
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process. The correction for this effect may increase substantially the part of 
unoccupied surface. 

Because the surface is still covered partly by atoms, there is one more 
possibility to explain the deactivation mechanism. It is well known that the 
SiD, molecule has vibrational modes with frequencies of 1545 and 1597 cm-', 
whereas h o  = 31 18 cm-' for deuterium. A comparison between these values 
shows that a conversion of one deuterium quantum into two quanta of SiD, 
vibrational is possible. In the framework of this mechanism it is still difficult 
to explain such a good correlation between accommodation coefficients for 
D, and N, molecules. 

The mechanism of vibrational energy transfer to electrons of surface states 
is applicable to semiconductors without an energy gap (or with a small one) 
between the conduction and valence surface bands. There are electron surface 
states at the metal surfaces as well. They are usually located a few electronvolts 
lower than the Fermi level and are of little importance in vibrational energy 
deactivation. If deactivation of electronically excited molecules is considered, 
this channel should be taken into account both for semiconductors and metals. 

The above scheme of vibrational energy transfer suggests a new method 
for the study of energy structure of electron surface states. It is founded on 
the investigation of heterogeneous deactivation of different vibrationally ex- 
cited molecules regarded as energy probes. The main advantage of this method 
is a small contribution from bulk semiconductor bands. 

3.1.4. DEACTIVATION ON NaCl AND TEFLONQU SURFACES 
The choice of these solids is due to the following reasons. First, sodium 

chloride and TeflonQU are dielectrics. Second, NaCl is an ionic crystal with a 
well-known phonon spectrum. TeflonB surface is of special interest, since it 
is that heterogeneous deactivation of vibrationally excited deuterium, 
as well as its atomic recombination, is extremely weak on the TeflonQU surface. 
Therefore, TeflonQU seems to be the most suitable coverage for the study of 
net homogeneous processes with hydrogen participation. Interaction of nitro- 
gen with the TeflonQU surface has not been investigated. 

Deactivation of deuterium molecules on NaCl surface at 193 K is first 
order in [D,] with kff = (44 + ) S-'. This k,,, value is indicative of almost 
absolute heterogeneous nature of the process occurring in the kinetic regime. 
In this case the accommodation coefficient of the vibrational energy turned 
out to be E = kdlv = (6.3 + 0.7) lO-,, where d is the reactor diameter and 
v is the thermal velocity of D5 molecules at 293 K. For other temperatures 
E = (5.6+) lO-, at 330 K, (5.4 + 0.7)1OP4 at 358 K, and (4.5 +- 0.8) 
lO-, at 403 K. 

The descending temperature dependence may be explained by the ad- 
sorption-phonon mechanism of deactivation, according to which it occurs 
from the adsorbed molecular state, and the vibrational energy is transferred 
to phonons in the solid. The decrease of the accommodation coefficient with 
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the temperature growth results from the reduced molecular lifetime in the 
adsorbed state. When a substantial part of the surface is covered with adsorbed 
molecules, an increase of the accommodation coefficient with the temperature 
growth is possible provided that the adsorbed molecules have vibrational 
frequencies resonant with those of deactivating molecules. A similar effect 
has been observed in studies of deactivation of vibrationally excited deuterium 
molecules on the reactor walls covered with a layer of adsorbed mole~u le s .~~  
Clearly, the accommodation coefficient in this case far exceeds the value 
obtained in our experiments. 

Yellow luminescence has been observed in studies of the atomic recom- 
bination of deuterium on NaCl films deposited on the quartz tube. Its radiation 
spectrum corresponds to the sodium D-line. The radiation intensity increases 
with increasing temperature. Curiously, it was found that the radiation inten- 
sity depends on the film thickness. The greatest effect was observed for thin 
films, but heating even up to 673 K failed to induce the luminescence when 
the film thickness was 0.2 to 0.3 mm. The recombination coefficient of D 
atoms has been measured on sufficiently thick films in the absence of radiation 
and found to be y = 4 10-4. It was greatly increased on thin films in the 
presence of radiation. The latter effect can be attributed to the appearance of 
Na atoms in electronically excited states. 

Deactivation of vibrationally excited nitrogen molecules on TeflonB has 
been studied at a room temperature and nitrogen pressure in the range 100 
to 300 Pa.lol The value of the accommodation coefficient varied in the course 
of experiment that is probably due to the treatment of the TeflonB surface 
with "active" nitrogen. The greatest value of the accommodation coefficient 
obtained in a set of seven experiments is 4.5 10-4, so the actual value E < 
4.5 10-4. Black et al.98 have obtained E = 6 10-4 that is very close to our 
value. 

3.1.5. D, DEACTIVATION ON MOLECULAR CO, CRYSTAL 
SURFACE 

Energy exchange processes between D, and CO, molecules are well 
understood in the gas phase;l12 that is why the molecular CO, crystal has 
been chosen for our purposes. It may be suggested that energy exchange 
between the D? molecule and the molecular CO, crystal will have the same 
characteristic features as in the gas phase. The measurements were carried 
out using a flow vacuum setup which is schematically shown in Figure 3.4. 
Gaseous CO, was employed for the titration. 

It has been shown p rev io~s ly~~  that in similar conditions the vibrational 
temperature of deuterium is approximately 1100 K, which corresponds to the 
occupancy of the first vibrational level, -1% of all molecules. This is also 
confirmed by measurements of vibrational distribution of hydrogen molecules 
downstream from the microwave discharge.l13 It was found that the concen- 
tration of H, (v = 1) is approximately two orders lower than the concentration 
of unexcited molecules, and H, (v = 2) concentration is two orders lower 
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FIGURE 3.4. The scheme of the flow vacuum setup for studies in deactivation of excited D, 
molecules on solid CO,: (1)  titration cell; (2) detector; (3) reactor made of tubes with different 
lengths; (4) discharge tube; ( 5 )  catalyst of atomic recombination. 

than that of H, (v = 1). So, we have dealt in our experiments mainly with 
D, molecules in the first vibrational level. 

All deactivation processes in the gas phase should be excluded to obtain 
the correct results about the surface under investigation. In our conditions the 
most effective deactivation partners of D; molecules are deuterium atoms 
and resonant molecules similar to CO,. Nevertheless, it was shown that 
deactivation of vibrationally excited D: molecules interacting with D atoms 
in the gas phase does not lead to appreciable errors in measurements.lo1 

The measured value of the D atom concentration in our experiments is 
2.6 1014 cm-9. To diminish the atomic concentration, a thin platinum wire 
was placed in the flow downstream of the discharge. This results in the 
decrease of the atomic concentration by a factor of 15 to 20. In this case, the 
effective deactivation rate constant for D atoms is k, = k[D] = 1.5 to 2 
S-' at room temperature and 0.4 S- l  at temperatures lower than 150 K, which 
is beyond the accuracy of our measurements. The freezing out of the CO, 
layer on the reactor walls was performed from CO, flow at 163 to 169 K. A 
thin solid CO, layer appeared on the walls. In the first place the accommo- 
dation coefficient was determined at a temperature of liquid nitrogen. Later 
this value was used as the reference point in the temperature dependence. 
The reactor for measurements at constant temperature consists of three U- 
form glass tubes of the same diameter, but different lengths placed in the 
Dewar vessel. The reaction order and the effective rate constant of vibra- 
tionally excited molecules were determined from the relative signal intensity. 
Because a signal variation is defined only by the difference in the tube lengths, 
the effective rate constant due to D; interaction with the CO, layer is mea- 
sured. The results obtained have shown that deactivation is of the first order 
in [D;] with the effective deactivation rate constant k,.,, = (34.2 + 5) S-'. 

Consider the diffusion processes involved in our case. At 273 K and at 
atmospheric pressure, the deuterium coefficient of self-diffusion D for non- 
excited molecules is equal to 0.84 cm2/s. For homonuclear diatomic molecules 
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the diffusion coefficient of excited molecules does not differ from that of 
nonexcited ones.Il4 In our conditions the diffusion rate constant k,, 7 14.63 
D/d2 = 1500 S-'  is many times higher than the effective deactivation rate 
constant, and, therefore, the diffusion may be neglected. The accommodation 
coefficient equals E = k,,, d/v = (4.4 + 0.5) 10-4. Check tests for different 
pressures have shown that the accommodation coefficient did not depend on 
pressure. 

Temperature dependence of the accommodation coefficient is determined 
from the concentration measurements of excited molecules, when the reactor 
is being defrozen. In the experimental temperature range, deactivation is of 
the first order. The effective rate constant and the accommodation coefficient 
are defined by equations 

where k(To) is the effective rate constant at 77 K, u(T) is a flow velocity at 
a given temperature, v(T) is a thermal velocity of molecules, and 1 is the 
reaction length. 

On increasing the reaction temperature up to 140 K, the signal increases 
that is indicative of decreasing the accommodation coefficient. The temper- 
ature dependence of the accommodation coefficient at 230 Pa, v(T,) = 6.9 
d s ,  and in the vicinity of 77 K is well described by the following empirical 
equation 

The number of different possible microscopic deactivation mechanisms 
for the molecular crystal is not large, as in the case of metals or semicon- 
ductors. There are no free electrons in the CO, molecular crystal, and exci- 
tation energies of bound electrons are much greater than the deuterium vi- 
brational quantum. So, there is no need to consider the question of energy 
transfer to electrons in the CO, crystal. 

In principle, heterogeneous deactivation of any excited molecule can occur 
in two ways. The first is the so-called impact deactivation, i.e., energy loss 
in inelastic molecular scattering at the surface. The second proceeds via 
preliminary adsorption of the deactivated particle. Then the deactivation prob- 
ability is given by 

E = (1 - s)wkP + snw, (3.29) 
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where s is the sticking coefficient, W,, and W, are deactivation probabilities 
via the impact and adsorption mechanisms, respectively, and n is the number 
of molecular vibrations in the adsorption well over a period of the adsorption 
lifetime. 

Consider the question of what channel is dominant. Experimental data 
on the sticking coefficient of deuterium on CO, surface are absent. Therefore, 
we are forced to use a simple mechanical model which is in fair agreement 
with the experimental data.115,116 The calculations have shown that the mol- 
ecular sticking probability is equal to unity, when its kinetic energy is less 
than the critical sticking energy E,, and it is equal to zero in the opposite 
case. The critical sticking energy is expressed as follows 

E,, = ~ I T ~ ( ~ / M ) ~ Q ,  exp [ - (mQ,/MQ,)112] 

where m and M are molecular and adsorbent masses, respectively, Q is the 
sublimation heat of an adsorbent (CO, in our case), and Q, is the adsorption 
heat. 

As it follows from Equation 3.30, E,, strongly depends on the mass ratio 
of an adsorbed molecule to that of adsorbent. Karlov and Shaitan117 estimated 
the critical sticking energy for deuterium on the CO, surface on the supposition 
that the deuterium physisorption heat is an average energy between the CO, 
and deuterium sublimation heats. They found E,, = 2.6 Idlmol that gives 
rise to values of the sticking coefficient in the range from 0.99 to 0.92 in the 
temperature interval 77 to 125 K. 

Thus, the impact deactivation channel can be neglected on account of 
high values of the accommodation coefficients as well as the number of 
molecular collisions with the surface in the adsorption well is much greater 
than unity. Hence, Equation 3.29 reduces to 

r = snw, exp(Q1RT) (3.31) 

where Q is the depth of the adsorption well. 
When deactivation of an excited molecule occurs through the adsorption 

state, there are three possible microscopic mechanisms of energy losses: (1) 
the transfer of molecular vibrational energy into its own translational degrees 
of freedom, (2) energy exchange with the lattice phonons, and (3) the transfer 
to the inner molecular vibrations of CO, molecules. 

Consider each of these possibilities as applied to our task, but note that 
there are, undoubtedly, systems in which one or the other of these channels 
predominates. 

To estimate the probability of vibrational energy transfer to its own trans- 
lational motion, we take advantage of the theory which has been developed 
for collision of vibrationally excited molecules with inert ones in the gas 
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phase. The Landau-Teller approach is inapplicable in this case, because the 
deuterium vibrational quantum far exceeds the molecular kinetic energy. 
Therefore, we invoke the quantum transition probability calculated by Jackson 
and Mott with the aid of the distorted wave method. Taking into account 
long-range as well as short-range interaction at low temperature, the averaged 
transition probability can be expressed in a form 

where m is the reduced mass of colliding particles, M is the reduced oscillator 
mass, hcp is the energy of vibrational quantum, and a is the depth of the 
adsorption well. 

At 100 K and for Q - 4 kJ/mol, which is typical for physisorption, the 
transition probability is -10-', which is 4 orders less than the experimental 
value of the accommodation coefficient. Thus, this mechanism is of little 
importance in D: heterogeneous deactivation on the CO, surface. 

The second mechanism is the vibrational energy exchange with CO, lattice 
phonons. The phonon spectrum of CO, crystal is well known. The frequencies 
of libration and translation vibrations are shown to be less than 150 cm-' 
using IR and Raman spectroscopy. Thus, the transition under consideration 
is a multiphonon process with a very low probability. To estimate the prob- 
ability of such a process we use experimental data on vibrationally excited 
molecular lifetimes in intergas solid matrices. Dibatt et al.'" have measured 
the lifetimes of excited CO molecules in the argon matrix and that of ammonia 
in the argon and nitrogen matrices; they are 508 and 2 ms for CO and NH,, 
respectively. The lifetime of vibrationally excited nitrogen in the argon matrix 
is -1 s.l19 This is explained by the fact that deactivation of one vibrational 
nitrogen quantum requires excitation of more than 23 lattice phonons. So, 
the molecular deactivation probability per one vibration is of the order of 
10-12, which is also absolutely inconsistent with experimental results. 

Finally, consider the transfer of D, vibrational energy to inner molecular 
CO, vibrations. The CO, molecule has the following modes: symmetric 
stretching vibration with v, = 1388 cm-', asymmetric stretching vibration 
with v, = 2349 cm-', and twice-degenerated bending mode with v, = 667 
cm-'. Therefore, deuterium deactivation can occur via two channels 

D,(v = 1) + C0,(000) + D2(v = 0) + C0,(101) - 48 cm-' 

D2(v = 1) + C02(000) + D2(v = 0) + C0,(001) + 620 cm-' 

where 48 cm-' and 620 cm-' are resonance defects. 
The first channel has been considered by Moore et al.'I2 It is the authors' 

opinion that D: vibrational energy transfers into energy of CO, asymmetric 
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stretching and bending modes, but such a transition is forbidden by selection 
rules for dipole-quadmpole interaction. In order for the probability of this 
process to be estimated, we shall use the theory developed previously for the 
gas-phase processes. Deactivation via the first channel has a negative reso- 
nance defect. We assume that the energy required for this transition is taken 
either from acoustic phonons of the solid, or is due to the transition to a lower 
level in the adsorption well for vibrations of the deuterium molecule as a 
whole. 

The latter can be treated as local vibrations of a light mass. Because the 
spectrum of such vibrations has a discrete character, it is difficult to expect 
that there is a proper level located 48 cm- l lower than the initial one. There- 
fore, the transitions of the deuterium molecule in the adsorption well as a 
whole were neglected for this channel. 

Now, suppose that the deficient energy is taken from the acoustic phonons 
in the solid.lot Assume that CO, molecular vibrations as a whole can be 
modeled by a harmonic oscillator with a frequency of 48 cm. -l  To describe 
these vibrations we take advantage of the model of radially vibrating shells. 
Suppose that the adsorbed D? molecule moves in the repulsive potential 
perpendicular to the surface in a straight line between D? and CO, molecular 
centers of mass. The Hamiltonian of the system can be written in a form 

H = Hmt + H,, + V 

where H,, is the Hamiltonian of the adsorbed molecule, H,, is the adsorbent 
Hamiltonian, and V is the interaction potential. 

The transition probability is defined in the first order of the perturbation 
theory as V. The repulsive potential between colliding molecules is given by 

where r is the distance between D, and CO, centers of mass, X, is the sum 
of displacement projections of the k" deuterium atom and 1" CO, atom onto 
the surface normal, X is the projection of CO, displacement as a whole onto 
the surface normal, and a is a parameter. CO, motion as a whole is described 
by the harmonic wave functions, and D, molecular motion by quasiclassic 
wave functions of translational motion. 

It has been shownto1 that for the parallel orientation of the CO, axis with 
respect to the surface normal, the collision does not give rise to the desired 
transition since in this case the excitation of CO, deformation modes is for- 
bidden. In a similar manner, the perpendicular orientation is also ineffective 
because the valence mode of excitation is forbidden. 

Taking into account that CO, molecules can occupy only the first vibra- 
tional level owing to low temperatures, the transition probability can be written 
in a form 
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2~ mE 
W = -- 2 a?i2 e x ~ [  - fio(COJ/k,T] 

fi2 4nfia2 2pho(C02) 1 - exp [ - fio(CO,)lk,T] 
(3.35) 

where ti = fL(2pih v ~ ) - ' / ~ ,  pi is the reduced mass of the i" mode, vi is the 
frequency of the mode, 4 is connected with the reduced mass of D, molecule, 
5, is connected with the reduced mass of CO, molecule for bending vibrations, c3 is the same parameter for asymmetric stretching vibrations, p is the CO, 
molecular mass, o(C0,) is the vibrational frequency of CO, molecule as a 
whole, and E is the mean translational energy of the deuterium molecule 
which is assumed to be equal to k,T in estimations. 

Because fLw(C0,) < k,T, we can expand the exponential terms in Equa- 
tion 3.35 into a series. On substitution of numerical values of parameters for 
the conditions in our experiment, we have 

Substituting Equation 3.36 into Equation 3.3 1, we obtain 

Let us fit the a value and the depth of the adsorption well in such a way 
as to give the closest approach to the observed E value and to its temperature 
dependence. The Q value of 1.5 kJ/mol is necessary to agree with the ex- 
perimental temperature dependence, and a = 109 cm- ' is required to coincide 
with the observed E value. Such an a value far exceeds the usual magnitudes 
of repulsion parameters. For reasonable a values the accommodation co- 
efficients are much lower than those obtained experimentally, so this mech- 
anism is unlikely. 

The second deactivation channel includes the transfer of deuterium energy 
to the asymmetric stretching mode of CO,, the resonance deficient energy 
being transferred to rotational and translational degrees of freedom of the D, 
molecule. When the resonance deficient energy is transferred to D, transla- 
tional motion, the transition probability can be defined in the framework of 
the above model. For a single collision with the CO, molecule we may write 

where S,, is the transition matrix element between the inner D, molecular 
vibrations and CO, asymmetric stretching mode, and < U(r) > is a nondi- 
agonal transition matrix element between wave functions of the translational 
motion. The transition matrix between wave functions of translational motion 
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has been found even in the works of Jackson and Mott.I2O Using the above 
expression for the transition probability, the accommodation coefficient is 
foundlO' to be on the order of 10-6, which is also far less than the experimental 
value. So this mechanism is unlikely as well. 

Winter121 has measured experimentally the probability of vibrational en- 
ergy exchange in gaseous mixtures of CO, and D,. It turned out that below 
500 K the exchange probability drops with increasing temperature. This de- 
pendence cannot be understood in the framework of only short-range expo- 
nential repulsion interaction. Sharma and BrauIz2 have shown that only long- 
range multipole interaction enables us to obtain the correct explanation of the 
experimental temperature dependence. 

Temperature decrease results in increasing importance of long-range forces 
and cannot, therefore, be ignored in our case, when the temperature is close 
to that of liquid nitrogen. The theory of vibrational-rotational transitions for 
long-range interactions has been developed by Sharma and Brad2' for the 
dipole-dipole interactions and by Cross and GordonlZ3 for dipole-quadrupole 
ones. In particular, atomic resonant exchange processes have been regarded. 
For example, the resonance deficiency for vibrational quantum transfer from 
the N, to the CO, molecule is only 18 cm-', which is much less than the 
translational energies of the molecules involved. This enables us to treat the 
translational motion classically. The probability of vibrational-rotational tran- 
sition has been calculated to the first order of the perturbation theory. An 
excellent agreement with the experimental results has been found. Ro~enshtein*~ 
revealed the quasiresonant vibrational energy exchange between D, and CO, 
in the gas phase; it was accompanied by simultaneous D, excitation from the 
4" to the 6" rotational level. 

If the adsorption potential for the deuterium molecule has the form of a 
wide potential well in which transitions occur due to the dipole-quadrupole 
interaction without overlapping the electron wave functions, we may think 
of the deuterium molecule as being freely rotating. It is well known that 
rotational-translational (R-T) energy exchange in molecular collisions occurs 
with a probability close to unity. This enables us to believe that the distribution 
over rotational levels is in equilibrium. At a low temperature corresponding 
to the conditions of our experiments, the ground and the first vibrational levels 
are occupied in the main. Therefore, the vibrational energy transition from 
the deuterium to the CO, molecule will occur with a very large resonance 
deficiency on the order of hundreds of inverse centimeters. Because deuterium 
molecules are physisorbed on the CO, surface, the binding energy is sub- 
stantially less than that released in the exchange process. Thus, it will be 
transferred into the translational motion of the adsorbed molecule rather than 
into lattice phonons because their characteristic frequencies are substantially 
lower than the resonance deficiency. 

The transition probability has been calculated to the first order of the 
perturbation theory. Quasiclassic wave functions were used for description 
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of the relative deuterium motion as a whole. It was also assumed that molecular 
vibrations and rotations are not related to each other energetically. The in- 
teraction potential has been expanded in a series of multipole terms, since 
the long-range forces manifest themselves beyond the overlapping region of 
molecular electron clouds. A comprehensive description is given elsewhere. lZ5 

On calculating the transitions matrix elements and summing over initial ro- 
tational states, we obtain the transition probability in the following form 

Here c is a constant of the order of unity, m is the deuterium molecular mass, 
a is the parameter of the Morse potential, r, is the closest distance between 
the molecules, < Q > are multipole matrix elements, n(Aj) is the statistical 
weight of initial rotational states, and Aj is the energy transferred motion. 

Substituting the value of the total transition probability into Equation 
3.31, we find that the absolute value and the temperature dependence of the 
accommodation coefficient are defined by the parameters a, Q, and r, . Fitting 
these parameters on the basis of the literature data, we can obtain a reasonable 
agreement with the experimental accommodation coefficient. 

The equilibrium distance r, is unknown in this case, but it would be 
reasonable to suggest that it is of the order of equilibrium spacing in molecular 
crystals, i.e., 0.2 to 0.3 nm. If the a value of 4 108 cm-' is chosen, the 
adsorption well depth is about 3.7 kllmol, which is close to the value of 
Karlov and Shaitan. 'l7 The r, value is equal to 0.15 nm, and the adsorption 
well depth is -6.3 kJImol which is in a good agreement with the experiment. 
Clearly, it is this mechanism that is responsible for the deactivation of deu- 
terium vibrational energy on the CO, molecular crystal. 

It is interesting to note that the realization of this mechanism enables us 
to separate vibrationally excited molecules from nonexcited ones, since at 
low temperatures when only the lowest rotational levels of the adsorbed 



Heterogeneous Deactivation of Excited Molecules 55 

molecule are excited, the energy released in the deactivation process is trans- 
ferred mainly to the translational motion of the adsorbate. Hence, the dominant 
desorption of vibrationally excited molecules must be observed at low tem- 
peratures, and we get a novel method of isotope separation. 

3.2. HETEROGENEOUS DEACTIVATION OF 
ELECTRONICALLY EXCITED PARTICLES 

Interest in questions related to the reactivity of electronically excited 
molecules is not accidental. It is induced by studies in selective photochemical 
reactions, processes in the discharge, in gas lasers, and investigations in the 
chemistry of the atmosphere and others. In particular, it is known that the 
reactivity of electronically excited atoms of carbon, oxygen, sulfur, etc. and 
radicals differ strongly from their reactivity in the ground state. 

The causes of the enhanced reactivity of excited particles will not be 
discussed here. Commonly, the excited electron and the electron remaining 
in the ground orbital are not already paired, so an excited molecule can 
participate in radical reactions. This excited electron has a weak energy with 
the nuclei and occupies a larger spatial region; as a consequence, it can be 
readily broken loose. The energy of electronically excited molecules can 
transfer the kinetic energy of heavy nuclei in the course of reaction (the 
nonadiabatic transition), which is why the activation energy of the process 
can be significantly lowered. The Woodword-Hoffmann rules for the orbital 
symmetry are the ones most used in the theory of molecular reactivity. For 
"allowed" reactions the ground states of reagents and reaction products must 
correlate with each other in symmetry. If the reagent ground state correlates 
with the excited state of the product, such a reaction is said to be "forbidden", 
i.e., it has a large energetic barrier. It is clear that electronic excitation of 
the reagent can remove this restriction, and the reaction can easily occur. A 
large number of papers have been devoted to the chemiluminescent phenomena 
arising in exothermic reactions.lZ6 At present, chemiluminiscence is a pow- 
erful investigational tool to study kinetics of different processes as well as 
for the reactivity and structure of reagent components. Radiation has been 
observed in a number of catalytic reactions such as hydrogen and methanol 
oxidation, NzO decomposition, etc. lZ7 The appearance of electronically ex- 
cited molecules was found in heterogeneous atomic recombina t i~n , '~~- '~~  ad- 
sorboluminiscence,'3L nonequilibrium surface conducti~ity, '~~ electron emis- 
~ i o n , ' ~ ~  electron-hole pair injection,132 and others. Studies of the reactivity of 
electronically excited molecules in adsorption and catalysis are still in the 
early stages. 

There is an urgent need to understand the energy-exchange mechanism 
between electronically excited particles and the solid surface, since it plays 
an important part partially in all previously mentioned processes. At the 
present time, the data on the accommodation coefficients of electronic energy 
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are few in number and extremely scattered. Also, the studies in heterogeneous 
relaxation of electronically excited particles are very individual as to the 
generation and registration methods. This, in turn, requires a separate ap- 
proach for each case. 

Heterogeneous deactivation of electronically excited particles is also of 
practical use in the problems of thermal protection of space aircrafts, ther- 
monuclear reactions, etc. Such a situation, when the necessary data are prac- 
tically absent, is partially the result of severe experimental difficulties. It is 
well known that the radiation lifetimes of electronically excited molecules for 
dipole transitions are of the order of 10-' to lOP9 S. Therefore, none of the 
methods described in Section 3.1 for vibrational energy exchange are appli- 
cable in the case of electronically excited molecules. In the case of forbidden 
transitions, the lifetimes of electronically excited states are much longer; for 
example, the lifetime of singlet oxygen 02('Ag) is of the order of 1 h. Long 
lifetimes of the metastable states enable us to use simple and accurate flow 
methods for studies in their heterogeneous deactivation, but a special regis- 
tration technique is required in each individual case because the application 
of direct spectroscopic methods often present problems. 

We have studied the heterogeneous deactivation of Ar(3P0,2), N2(A3C:), 
and 02('Ag).134-'38 The choice of these particles was governed by the following 
reasons. First, all of them are metastable with long radiation lifetimes 
r , ( e  = 1.3 S, p r  = 10 S, rp2 = 4000 S). Second, electronically excited 
argon, nitrogen, and oxygen all together cover a rather wide energy range 
from l eV for oxygen to 11.5 eV for argon which may by of importance in 
further investigations of different microscopic mechanisms. Finally, elec- 
tronically excited nitrogen and oxygen are of significant interest for chemists 
in the area of catalysis, chemistry of the atmosphere, and laser engineering. 

3.2.1. Ar(3P,,2) QUENCHING ON QUARTZ 
Heterogeneous deactivation of metastable Ar(3Po,2) with the excitation 

energy 11.5 eV has received the most study on glass. Futcho and C r a ~ t ' ~ ~  
and Wieme and Wieme-Lenaerts14' have investigated Ar(3P0,2) heterogeneous 
quenching on the walls of a discharge tube. This method is the most used, 
but has an important disadvantage connected with the possible treatment of 
walls by discharge products. For instance, Slovetsky and Todesaite14' have 
shown that the discharge treatment results in increasing heterogeneous re- 
combination rate of nitrogen atoms. 

Kolts and S e t ~ e r ' ~ ~  have applied the technique without this disadvantage 
because excited argon atoms are removed from the discharge region by the 
flow. The method of photon resonance absorption was used to detect excited 
argon 3P0,2 atoms. For this purpose a set of optical windows was disposed 
along the reactor tube, so the temperature range of measured accommodation 
coefficient was rather narrow. 
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FIGURE 3.5. The scheme of the flow setup for studies of the deactivation of electronically 
excited Ar and N,: (1) the system of sylphones; (2) sealing ring; (3) discharge electrodes; 
(4) reactor; (5) registration cell; (6) spectrometer; (7) photoelectron multiplier. 

We suggest a new research method that differs from ones developed 
earlier. It enables us to lower a gas pressure significantly and to separate the 
process of heterogeneous deactivation in the pure state. 

The flow setup for studies of deactivation of electronically excited mol- 
ecules is shown in Figure 3.5. The detection of metastable argon atoms has 
been carried out using optical titration by nitrogen molecules, a small amount 
of which (10-' to 1 Pa) was introduced into the registration cell. The direct 
registration of argon atoms is hindered because of measurement difficulties 
in the vacuum UV region. 

The process of optical titration was described by Kolts et They 
included two stages (see also Section 3.2.2) 

N,(C3H,) ---+ N2(B3n,) + hv (2 + - band system) 

Under our conditions the radiation intensity of the second positive band 
system of molecular nitrogen is proportional to the concentration of metastable 
argon atoms 3P0.2 in the registration cell. The radiation of the second positive 
band system N2(C+B) in the interval 300 to 400 nrn is shown in Figure 3.6. 
The spectrum shape was found to be independent of Ar(3Po,2) concentration; 
therefore, any line may serve for registration. We have chosen the strongest 
line in the band N2(C+-B). 

Deactivation kinetics of metastable argon on quartz at 300 K has been in 
a very wide concentration range, which spanned approximately 5 orders of 
magnitude. The logarithm of relative intensity of the NZ radiation band (X = 
337 nm) vs. the contact time (i.e., the time it takes for a given volume of 
the gas to be driven through the reactor). It is seen from Figure 3.7 that 
Ar(3P0,2) deactivation is the first-order process. 
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FIGURE 3.6. Radiation spectrum of the second positive N, band system that is observed in 
the registration cell. 

FIGURE 3.7. Kinetic curves of Ar(P,) deactivation at different pressures (Pa): (1) 500; 
(2) 90; (3) 150; (4) 500; (5) 280. 

All experiments were carried out in such a way that the minimal distance 
from the source of metastable argon to the registration cell were longer than 
the characteristic length L required for the Poiseuille velocity profile to reach 
the steady state. The L value has been calculated according to the formula 
L = 0.24 rRe, where r is the reactor radius and Re the Reynolds number. 

Bray et have analyzed the processes in a flow cylinder reactor in 
terms of heterogeneous deactivation of excited particles on the reactor walls 
in the diffusion region and first-order homogeneous deactivation. If the 
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FIGURE 3.8. The rate constant of Ar(P,) deactivation as a function of argon pressure (points 
refer to experimental values; solid line is the calculation from Equation 3.39 with the obtained 
rate constants). 

longitudinal diffusion is disregarded, the dependence of relative concentration 
of excited particles vs. the contact time may by written in the forms5 

where r is the reactor radius, D* is the diffusion coefficient of Ar(3Po,,) atoms 
in argon, khom is the effective rate constant of homogeneous deactivation, and 
n is the concentration of excited particles. 

Taking into account collisions of Ar('P,,) with one and two ground-state 
('S,) argon atoms, the effective rate constant of the homogeneous deactivation 
can be written in the form134 

where klhorn and k2,, are the rate constant for binary and triple collision, 
respectively; P is the argon gas pressure; and T, is the radiation lifetime of 
metastable argon. 

The effective deactivation rate constant as a function of argon pressure 
in the reactor is shown in Figure 3.8. Taking into account Equations 3.38 
and 3.39, we obtain the following values of rate constants: D* = (45 + 3) 
cm2/s at 130 Pa, klhOm = (2.8 2 0.4) 10-l5 cm3/s, kZhom = (1.9 + 0.4) 
10-32 cm6/s. These results agree well with those of other authors. Koltz and 
S e t ~ e r ' ~ ~  showed that the output concentration of Ar(3P0) comes to only 
10 + 15% of the Ar(3P2) concentration. Since the rate constants of Ar(3P,) 
and Ar(3P,) are of the same order on the quartz surface, it would be reasonable 
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to suppose that the main contribution to the signal intensity is made by Ar(3P,). 
Therefore, the obtained binary and triple rate constants as well as the diffusion 
coefficient D: and the accommodation coefficient E of argon on the quartz 
surface refer to the metastable atoms in the 3P2 state. 

For the purpose of further calculating the accommodation coefficient of 
electronically excited Ar(3P0,,), let us use the approximate formula of Frank- 
Kamenetsky for "series-resistors" : 

1 1 1 = - + -  
h e t  h kdiff 

The value of the accommodation coefficient E calculated from Equation 
3.40 taking into account the possible experimental error is E > 0.4. This 
result agrees with the experimental data of Allision et al.'" on molecular 
beam scattering. These authors have found that the reflection probability of 
Ar(3P0,2) from the glass surface is -0.03. For such E values the process 
proceeds in the diffusion region and does not depend on the surface by 
discharge products. 

Note that the value of the diffusion coefficient D* obtained in our ex- 
periments and in other works (see Table 3.2) differs from the self-diffusion 
coefficient of argon. The usual way to determine the diffusion coefficient of 
excited particles is as follows. It is suggested that the accommodation coef- 
ficient E = 1 should be used allowing us to calculate the diffusion coefficient. 
What actually happens is that the E value may significantly differ from unity, 
while the deactivation rate constant remains diffusive. This may result in a 
large error in E and D* values. Therefore, the theoretical estimation of D: is 
of interest. 

A small D: value seems to be connected with the resonance excitation 
transfer between Ar(3P2) and Ar('S,). It counts in favor of this suggestion as 
well that the diffusion coefficient estimated using reasonable gas-kinetic 
pararnetersl4' (with exchange repulsion taken into account) far exceeds the 
experimentally measured value. Palkina et al.'45 in their theoretical estimations 
of D: also arrived at a value corresponding to the upper bound of the ex- 
perimental spread. We calculated the diffusion coefficient in the framework 
of the asymptotic meth~d. '"~ Account has been taken of the A term splitting 
the even and odd states which is due to the excited electron in Ar(3P2); hence, 
no differentiation has been made between the terms with Cl = 0, 1, and 2, 
where R is the projection of the total angular momentum onto the molecular 
axis. The following expression has been derived for the A-term electron wave 
functions using Ar('S,) and A@P2) parameters 

A = 0.44 R3.8&1 (1 - 2.24 R-') exp( - 1.625R) (3.41) 

where R is the distance between Ar atoms in atomic units. 
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It was shown previously that if double the cross-section of the excitation 
transfer exceeds the cross-section of diffusive elastic scattering, the diffusion 
coefficient should be substituted by twice the value of the excitation-transfer 
cross-section, i.e., 2u,., . Because the distance of the excitation transfer is 
greater than the gas-kinetic molecular size, the trajectory distortions due to 
atomic interactions can be neglected. As a result, we obtain147 

where R, is determined by the equation 

where v,, is the relative velocity of the atoms and y = 1.625. 
Since R, has a weak logarithmic dependence on the relative velocity v,,, 

it is a common practice to substitute the value v,, = t / e  in U,.,, 
instead of averaging over the Maxwell distribution. As a result, we obtain 
2ue,,. = 1.2 10-l4 cm2 at 300 K. The value of the diffusion coefficient is 
43 cm2/s at 133 Pa. The exchange repulsion gives rise to approximately 10% 
decrease in U,.,, and increases D: value corresponding to 48 cm2/s. The calcu- 
lated value of the diffusion coefficient of 9P2 electronically excited argon atoms 
in gaseous argon is in good agreement with the experimental re~u1ts . l~~  We 
have ~a lcu la ted '~~ the diffusion coefficient of all inert atoms in (~P~)~P , , ,  and 
S,'912 states in their own gases. The experimental and theoretical results are 
compiled in Table 3.3. 

As was previously intimated, the heterogeneous microscopic deactivation 
mechanisms of electronically excited particles are presently unknown except 
for the heterogeneous deactivation of metastable atoms on metal surfaces. It 
is known that their energy can result in the electron emission from the metal. 
Note that the excitation energy in this case must be greater than the metal 
work function. It is a common rule for metastable atoms of inert gases, but 
it is not necessary for other electronically excited particles, for instance, for 
singlet oxygen. Deactivation mechanisms on nonmetals are absent from all. 

We suppose three possible channels for argon 3P2 deactivation on quartz. 
The first is connected with the energy transfer from argon to excitons. It was 
shown14' that excitons in quartz are responsible for the absorption in the 
region -1 1.6 eV that is very close to the 3P2 argon energy. Excitons appear 
due to the oxygen excitation in SiO, from the ground p,,-orbital localized in 
Si-0-Si plane and directed normally to the Si-Si axis, into the 3s orbital. 

The second possible channel of AI-(~P,) deactivation on quartz is connected 
with a small energy splitting between 3P2 and 3P1 states, because the transition 
allowed from the last to the ground state is possible. It should be emphasized 
that for physisorption an effective 3P2 and 3P1 mixing is possible; hence, this 
deactivation channel is one of the most probable. 
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TABLE 3.3 
The Diffusion Coefficients (in cm2/s) of 

Excited Inert Atoms X in Their Own Gases 
at 133 Pa 

T (K) Ne AT Kr Xe 

The third deactivation channel is connected with a high excitation energy 
of the Ar atom. This energy is sufficient for the rupture of practically any 
chemical bound; thus, a "chemical" way for Ar(3P2) deactivation becomes 
possible. Recently, the dissociative methane chemisorption on Ni(1 l l )  upon 
bombardment by translationally excited argon, has been found149 (for details 
see Section 4.2). 

In general, all three deactivation channels can probably occur. Unfortu- 
nately, at present there are no detailed theoretical estimations for different 
mechanisms nor experimental data sufficient for unambiguous identification 
of a certain microscopic deactivation mechanism. 

3.2.2. N,(A3Z:) QUENCHING ON QUARTZ AND NICKEL 
The processes involving atomic and molecular nitrogen in different elec- 

tronic states are of partial interest for the study of nonequilibrium processes 
and especially for the chemistry of the upper atmosphere. Lin and Kaufmanlso 
have found that the reaction N(2D) + 0, + NO + 0 is the source of NO 
molecules in the upper atmospheric layers. A lot of work is devoted to 
investigation of the so-called "active" nitrogen, i.e., one passed through a 
discharge.15' Atomic nitrogen recombination is accompanied by a yellow 
radiation and is due mainly to the selective population of vibrational levels 
with 0 S v S 12 of the first positive band system: N2(B3n, + A's:). 
Nitrogen potential terms are given in Figure 3.9. Campbell and T r ~ s h ' ~ ~  
proposed the mechanism of nitrogen fluorescence on the basis of a thorough 
study of B3H, + A32,' radiation transition and literature analysis. They found 
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FIGURE 3.9. Potential energy terms of N, molecule. 

that the excited state is populated as a result of the third-order recombination 
reaction. 

The study of N2(A3Z:) reactivity is of considerable importance, since 
this state has a sufficiently long lifetime of the order of 2 t 3 s.153.154 AS 
early as 1960, Harteck et al.128.129 revealed the formation of electronically 
excited nitrogen molecules in heterogeneous atomic recombination on a num- 
ber of metal surfaces: Ni, Ag, CO, and Cu. These authors suggested also the 
possible radiation mechanisms. 

We have repeatedly examined these reactions for a wider set of objects. 
In particular, in collaboration with Tabachnik15' it was found that N2(A3Z:) 
formation occurs on Ni, Cu, and Ag surfaces but not on MO and W. This 
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most likely is connected with easy production of tightly bound surface nitride 
layer on MO and W. Note that, in principle, the formation of electronically 
excited nitrogen is very sensitive to the experimental conditions and that the 
reproducibility of the results is poor even on Ni surface, which is the most 
powerful N,(A3C,+) source. 

At present it is quite unclear why electronically excited molecules appear 
on certain surfaces. It is assumed that if the heat released in the exothermic 
process of heterogeneous atomic recombination is enough to create a molecule 
in the electronically excited state, the molecular yield is determined by the 
atomic recombination rate and the molecular lifetime on the surface or by 
their deactivation rate. 

There are two research groups working in the field of N2(A3C,+) heter- 
ogeneous deactivation. Vidaud et have measured the accommodation 
coefficients of N,(A32,+) on PyrexB and platinum surfaces: E,,, = 3 lOP5 
and = 3 10-3. Setser et al. ,'58.159 in contrast to these results, have drawn 
a conclusion that the N2(A3Z:) accommodation coefficient is always close 
to unity, as was evident from their studies on a number of surfaces. 

Such a severe disagreement between the two groups of results stimulated 
our activity in reexamining this problem using a new method. Experiments 
were performed using the flow setup shown in Figure 3.5. The argon flow 
passes through the discharge of direct current that serves as a source of argon 
atoms excited in the 3P0, states. Nitrogen is mixed to argon at the output of 
the discharge tube. Argon 3P0,2 atoms transfer the energy to nitrogen molecules 
and excite them into the C311, state. The metastable nitrogen molecules appear 
as a result of a set of allowed radiation transitions: C311, -, B311, + A3Z,+. 
Since the cross-section of the argon deactivation by nitrogen molecules is 
almost gas k i n e t i ~ , ' ~ ~ . ' ~ ~  and the radiation lifetimes are short, it would be 
reasonable to suppose that N2(A3Z,') molecules are formed in the vicinity of 
the discharge tube. A thin capillary 2.5 mm in diameter and 3 cm in length 
at the end of the discharge tube keeps the nitrogen molecules from entering 
the discharge region due to the back diffusion. 

Experiments were carried out in the pressure interval 100 to 800 Pa, and 
the ratio between nitrogen and argon rates of flow was varied from 0.1 to 
0.3. The direct voltage supplied to the discharge electrodes was equal to 250 
V, and the discharge current in argon was 0.6 mA. Contrary to the methods 
of Setser and Vidaud, a moving discharge source was applied to enhance the 
detection sensitivity. The metastable nitrogen concentration was measured 
using the exchange-luminescence connected with the excitation energy trans- 
fer from N2(A32,,+) to NO molecules. The latter were introduced in small 
proportion (with a partial pressure -1 Pa) immediately in the registration 
cell. The processes occurring in the optical titration are described by the 
following scheme 

N2(A3 x:),=o,l + NO(X211) --, N2(X1 C:) + NO(A2 E + )  

NO(A2 C + )  ---, NO(X2n) + hv (y-transition, 200 to 300 nm) 
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FIGURE 3.10. Energy levels of Ar, N,, and NO. 

The scheme of argon, nitrogen, and NO levels is demonstrated in Figure 
3.10. 

Because the cross-section of N,(A3C:) deactivation by NO molecules is 
close to gas kinetic,'43 and the radiation time of y-transition is short, the y- 
transition intensity may be thought of as being proportional to the concen- 
tration of metastable nitrogen molecules. The radiation spectrum of NO y- 
transitions is represented in Figure 3.11. In the range 200 to 300 nm it was 
registered using spectrometer MDR-3 and photomultiplier FEU-39. It was 
found experimentally that the radiation spectrum of y-transition did not depend 
on the N2(A3C,') concentration, so the most intense transition was chosen for 
the registration of metastable nitrogen 

Figure 3.12 represents the logarithm of the absolute signal intensity at 
A = 247 nm, characterizing the concentration of metastable nitrogen as a 
funption of distance between the discharge tube and the registration cell for 
different pressures and flow velocities. There are two distinct regions with 
the different N,(A32,,') deactivation kinetics. Consider the region of signal 
intensities located above the n* value in Figure 3.12. The intensity of the 
registered signal (A = 247 nm) vs. the contact time of N2(A3Z,') molecules 
in the reactor is represented in Figure 3.13. The contact time is given by 
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FIGURE 3.11. Radiation spectrum of NO y-transition. 

FIGURE 3.12. Kinetic curves of N,(A3Z:) deactivation in the quartz reactor: (1) 150 Pa, 
U = 2.1 d s ;  (2) 140 Pa, U = 8.4 d s ;  (3) 150 Pa, U = 9.4 d s ;  (4) 140 Pa, U = 17 d s ;  
(5) 550 Pa, U = 4.9 d s ;  (6) l100 Pa, U = 2.2 d s .  

t = Yv, where X is the distance from the source of metastable molecules to 
the registration cell, and v is the gas velocity averaged over the flow cross- 
section. It is seen that in a wide concentration region ranging over three 
orders, N,(A3Z,+) deactivation obeys the first-order law. The effective rate 
constant h, vs. the total argon and nitrogen pressure P is represented in Figure 
3.14. The heterogeneous deactivation of metastable nitrogen occurs in the 
diffusion regime, because the effective deactivation rate constant is indepen- 
dent of the flow velocity. The value D* = (154 & 6) cm2/s at 133 Pa has 
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FIGURE 3.13. Logarithmic dependence of the relative signal (A = 247nm) intensity on the 
time of N2(A3x:) residence in the reactor for lg 2 n*: (1) 1.4 1ff Pa; (2) 5.5 102 Pa; (3) 11  
1ff Pa. 

FIGURE 3.14. Effective rate constant of N2(A3X=) as a function of P-'. 

been derived from the dependence k, on P-'.  estimation^'^' show that the 
longitudinal diffusion can be neglected under our conditions. This fact is 
supported by the absence of h, dependence on the flow velocity at 
P = 1.4102 Pa within the limits of experimental error. 

In the concentration region below n* (see Figure 3.12), the value of the 
effective deactivation rate constant turned out to be -21 S-' at P = 150 Pa 
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and v = 2.1 mls. Suppose that the homogeneous deactivation can be dis- 
regarded in this region. Then the accommodation coefficient can be derived 
from 

where V is the mean thermal molecular velocity, r is the reactor radius, and 
n and no are the concentrations of excited particles. The E value was found 
to be 7 10-4. 

Let us discuss the obtained E value. In the first region, where n > n*, 
in a wide concentration interval of the metastable nitrogen, is linearly de- 
pendent on P-' and our calculated N,(A3Z:) diffusion coefficient k f f ,  co- 
incides with that obtained by Wright and Winkler.ls1 As expected, the cal- 
culated D: value agrees well with the N2(X1Z,') diffusion coefficient in 
nitrogen and argon in the temperature interval from 77 to 500 K. The D: 
value can be calculated from the results of Wright and Winklerlsl as well. 
The value obtained coincides with ours provided that k, - rr2,  the I3 values 
in two works differ by a factor of 2. The gaseous N2(A31;:) deactivation rate 
constants for collisions with 0, and NO obtained in our work in collaboration 
with Tabachnik are in a good agreement with the literature data.lS4 

All above-mentioned facts bear witness to the reality of the first region; 
hence, for n > n* the heterogeneous deactivation of metastable nitrogen may 
be considered as occurring with the diffusion rate constant in agreement with 
the results by Setser et al. lS8,ls9 The estimation of the accommodation coef- 
ficient from the formula (Equation 3.44) within the limits of the experimental 
error gives a value E > 0.5. 

In the second region, where n < n*, if the effective deactivation rate 
constant remained the same, a tenfold decrease of the flow velocity would 
result in a drop of 19 orders of magnitude of the radiation intensity. Actually, 
it decreases approximately 100-fold. At N2(A3Z:) concentrations lower than 
n*, the deactivation rate constant drops with decreasing the concentration and 
reaches a value of 21 S- '  under our experimental conditions. The latter value 
corresponds to E = 7 10-4, which agrees well with the results by Vidaud et 
al.'56.'57 Note that homogeneous processes may also contribute to the value 
of k,,; then E S ;  7 - 10-4, and even better agreement is achieved. 

Let us estimate now the maximum concentration of metastable nitrogen 
and the critical value of n* in our conditions. With a knowledge of the 
deactivation rate constant for gaseous interaction between two N2(A32:) 
molecules [k = 2.6 . 10-'O cm3/(molecules . s)],16' and assuming the con- 
tribution of this process to be 5% below the total value of kff at P = 100 
Pa, which is in the limits of experimental error, we may evaluate the maximum 
concentration in these conditions. It was found that n,,- S 10'' cm-3 
in agreement with the experimental value of Setser et al. under similar con- 
ditions. From Figure 3.12 at P = 100 Pa we find that n*' 108 cm-3. 
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FIGURE 3.15. 0, terms (S-R, Schumann-Runge bands; H, Hertzberg bands; A-A, atmospheric 
bands). 

The results obtained on the quartz surface appear to be similar to those 
of nickel. The accommodation coefficient on Ni is E = 5 10-4. This result 
is not surprising because the nickel surface is oxidized and behaves in a 
similar way. 

We considered a number of possible deactivation mechanisms leading to 
the N2(A3C,+) concentration dependen~e. '~~ All of them are to a large extent 
hypothetical. Therefore, we will not discuss them here. We can only state 
that at present the surface deactivation mechanism of electronically excited 
nitrogen molecules remains unclear, and further research activity is needed 
in this field. 

3.2.3. QUENCHING OF SINGLET OXYGEN 
The term "singlet oxygen" usually refers to two metastable forms: a' A, 

and blZ,+. The ground state is 3C,. The O,(lA,) electron energy is 0.977 eV, 
and its lifetime is 64.4 min.162 The second state 'C,+ with the energy 1.62 
eV has a lifetime of 12 s . ' ~ ~  Oxygen potential terms are presented in Figure 
3.15. The band system responsible for the transition alAg -+ X3Z; is called 
the atmospheric band. 

Extremely long lifetimes of these states make possible the detailed in- 
vestigation of the singlet oxygen reactivity. A lot of work was devoted to its 
reactivity in gas, liquid, and solid  phase^.^^.^^^ The deactivation of singlet 
oxygen in the gas phase along with the exchange processes with molecules 
capable of light i r rad ia t i~nl~~ have been much studied. In particular, energy 
exchange between singlet oxygen and iodine provides the basis for creation 
of the so-called iodine laser. 
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Heterogeneous catalytic processes involving singlet oxygen are less well 
understood. There is experimental evidence of its reactions with multiatomic 
organic molecules adsorbed on silica gel.'67 The generation of singlet oxy- 
gen has been observed in the processes involving complex catalysts.16' 
Vladimirova et observed the enhanced adsorption effect for singlet 
oxygen on MgO. 

In 1973, we suggested that electronically excited oxygen plays, possibly, 
an important role in catalytic oxidation reactions.170 Oxygen has sufficiently 
high reactivity, but little is known about reactions of singlet oxygen in catalytic 
and adsorption processes. In connection with this fact there is a need to learn 
how to distinguish between reaction and deactivation interaction channels on 
the surface. A knowledge of heterogeneous deactivation of singlet oxygen is 
urgently required, because these processes are poorly understood. Neverthe- 
less, some information is available in connection with investigations of gas- 
phase reactions involving singlet oxygen. The accommodation coefficients 
of O,('A,) deactivation on glass,  pyre^@,'^'-'^^ stainless clean and 
with adsorbed HCl layer gold'76 have been measured. There are also qualitative 
data on singlet oxygen deactivation at the surfaces of platinum, iron, nickel, 
silver, and copper. 17' 

We have carried out a detailed study of O,('A,) accommodation coeffi- 
cients on a number of surfaces including studies on temperature and pressure 
dependence, influence of different adsorbed layers, as well as the study of 
singlet oxygen deactivation in the course of catalytic reaction.17' 

The main problem in investigations of heterogeneous deactivation of 
singlet oxygen is connected with the measurement of its concentration. Be- 
cause the lifetime of the allowed electron transitions is typically of the order 
1OP6 + 10-a S, whereas the lifetime of singlet oxygen is of the order of 
4000 S, the intensity of the 'A, + x3Z; transition is 10 to 12 orders weaker 
than usually. 

O,('A,) registration has been carried out using different methods such as 
thermal probing,'79 ESR spectroscopy,lsO photoelectron spectros~opy,'~~ and 
photoionization methods.lsl It should be mentioned that all methods, apart 
from their weak sensitivity, are extremely complex, as applied to the study 
of heterogeneous deactivation of singlet oxygen. 

Photometry of the transition 'A,(v = 0) -, X3C; (V = 0) is the most 
direct, but not the most sensitive, method of singlet oxygen detection. It is 
this method that has been used in our studies. 

As has already been mentioned, both 'A, and 'C,+ metastable states are 
called "singlet oxygen". Thanks to sufficient intensity of the radiation tran- 
sition '2: + X3C; there are no severe difficulties in detecting this state. 
Besides, there is little probability, especially at high pressures, of binary 
collisions between two molecules in 'A, states that result in light irradiation 
in the regions 634 and 703 nm according to the scheme: 
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FIGURE 3.16. The scheme of the experimental setup for studies of singlet oxygen deactivation: 
(1) sample under study; (2) oven; (3) equipment for deposition of Pt film; (4) manometers; 
(5) registration block; (6) registration cell; (7) mass spectrometer; (8) microwave discharge; 
(9) tube made of molybdenum foil. 

This method is also used for registration of singlet oxygen. The microwave 
discharge is a common source of singlet oxygen. Discharge products contain 
approximately 10% 02('Ag) and 0.1 % 02('Z: ). From this point onward we 
take the term "singlet oxygen" to mean only the 'A, state. 

The flow setup used in our experiments is sketched in Figure 3.16. The 
flow velocity was varied from 1 to 5 m/s. High-purity oxygen at 66 to 930 
Pa was drawn through the discharge tube (8) which served as a source of 
02('Ag). A considerable number of oxygen atoms were also generated by 
discharge. To decrease the concentration of atoms without appreciably de- 
creasing singlet oxygen, inserts in a form of cylindric tubes from different 
metals were tested. It was found that the molybdenum-foil insert (9) lowers 
the concentration of oxygen atoms approximately tenfold, whereas the singlet 
oxygen concentration remains practically unchanged. Atomic concentration 
was measured by NO optical titration in the registration cell (6). Yellow- 
green radiation was used to detect oxygen atoms.lS2 

The reactor had a form of glass tube 1.6 cm in diameter. Samples under 
investigation were introduced into the reactor with the aid of a magnet. The 
singlet oxygen concentration was determined when detecting the radiation in 
the region 1.27 km. The radiation was collected by an optical system which 
consisted of a glass ball 20 cm in diameter covered by the alurninum mirror 
on the inside,176 a fast diffraction spectrometer, a light filter, and a registration 
photodiode. The singlet intensity is proportional to the singlet oxygen con- 
centration. An analysis of stable discharge products was carried out using a 
monopolar mass spectrometer. It was found that NO was the main impurity 
in the discharge products, its concentration being about 1 %. 
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TABLE 3.4 
Accommodation Coefficient of Singlet Oxygen on 

Different Surfaces at 298 K 

Accommodation Accommodation 
Material coefficient Material coefficient 

Glass 4.4 I O - ~  Silicon 7.3 - 1 0 - ~  
Aluminum 5.9.10-' Copper 8.5. 1 0 - ~  
Titanium 6.5 . 10-5 Nickel 2.7 . I O - ~  
Molybdenum 8.0. 1 0 - ~  Iron 4.4 10-) 
Niobium 1.2 . 1 0 - ~  Silver 1.1 . 10-= 
Platinum wire 4.0 - 10-4 Quartz 7.4.  10-a 

Gold 1.8 . 10-3 

The accommodation coefficient varied in the interval 10-6 to 10-l. The 
lower limit is defined by the pressure instability in the system, and the upper 
by the diffusion of excited molecules to the sample surface. There was also 
an isothermal calorimeter in the system that was used in studies of temperature 
dependence of the accommodation coefficients, influence of adsorbed gases, 
and the course of catalytic oxidation reactions. 

The general scheme of determination of the O,('A,) accommodation coef- 
ficient is similar to that of others in cylindrical or coaxial reactors. Catalytic 
insert had the form of a foil tube closely fitted to the reactor as well as a rod 
or strip positioned in the tube axis. Samples under investigation were cleaned 
mechanically and treated by the discharge flow. It was shown that longitudinal 
as well as transverse molecular diffusion could be neglected. Therefore, the 
accommodation coefficient has been determined from the expression which 
is valid in the kinetic regime 

where V is a volume per unit length of the reaction tube, k is the experimental 
rate constant of O,('A,) deactivation, V is the mean thermal velocity of mol- 
ecules, and S is an insert area per unit length. 

Results obtained are summarized in Table 3.4. The E value on glass has 
the same order of magnitude of that measured previously. '71-'74.'79 Qualitative 
results of G r i g ~ r ' e v ' ~ ~  were also close to ours except for iron, where very 
weak deactivation was found. 

The wide variety of objects studied does not allow us to accept that, for 
example, the largest value of the accommodation coefficient on silver is 
substantially greater than its least value on molybdenum, for the following 
reasons: (1) the measurement was performed only at room temperature and 
(2) the surfaces under study were, to a marked extent, oxidized by residual 
oxygen atoms and 0, molecules in different states in the flow. 



Heterogeneous Deactivation of Excited Molecules 

FIGURE 3.17. Temperature dependence of the accommodation coefficient E of singlet ('A,) 
oxygen on different samples: (1) quartz; (2) platinum wire; (3) deposited platinum film. 

O,('A,) Deactivation on Quartz and Platinum 
A knowledge of the temperature dependence of the accommodation coef- 

ficient is required for elucidation of the heterogeneous deactivation mecha- 
nism. The choice of platinum as an object of studies is explained, first, by 
the high stability of this material with respect to oxygen, which gives a good 
reproducibility of results, and second, by the high catalytic activity of platinum 
in most of the redox reactions. Deactivation on the quartz surface is interesting 
by itself. Besides, it is needed in connection with the fact that our reactor is 
made of this material. 

Temperature dependence of the accommodation coefficient E on quartz 
at a pressure of 66.5 Pa is presented in Figure 3.17. In the temperature interval 
from 523 to 828 K, this dependence can be described by the expression 

(18.5 + l)kJ/mol 
esi,, = (7.4 2 0.5) 10-3 exp ] (3.46) 

Below 523 K the accommodation coefficient is so small that we failed to 
measure it, but the tendency of E decreasing with the temperature decrease 
remains unchanged. 

Two types of platinum were used in studies of singlet oxygen deactivation: 
the bulk, and the platinum film. The first had the form of spiral wire 0.5 mm 
in diameter with a total surface area of 34 cm3. 

Platinum was cleaned by heating in air at 1273 K, then at 873 in a vacuum 
of 10-3 Pa, and, finally, in an oxygen flow. Figure 3.18 illustrates the 
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FIGURE 3.18. Pressure dependence of the accommodation coefficient E of singlet oxygen for 
Pt wire at 523 K.  Each experiment corresponds to an individual point. 

reproducibility of results for the accommodation coefficient. At 523 K the E 

value varies from time to time by approximately 50%. Because the experi- 
mental error is about 10%, the observed spread in E values is connected with 
the irreproducible change of surface properties. In the interval from 0.6 10' 
Pa the pressure dependence of E may be thought of as absent. 

The results of measurements for the temperature dependence of the ac- 
commodation coefficient on Pt wire in the range 293 to 583 K (see Figure 
3.17) can be described by the following expression 

The E value at the temperature of dry ice (196 K) turned out to be outside 
our measurement limits, but the general tendency of E decreasing with the 
temperature decrease remains unchanged. 

O,('A,) heterogeneous deactivation on Pt film deposited on the surface 
of the mobile quartz rod has also been measured. Because the rod was longer 
than the reactor, inserting the part with deposited platinum into the center of 
the reactor did not alter the gas-flow conditions. The temperature dependence 
of E, in this case measured in the interval from 293 to 503 K at a pressure 
of 4 10' Pa, is well described by the expression 

comparison of the results obtained for the singlet oxygen deactivation 
on Pt wire and film shows that the activation energies of the processes E, 
are practically the same, but the preexponential factors differ sevenfold. Thus, 
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the film appears to be several times more active with respect to the singlet 
oxygen deactivation. It seems to be connected with the fact that the geometric 
area of Pt film is substantially less than its real area. It is this fact that explains 
the overestimated value of the preexponential factor in excess of unity. 

At the present time, it is quite unclear why E, values in E,, in Equations 
3.46 and 3.48 for quartz and platinum are in such close agreement. In addition, 
it is difficult to explain the growth of the accommodation coefficient with 
increasing temperature. There was no theoretical and experimental work in 
the field of heterogeneous deactivation of electronically excited molecules 
before our studies. It seems that an excited molecule transits into the phys- 
isorbed state as a result of collision with the surface. Deactivation occurs in 
the physisorbed state during the lifetime 7 .  If the probability of the energy 
transfer unit time is denoted by W, the observed value of the accommodation 
coefficient is proportional to WT, i.e., it should decrease with increasing 
temperature. It seems likely that this mechanism fails to explain our exper- 
imental data. 

The second mechanism assumes the existence of surface active sites that 
can strongly chemisorb excited molecules. The lifetime in the chemisorbed 
state is so long that deactivation occurs with the probability close to unity. 
At low temperatures these sites are occupied by chemisorbed impurities. As 
temperature increases, the number of unoccupied sites increases due to de- 
sorption; therefore, the deactivation rate grows. According to this mechanism, 
a number of active sites and, hence, the accommodation coefficient should 
be dependent on pressure, but this contradicts our data on singlet oxygen. 
We may suppose that almost all active sites are occupied, but a low activation 
energy of 21 kJ/mol excludes this possibility. 

Both mechanisms under consideration explain the characteristic features 
of heterogeneous accommodation only formally. Therefore, their applicability 
to the processes of energy transfer is questionable. 

The observed spread of values of the accommodation coefficient on plat- 
inum seems to be connected with the influence of the composition of adsorbed 
layer on the heterogeneous deactivation rate of singlet oxygen. Composition 
of the adsorbed layer may alter even at a constant temperature, depending on 
the impurity amount in discharge products, especially NO, CO, and water, 
which were detected using the mass spectrometer. This conclusion is con- 
firmed also by the results connected with the influence of hydrogen, CO, and 
water on the heterogeneous deactivation rate of singlet oxygen on platinum 
and gold. 

O,('A,) Deactivation on Gold 
When the control over the surface state is absent, it is very difficult to 

distinguish between the temperature influence and that of adsorbed layer on 
the accommodation coefficient. For a separate study of these effects, the most 
convenient material is gold, having the weakest chemisorption activity. Until 
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FIGURE 3.19. The scheme of the experimental setup for studies of the singlet oxygen deac- 
tivation on gold: (1) initiating direct current discharge; (2) UHF-discharge; (3) reactor; 
(4) detector; (5) registration unit; (6) source of water vapor; (7) modulator of the discharge 
generation. 

our work there were no detailed studies in deactivation of singlet oxygen on 
gold. Thomas and Thrush175 pointed out that the O,('A,) accommodation 
coefficient on addition of HCI to the oxygen flow appears to be related to 
HC1 adsorption on gold. We will give the data concerning the deactivation 
of singlet oxygen on gold as well as the influence of water on this process.'38,178 

The sketch of the experimental setup is shown in Figure 3.19. Oxygen 
flow at a pressure of 200 Pa was purified from water by passing through a 
trap with liquid nitrogen. Singlet oxygen was generated using an ultrahigh 
frequency (UHF) discharge cell (2). A specially constructed thermometric 
detector (4) was used for the concentration measurements of excited oxygen 
molecules. It consisted of two tungsten wires, one of which was measuring 
and located in the flow, and the other was compensative and was protected 
from excited molecules by a glass-fabric screen, being out of the flow. Both 
wires were constituents of a bridge scheme and could be heated by a direct 
current up to 673 K. UHF discharge was modulated at a frequency of 1.6 Hz. 
The detection at this frequency was performed using a synchronized technique. 
Owing to modulation the signal-to-noise ratio increases, and the influence of 
heating elements of the setup on the detector is eliminated, which in turn, 
makes possible the studies of temperature dependence of the accommodation 
coefficient. To enhance the modulation depth the discharge power was mod- 
ulated by 80% so that discharge was periodically drawn and quenched. For 
the sake of increasing the stability in this regime an additional initiating direct- 
current discharge (1) was employed. Oxygen atoms created in the discharge 
were removed using the glass tube covered by a thin silver layer on the inside. 
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FIGURE 3.20. Heating and cooling effects for the rate constant of O,('AE) deactivation on 
the gold wire: (1)  t = 5 min, heating to 353 K; (2) 26 min, cooling to 298 K; (3) 35 min, 
heating to 353 K.  

Heating this tube up to 623 K resulted in the increase of detection signal 
approximately tenfold, which is connected, in our view, with the creation of 
singlet oxygen during the heterogeneous recombination of oxygen atoms. 
This conclusion has been confirmed by the direct spectroscopic detection of 
singlet oxygen. 

The reactor had the form of a cylindrical glass tube 2.7 cm in diameter 
with a gold wire 0.03 cm in diameter and 11.3 cm in length, stretched along 
the tube axis. Oxygen pressure in all experiments was 2 . 102 Pa, the average 
flow velocity 0.6 mls. In order for the rate constant of the singlet oxygen 
deactivation to be measured, the gold wire was screened by a thin tube moved 
with the help of an exterior magnet. The screening of the wire resulted in 
increasing the signal of singlet oxygen at the output of the reactor from I,, 
for the completely open wire to I,,, when the wire was absolutely screened. 
A knowledge of the contact time t allowed us to calculate the effective 
deactivation rate constant according to the formula k = t-' (I-/I,,). The 
effective rate constant depends on the accommodation coefficient, on the 
geometric characteristics of the reactor, and on the diffusion rate of excited 
molecules to the surface. 

In order for E to be defined using experimental values of the effective 
rate constant, the diffusion equation in the reactor must be solved. It has been 
solved using numerical integration. A set of functions k = k (E) for different 
temperatures of the inner cylinder was plotted. It turned out that the deacti- 
vation rate constant depends on the temperature of preliminary treatment of 
the sample surface. The variation of the rate constant with rapid heating from 
room to higher temperature is shown in Figure 3.20. At the moment t = 0 
the deactivation rate constant equals 0.75 S-', the corresponding value of the 
accommodation coefficient is 1.8 - 10-3. In 5 min the temperature is increased 
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FIGURE 3.21. Temperature dependencies of the deactivation rate constant and accommodation 
coefficient for singlet oxygen on gold: (1)  before heating up to 1073 K; (2) after heating. 

to 353 K, and the rate constant starts to grow. This process continues -10 
to 15 min, and the rate constant reaches a value of 9.5 S-', the corresponding 
E value being 5 10-2. It should be noted that the time of heating and cooling 
the wire is of the order of 30 S, so a slow process of changing the rate constant 
does not contribute to the thermal heating of the wire. Upon turning off the 
heating at t = 26 min, the wire cools, but the rate constant does not return 
to its original value, i.e., the hysteresis is observed. A second heating up to 
353 K (at t = 35 min) does not give rise to appreciable change of the rate 
constant. 

Inasmuch as the hysteresis behavior of the deactivation rate constant could 
be connected with the impurity desorption which was initially present at the 
surface of the gold wire, it was heated at 1073 K for a period of 30 min in 
the oxygen flow. Such treatment resulted in a deactivation rate constant of 
the order of 10 S-'. With the temperature increase, the rate constant grows 
slightly (see Figure 3.21). It is k n ~ w n ' ~ ~ - ' ~ ~  that heating gold in an oxygen 
atmosphere results in both carbon removal from its surface and the formation 
of a strongly bound oxygen layer. This effect is connected with the calcium 
segregation at the gold surface on heating. Eley and MooreIs6 did not reveal 
oxygen chemisorption on the gold surface with the Auger-spectrometer control 
of the surface cleanliness. We dealt with the surface capable of oxygen chem- 
isorption; therefore, a value of the deactivation rate constant k = 10 S- '  
(E = 0.1) appears to refer to the oxidized surface. 

Special examination has been carried out to check the influence of water 
additions in the oxygen flow on the heterogeneous deactivation of singlet 
oxygen. Initially at the moment t = 0 the deactivation rate constant equals 
9.5 S- l .  On 5 to 10% addition of water in the oxygen flow (t = 5 min), the 
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FIGURE 3.22. Effect of water adsorption and desorption on the rate constant of O,('A,) 
deactivation on gold: (1)  t = 5 min, adding 10% water vapor in 0, flow; (2) 27.5 min, heating 
of Au in dry oxygen at 773 K; (3) 35 min, cooling to 298 K. 

rate constant starts to decrease and reaches a value of -1 S-' in 20 to 30 
min. The accommodation coefficient decreases correspondingly from a value 
of 4.3 . 10-2 to 2 10-3, i.e., 20-fold. On cutting off the water supply, the 
deactivation rate constant does not change. Next, heating the wire at 773 K 
in dry oxygen at t = 27.5 min restores the rate constant to its original value 
of 10 S- '  (Figure 3.22). 

These data are evidence in favor of a strongly bound water layer created 
on the gold surface that does not desorb at room temperature. Assuming that 
the accommodation coefficient is additive, i.e., 

where eH, and eA,, are accommodation coefficients on water-covered and 
oxidized gold surface, respectively, and @,, is the coverage by water, from 
20-fold E decrease on water adsorption, it follows that OH,, = 0.95. The 
reason for the strong decrease of the accommodation coefficient on water 
adsorption seems to be connected with the change of the deactivation mech- 
anism. At the clean gold surface 02('Ag) energy is possibly transferred to 
conduction electrons when their orbitals overlap that of singlet oxygen. Ad- 
sorbed water prevents this overlapping, and O,('Ag) energy is transferred to 
H20 and adsorbent vibrations. 

3.2.4. O,('A,) QUENCHING ON Pt SURFACE IN THE COURSE OF 
CATALYTIC CO OXIDATION: SDOSO METHOD 

As shown previously, the rate of surface deactivation of singlet oxygen 
depends on temperature, the composition of adsorbed layer, and on physical 
and chemical surface properties. Carbon monoxide appears to be one of the 
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inhibitors for deactivation of excited oxygen. To check this supposition we 
examined the influence of adsorbed CO layer on the deactivation rate at the 
Pt ~urface.'~' Indeed, platinum is an excellent catalyst of CO oxidation. 
Earlier, the mechanism of this reaction had been studied by us in detail on 
platinum surface cleaned in ultrahigh vacuum  condition^,'^^.'^^ so the possible 
deactivation channels for singlet oxygen are of interest as well. 

CO oxidation on platinum is the subject of wide in~estigation. '~. '~'  As 
a result of joined activities, the following stage mechanism has been estab- 
lished 

z + CO * ZCO 

ZO + CO -, CO, + z 
zo + ZCO + 22 + CO, 

where Z is a surface site, and ZO and ZCO are chemisorbed oxygen and 
carbon monoxide, respectively. 

Omitting details of the kinetic mechanism, we shall point out some char- 
acteristic features of this process. According to this scheme, the reaction 
proceeds predominantly through the Rideal mechanism. Gaseous CO reacts 
with chemisorbed oxygen practically without activation energy. Recently, this 
scheme was criticized by a number of researchers who proved using molecular 
beam methods that a pure impact mechanism in CO oxidation does not occur 
(see Section 4.4.2). These authors suppose that carbon monoxide reacts with 
oxygen from the preadsorbed state. Note that this question is of general 
importance in catalysis, and we shall discuss it later, but it is of no importance 
in our case because these mechanisms have the same kinetic behavior. It is 
of importance that the oxidation rate is governed by CO desorption from the 
surface when CO is in excess. Hence, by controlling the ratio between CO 
and 0, in the gas phase, desired carbon monoxide and oxygen coverages can 
be obtained on the surface. 

The revealed properties of singlet oxygen deactivation give promise that 
the study of O,('A,) heterogeneous deactivation in the course of catalytic 
reaction could enable us to keep permanent watch on the composition of the 
adsorbed layer in situ. Our method of observation is based on the study of 
surface deactivation of singlet oxygen (SDOSO). 

Oxygen pressure in the flow was varied in the interval from 10 to 103 
Pa. To remove the discharge products such as oxygen atoms, ozone, and 
'C,' oxygen, a silver wire placed in a heating glass tube downstream with 
respect to the discharge was used. The reactor had the form of a quartz tube 
2 cm in diameter with a platinum wire 0.5 mm in diameter and 10 cm in 
length stretched along the tube axis. To eliminate the influence of temperature 
changes resulting from heat release in the course of the reaction, a special 
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FIGURE 3.23. O,('Ag) signal intensity (a) and reaction rate (b) as a function of time and CO 
concentration in the oxygen flow at P(0,) = 173 Pa: (1) [CO] = 0%; (2) 1%; (3) 1.5%; 
(4) 3%. 

control apparatus for automatic temperature stabilization (isothermal calorim- 
eter) was used. The singlet oxygen concentration was determined in a spec- 
troscopic way. Carbon monoxide was mixed in the oxygen flow at the input 
of the reactor. 

Figure 3.23 illustrates the influence of CO addition in the oxygen flow 
on the singlet oxygen deactivation on a Pt surface at 423 K. At the moment 
t = 0 the catalyst is at room temperature, and the 02(lAg) signal has the 
maximum intensity. Increasing the temperature up to 423 K (t = t',) results 
in the drop of the signal, i.e., to the growth of the singlet oxygen deactivation 
rate (Curve 1). Further addition of a small amount of carbon monoxide in 
the oxygen flow (t = t*) results in, first, appearance of CO, in the gas phase 
detected by a mass spectrometer, and second, the increase of both 02('Ag) 
signal intensity and the reaction rate r (Curve 2). 

A series of curves in the right-hand side of Figure 3.23 illustrates the 
influence of CO concentration in the gas phase on the function I(t) and r(t). 
The O,('A,) signal and the rate of the reaction as functions of CO concentration 
in the gas phase are represented by Curve 5. For increasing CO concentration 
up to l%, the O,('Ag) signal intensity and the reaction rate are unambiguous 
growing function (Curve 5). In the CO concentration interval from 1 to 2%, 
the O,('Ag) signal and the reaction rate oscillate (Curve 3). The oscillation 
period is approximately 10 to 100 S. From these curves it is seen that the 
O,('A,) signal intensity and the oxidation rate oscillate out of phase: the 
reaction rate growth coincides with the decrease of the singlet oxygen con- 
centration. The shaded regions in the left side of Figure 3.23 correspond to 
the unstable regimen. If the CO concentration is above 2%, the reaction rate 
becomes very slow and the 02('Ag) signal intensity reaches its maximum 
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value and remains unchanged on further increasing of CO concentration (Curves 
4 and 5). 

The contribution of gas-phase O,('A,) quenching by CO and CO, mol- 
ecules is negligible under our conditions because CO addition to the oxygen 
flow does not lead to appreciable singlet oxygen signal change in the absence 
of the reaction. Hence, signal alternations in our experiments are caused by 
changes of the surface deactivation rate. Also, because CO oxidation exper- 
iments were carried out in isothermal conditions, the influence of the catalyst 
temperature on the SDOSO effect is excluded. 

The deactivation probability of singlet oxygen on adsorbed oxygen layer 
is higher than that on adsorbed CO. It is this effect that is responsible for 
O,('A,) concentration change in the course of the reaction. Thus, the SDOSO 
probability depends on the coverage of platinum surface by reagents. The CO 
concentration increase over 2% does not alter the SDOSO probability because 
the platinum surface is completely covered by CO, and, therefore, the reaction 
rate is very slow. In the interval of CO concentrations from 0 to l%, a partial 
substitution of adsorbed oxygen for CO occurs. Therefore, SDOSO probability 
decreases with the growth of CO concentration in the gas phase. Investigation 
of the singlet oxygen deactivation in the region of instability allows us to 
draw the conclusion that the described rate oscillations were connected with 
those of adsorbed particles, i.e., in fact, to exclude oscillation mechanisms 
which are related to the combined heterogeneous-homogeneous processes. 

So, it has been shown that singlet oxygen deactivation is a surface- 
sensitive method which allows us to study the catalytic reaction in situ. The 
question about the microscopic mechanism of the singlet oxygen heteroge- 
neous deactivation both on clean metals covered by adsorbates remains open. 
KustarevlW and Ryskin"' suggested an exchange mechanism according to 
which the energy of excited oxygen molecules transfers to the metal-free 
electrons. Ertl et a1.19" have also noted the effect of adsorbed particles on the 
heterogeneous deactivation of metastable inert atoms. 

3.3. KINETIC MECHANISMS OF HETEROGENEOUS 
DEACTIVATION OF EXCITED PARTICLES 

The studies of pressure and temperature dependence of the accomrno- 
dation coefficient and the effect of surface treatment enable us, in principle, 
to understand the stepwise scheme of the deactivation process, to check its 
applicability, and to determine the rate constants for different stages and their 
temperature dependence. This information is of great importance because it 
enables us to determine the lifetime of excitation. The suggested scheme of 
the process must be sufficiently proved; it should not have only a hypothetical 
character. When studying the heterogeneous deactivation of excited mole- 
cules, there are principally only two different mechanisms. In accordance 
with the terminology accepted in heterogeneous catalysis we call them 
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"impact" (Rideal) and "adsorptive" (Langmuir-Hinshelwood). The first im- 
plies that an excited particle deactivates in the process of inelastic scattering 
at the surface, and the second proceeds via preliminary molecular adsorption 
on the surface. The deactivation probability per one collision can be given 
by 

E = (1 - s)whp + snwads (3.50) 

where S is the sticking coefficient, W,, and W, are deactivation probabilities 
through the impact and adsorptive mechanisms, respectively, and n is the 
number of molecular vibrations in the adsorption well during its lifetime on 
the surface. 

Suppose that to a first approximation, W,, = W,. Then taking into 
account that even at relatively high temperatures n >> 1, the second term 
in Equation 3.50 is assumed to be dominant. So, as a rule heterogeneous 
deactivation of excited molecules proceeds via the adsorptive mechanism. 
Kinetic treatment also faces problems, even though adsorptive mechanism is 
strictly proved, for example, in the elucidation of the question what micro- 
scopic mechanism is responsible for the deactivation. As we have already 
seen, for vibrationally and electronically excited molecules, E is of the order 
of 10-' t 10-5. These values are defined by either a few adsorption sites 
or the low probability of losing the energy quantum during one collision with 
the surface. A choice between these possibilities is a complicated problem 
that requires the site identification to be solved. Such investigation has been 
carried out for heterogeneous deactivation of singlet oxygen on quartz. 17' 

Severe difficulties are associated with the definition of the number of 
molecular vibrations in the adsorption well during its lifetime on the surface 
for two reasons. First, it is not clear whether the collision of a molecule with 
the surface is required for its deactivation, and second, at least in the case of 
electronically excited molecules, the definition of the molecular lifetime on 
the surface remains uncertain. For example, the so-called excimer deactivation 
mechanism has been p r o p ~ s e d ' ~ ~ , ' ~ ~  for Ar(3P2) and 02('A,) deactivation that 
takes into account the possibility of formation of a deep potential "well" for 
an excited molecule. In this case the lifetime of an excited molecule on the 
surface is defined by deactivation time rather than the depth of the well. In 
such a situation it is especially difficult to define the number of molecule 
collisions with the walls of the well during its lifetime. 

Nevertheless, let us discuss kinetic mechanisms of the heterogeneous 
deactivation of excited molecules that take into account different surface initial 
states. To summarize the data on kinetic studies in heterogeneous deactivation 
of excited molecules, there are only three different kinetic mechanisms: 

1. Physisorption or chemisorption takes place at sufficiently high temper- 
atures, when the adsorbent surface is practically free from both excited 
and nonexcited adsorbed molecules. 
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2 .  Physisorption occurs on the surface that is almost completely covered 
by adsorbed molecules with a vibrational frequency only slightly dif- 
ferent from that of a free molecule, i.e., exchange mechanism. 

3. The surface is to a large extent covered by strongly bound chemisorption 
molecules or atoms having frequencies that are significantly different 
from that of a free molecule. 

When considering these mechanisms, we accept that the Langmuir iso- 
therm is valid and that the concentration of excited molecules is far less that 
that of nonexcited ones. 

In the case of the first mechanism one can conceive the following scheme 
of the process 

k, k3 
A* + Z ZA*; ZA* + ZA 

k2 

Taking into account that the accommodation coefficient is equal to the 
ratio of the deactivation rate to a number of collisions of excited molecules 
with the surface, within a constant factor the E value is given by 

For k, >> k,, i.e., when the deactivation time from the adsorption state 
is far less than the lifetime, we obtain E = k,, where k, is the sticking 
probability and k, - 1 in the case of physisorption. For k3 << k, E = 
k,k,/k, = ak,, where a is an adsorption factor of a physisorbed molecule and 
k;' is the excitation lifetime. Two points should be emphasized. First, E can 
diminish with growing temperature, and, second, it is independent of pressure. 

The second mechanism can be reduced to the first. Indeed, at high surface 
coverage with physisorbed species, each new molecule collides with already 
adsorbed one. As a result of decreasing the binding energy for the next layer, 
its coverage is low, and we arrive at the first mechanism. Note, that in this 
case the nature of the surface is of no importance, and the deactivation 
probability is close to the gas-phase value. 

There are two possibilities for the third mechanism: (1) deactivation occurs 
at a free surface, then the accommodation coefficient is inversely proportional 
to pressure and grows with increasing temperature; and (2) deactivation occurs 
through the physically adsorbed state with the participation of chemisorbed 
species. In the latter case, E is independent of pressure and drops with in- 
creasing temperature. This was the situation that was observed for nitrogen 
and deuterium deactivation on the tungsten and copper ~urface.'~ 

The work of Gershenzon et al.92 is a good illustration of the above 
classification of microscopic mechanisms. These authors studied in detail the 
heterogeneous deactivation of vibrationally excited nitrogen on the molyb- 
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FIGURE 3.24. Temperature dependence of the accommodation coefficient of vibrationally 
excited nitrogen on molybdenum glass: (1) 2.5 102; (2) 5 102; (3) 8.5 102 Pa.85.92 

denum-glass surface. Detailed description of this work allows us to understand 
what kind of information can be obtained from the kinetic studies of relaxation 
processes. Figure 3.24 demonstrates the temperature dependence of the ac- 
commodation ~oef f ic ien t .~~ With the increase from room temperature to 
400 K, the accommodation coefficient drops and is practically independent 
of pressure. Then it grows, and the rising branch of the curve depends on 
pressure. The results are described by the following empirical equation 

0.415 
E (T,p) = 3.9 10-4 exp 

6000 

These authors suggest two possible mechanisms. A so-called "adsorption- 
phonon" mechanism is proposed to explain the inverse temperature depen- 
dence and independence of the accommodation coefficient on pressure at low 
temperatures. It reduces to the following kinetic scheme 

The term "adsorption-phonon" mechanism is, in our view, improper 
because one should distinguish between kinetic-deactivation and microscopic 
mechanisms. The latter elucidates the process of energy transfer from excited 
particles to the solid. The synthetic term "adsorption-phonon mechanism" 
may be misunderstood, but we still use it following Gershenzon et al.92 

Assuming that the concentration of adsorbed vibrationally excited mol- 
ecules is stationary and the corresponding coverage is small, the accommo- 
dation coefficient is given by 

E = sk,/(k-, + k,) (3.53) 
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where s is the sticking coefficient of NZ. 
If the molecular lifetime on the surface rcl = l k l  is far less than the 

relaxation time of the local vibration r2 = lk,,  then we have 

Thus, a knowledge of sr- , allows us to determine 7,. Gordon and 
P o n o m a r e ~ l ~ ~  measured the value of ST- for nonexcited nitrogen molecules. 
Assuming that this value does not appreciably change for excited molecules, 
Gershenzon et al.92 estimated it to be r2 = 3.4 10-S S at 300 K. Black et 
al.98 amved at a similar mechanism for nitrogen deactivation on Pyrexm. They 
estimated r = 10-4 S. Such a discrepancy is explained by the fact that these 
authors98 used the upper value of the interval for physisorption energies given 
in Reference 192, from 8 to 25 kJ/mol. The ascending branch of the curve 
in Figure 3.24 is attributed to the chemisorption mechanism.92 According to 
this mechanism, deactivation occurs due to the chernisorption of nitrogen 
molecules, the process being limited by desorption of impurities from these 
sites. At low temperature, the chemisorption sites are occupied and do not 
contribute to the total process. In this case nitrogen deactivation is described 
by the following scheme 

On the assumption that the concentration of adsorbed vibrationally excited 
molecules is stationary, we have 

4u0 
E = S l  

k-2 (3.55) 
v (as, + s2)[N2] + 4k2uJv 

where U, is the surface density of chemisorption sites in cm-', a = 
[NT]I[N,] is a part of excited molecules which does not depend on pressure, 
and S, and S, are sticking coefficients of excited and nonexcited molecules, 
respectively. 

Gershenzon et a1 .92 found that U, = 109 cm-'. Equation 3.55 well explains 
the observed temperature dependence on pressure. Unfortunately, the studied 
temperature interval is not sufficiently wide. It is obvious that further tem- 
perature increase must lead to the decrease of the accommodation coefficient 
as a consequence of lowering the lifetime of an excited molecule on the 
surface, providing the proposed model is valid. 

Many researchers believe that deactivation of multiatomic molecules as 
well as of diatomic ones in some cases proceeds through the exchange mech- 
anism, i.e., collision of a vibrationally excited molecule with an adsorbed 
resonance partner. Numerical estimations for such a process have not been 
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performed. By analogy with deactivation processes in the gas phase, one 
would expect that a large number of inner degrees of freedom plays an 
important part in the deactivation process. The accommodation coefficient 
for diatomic molecules are 2 to 3 orders less than that for multiatomic ones, 
because the first have vibrational frequencies far higher than the Debye fre- 
quency of a solid. 

Let us make a short historical review for relaxation mechanisms of vi- 
brationally excited molecules. 

Schafer and G r a ~ ' ~ ~  calculated the molecular accommodation coefficient 
E on the platinum surface. Assuming that the partial coefficient of translational 
and rotational energies are equal to unity, the accommodation coefficient of 
the i" vibrational mode of the CS, molecule has been found using the Euken 
formula similar to that of F e ~ e r ' ~ ~  

where T is the molecular lifetime on the surface (T is defined by the Frenkel 
formula T = T, exp (QIRT)) and -ri is the lifetime of the i" molecular mode 
on the surface. The calculation of the deactivation probability, defined as a 
value inversely proportional to the excitation lifetime on the surface, has been 
carried out to the first approximation of the perturbation theory. The change 
of the dipole interaction between the adsorbed molecule and a platinum atom 
on vibrational excitation served as a perturbation. It was also assumed that 
the platinum atom has the elementary charge e,. The perturbation potential 
in this case is given by 

AE = (2) x5 cos 
X - 0  d2 

where p is the molecular dipole momentum, X is the vibrational coordinate, 
d is the distance between the center of mass of the adsorbed molecule and 
the platinum atom, and 4 is the angle between the molecular axis and a straight 
line between the molecular center of mass and the platinum atom. 

These authors modeled the platinum atom by a spatial oscillator. Nu- 
merical calculation of the deactivation probability has been carried out for all 
CS, vibrational modes, and the total number of accommodation coefficients 
was found. They coincided with the experimental ones at all temperatures 
studied. 

Note that the accommodation coefficient is usually measured by indirect 
methods lacking sufficient accuracy. Nevertheless, more recent studies using 
the pulse and beam technique arrived at values very close to that of Schafer 
and Grau. A weak dependence of the accommodation coefficient on the 
surface nature has been observed in this case; therefore, the model of Schafer 
and Grau seems to be questionable. 
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Goldansky et calculated the vibrational exchange probability in the 
collision of a diatomic molecule with a surface atom. The surface atom and 
incident molecule were assumed to be harmonic oscillators. The quantum 
one-dimensional task has been solved. The rotational motion has been neg- 
lected. The interaction potential was modeled by exponential repulsion. The 
frequency of molecular vibration was assumed to be v, > v, where the latter 
is the vibrational frequency of the surface atom. The probability of one- 
quantum transitions has been found to the first order of the perturbation theory. 

For molecules with a high-frequency vibrational quantum such as H,, D,, 
and NZ, the probability of the impact deactivation according to this theory is 
several orders less than experimentally measured values. Therefore, deacti- 
vation via the preadsorbed state seems to be more realistic. The temperature 
dependence of the accommodation coefficient has a better explanation in this 
case as well. '95 

When the frequency of molecular vibrations coincides with that of the 
solid ones, a very fast energy exchange is possible. It has been shown that 
the lifetime of such an excitation is -10-l' S, which is close to the lifetime 
values in solutions. 

HunterI9' proposed an interesting model for deactivation of vibrationally 
excited molecules. The calculation from the theory of Landau-Teller for the 
impact deactivation probability of CH,, CO,, and N,O on polished NaCl 
surface and for N, on glass gives values which are substantially lower than 
experimental. Therefore, Hunter suggested that deactivation proceeds via 
surface migration of adsorbed molecules with the probability calculated again 
in accordance with the theory of Landau-Teller for each elementary molecular 
jump. To estimate a number of jumps, it was assumed that the activation 
energy of the surface migration is approximately half as much as the adsorption 
heat. Then a number of jumps can be estimated from the formula 

where Q is the adsorption heat and E, is the activation energy for surface 
migration. 

Because the parameters of interaction potential between the adsorbed 
molecule and the surface are unknown, their values were varied to fit the 
calculated and experimentally measured accommodation coefficients. Never- 
theless, a disagreement between theoretical and measured values was found. 
For example, the calculated accommodation coefficient nitrogen on glass 
gives E = 10' compared with the experimental value of lOP3. In the case of 
multiatomic N,O and CO, molecules, the calculated deactivation probabilities 
per one jump are high enough; therefore, the accommodation coefficient 
practically coincides with the sticking  coefficient^.'^' This viewpoint differs 
from the widespread opinion that deactivation is explained by the exchange 
mechanism in these cases. 
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A number of microscopic relaxation mechanisms for vibrational energy 
is reviewed by Zhdanov and Zamaraev. 198 We list here the main microscopic 
relaxation mechanisms considered in various papers published before this one: 
energy transfer to (1) optical and acoustic phonons of the solid l a t t i ~ e , ' ~ ~ - " ~  
(2) translational motion of the relaxing molecule as a whole,203 (3) molecular 
rotation,'03 (4) vibrational modes of the crystal,203 (5) adsorbed layer when 
the energy transfer to the lattice is less pr~bable,~"" (6) conduction electrons 
in metals,103~104 and (7) electron surface states for the sernicondu~tor .~~~ 
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Chapter 4 

INTERACTION OF MOLECULAR BEAMS 
WITH SURFACE 

In Chapter 3 we reviewed the results for vibrational and electronic mo- 
lecular deactivation obtained by the flow technique. Strictly speaking, flow 
technique does not allow direct measurements of energy transfer velocities 
from vibrationally and electronically excited molecules to the solid. On meas- 
uring the vibrational accommodation coefficient E and molecular lifetime on 
the surface T,, vibrational relaxation time is defined by the expression T = 
7, (E-' - 

As mentioned in Chapter 2, the molecular beam technique is a direct 
method for studies of energy transfer velocities from molecules to the surface. 
At the time we began our investigations in the field of molecular quenching 
on surfaces, only a few studies concerning molecular beam applications to 
this problem had been reported. In recent years the number of publications 
has grown rapidly. 

4.1. DYNAMIC SCATTERING OF MOLECULAR 
BEAMS AND DESORBED MOLECULES 

Energy exchange between beam molecules and solid surfaces is studied 
by spectral methods in which different energy states of reflected species are 
detected. The kinetic energy (translational temperature of scattered molecules 
T,) is measured with the help of a time-of-flight (TOF) mass spectrometer. 
Molecular angular distribution is also an important source of information 
about energy exchange in collisions. 

Elastically scattered molecules do not interact practically with the surface 
and are reflected specularly. Elastic scattering of molecular beams enables 
us to study directly the energy exchange mechanisms with the surface. Ex- 
change of translational, rotational, and vibrational energy with the surface 
(V,-T, V,-R, and V,-V exchange, respectively) can be registered in the pro- 
cess. 

4.1.1. MONOENERGETIC ATOMIC BEAMS 
Scattering of monoenergetic inert atom beams (He, Ar, Kr, and Xe) with 

a definite translational temperature and directed at a hot surface is the simplest 
example of V,-T energy e x ~ h a n g e . ~ ~ ~ - ~ ~ ~  

Measurements of the kinetic energy of atomic beams scattered from the 
hot surface reveal that the temperature of scattered atoms T, is usually far 
less than the surface temperature T, (translational cooling of atoms). Inert gas 
atoms scattered from graphite surface have T, << T,.205 Of course, the 
temperature of scattered particles grows with the increase of T,, but at high 
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temperatures this growth, i.e., Vs-T exchange, is strongly retarded. At T, = 
2500 K the observed T, is 550 K for He, 700 K for Ar, 800 K for Kt-, and 
-900 K for Xe, so energy exchange increases with the growth of atomic 
mass. Angular distribution of the scattered He beam is sharper and differs 
from the cosine profile more strongly than that of heavy atoms (see Figure 
2.4.). TOF studies of Ar beams scattered from Ag(1 l l )  showed that in this 
case T, is also less than T,.206 The Vs-T exchange probability differs also on 
the properties of a solid. Distribution of particles is sharper for heavy metals, 
but is more diffuse for light ones.208 When an adsorbed layer is present, e.g., 
CO on Pt-Ni, the energy exchange of inert atoms with the surface is enhanced. 

Many of these characteristic features can be explained by adsorption of 
species on solids giving rise to a natural increase of energy exchange coupling. 
General experimental features of atomic and molecular beam interactions with 
the surface are as follows. At high energies of beam particles (high transla- 
tional temperature T,), high surface temperatures T,, and weak coupling (low 
adsorption heat Q), elastic scattering dominates (specular reflection). At low 
T,, low T, and large Q inelastic processes, in accordance with the "trapping- 
desorption" mechanism, take place. The term "trapping" is usually applied 
to physical adsorption, whereas the term "sticking", to chemisorption. Ac- 
cording to Wei~~be rg ,~~"  elastic (specular) scattering occurs at DkT, S 0.25 
where D is the adsorption well depth, inelastic scattering takes place for 0.25 
< DkT, < 2.5, and the "trapping-desorption" scheme is valid for DkT, > 
2.5. Hurst210 observed two scattered Xe beams from Pt(1 l l): the first was 
specular and independent of T,, and the second was accommodated com- 
pletely. 

The probability of multiphoton excitation during atomic beam scattering 
increases rapidly with the growth of mass of an incident atom, along with 
the growth of energy and density of solid low-frequency vibrations - phon- 
 on^.^'^ One-phonon transition in He scattering was using the TOF 
mass-spectrometric technique with a high velocity resolution of scattered 
atoms (vlv = 0.8%). Surface phonon spectra of metals were also determined 
from He beam scattering rnea~urements .~ '~ .~~~ 

Another mechanism of inelastic coupling of atomic beams with metals 
and semiconductors is connected with electron-hole pair generation. For in- 
stance, Xe beams were shown to excite electron-hole pairs in a semiconductor. 
The effect of electron-hole pair excitations is weak (< 10%) for light-scattering 
atoms, e.g., He. The probability of electron-hole excitation in metal increases 
at low Ts and low-beam energies. 

4.1.2. MONOENERGETIC MOLECULAR BEAMS: 
TRANSLATIONAL ENERGY CHANGE (V,-T EXCHANGE) 
DURING SCATTERINC AND ADSORPTION 

Due to a large amount of molecular degrees of freedom, new possibilities 
appear with the use of molecular beams. Their interaction with a surface can 
lead to changes not only in translational, but in rotational, vibrational, and 
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electronic energy as well. Even the simplest molecules H,, HD, and D, are 
shown to enter into V,-R and V,-V energy exchange along with the V,-T one. 
At first, consider V,-T exchange which is studied mainly with the use of 
angular distribution of scattered molecules. 

Energy exchange depends strongly on surface cleanliness. For contami- 
nated surfaces, i.e., covered by adsorbed molecules, thermal accommodation 
increases as a rule. Consider the results of studies connected with the energetic 
states of molecules desorbing from the surface. 

A number of investigations were concerned with the angular distribution 
of molecules desorbing from a monocrystalline surface. For desorbing mol- 
ecules as well as for scattered ones, the validity of Knudsen law (Equation 
2.4) is the basic criterion to judge whether they have come to equilibrium 
with the surface. For the first time, a deviation of desorbed molecules from 
equilibrium was observed by Dabiri et al.,16 TOF studies of H, molecules 
desorbed from polycrystalline Ni revealed that they have a Maxwell-Boltz- 
mann distribution but with T, = 0.45 T,. By a similar method it was shown 
that for desorption of 0, molecules from Ag(1 l l )  at 600 K, T, = 0.8 T,.'06 

The energy distribution of hydrogen desorbing from Ni(1 l l) and poly- 
crystalline Ni depends on surface  contamination^.^^' Partial sulfur coverage 
strongly increases directionality up to cos4q. Nevertheless, the nickel side 
(110) is almost insensitive to impurities, and complete equilibrium and the 
validity of the cosine law is observed for H, desorption. 

The main result in measuring angular distributions of desorbed H,, D,, 
and HD molecules is more or less strong directionality in accordance with 
the dependence cos4q, where 1 S n S 9. According to G o ~ d m a n , ~ ~ ~  desorbed 
molecules are not in equilibrium in general (T, # T,), but should have a 
Maxwell-Boltzmann distribution with different temperatures for normal T, 
and tangential T,, directions to the surface. This formal model was checked 
for H,, HD, and D, molecules desorbed from Ni when the velocity distribution 
had been measured by TOF mass spectrometry for all desorption angles.'19 
It turned out that the energy does depend on the desorption angle in accordance 
with this prediction. In the T, interval 949 to 1143 K the mean energy is 
proportional to T,, being 70% greater than T, for normal direction (q = 0) 
and approximately equal to T, for q = 90. 

The causes of excess potential energy taken away by desorbing molecules 
are associated with the existence of the preadsorbed state or precursor (see 
Section 6.1). The best-known model is that of Van WilligenZZO according to 
which a molecule transforms into the chemisorbed state through a certain 
activated state with the activation energy E,. According to the principle of 
microreversibility (detailed balancing principle), the same is valid for de- 
sorption as well: molecules desorb passing through the activated state. Hence, 
an equation for angular scattering has been derived 
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(where E = EJRT,), from which adsorption activation energy can be ob- 
tained. 

The model has different modifications, for example, assuming the dis- 
tribution of centers with different activation energiesz2' or "discrete inho- 
mogeneity" - the existence of both activated and direct (without activation) 
adsorption sites.222 The derived equations, along with Van Willigen's Equation 
4.1, more nearly approximate the angular distribution of desorbed molecules 
compared to cosncp. 

In more recent ~ o r k s , ~ ~ ~ . ~ ~ ~  angular distribution of desorbed molecules 
and molecular velocity distribution are calculated taking into account specific 
models of the potential surface. For instance, Hanis et al.223 showed that H, 
and D, molecules desorbed from Cu at low T, are focused close to the normal 
direction with E, = 1 eV. Rettner et al.225 observed very narrow distribution 
for H,, D,, and HD molecules desorbed from Cu(1 l l)  -COS'~Q. The increase 
of E, is connected with the potential well shape "at the point of entry" (see 
Section 4.1.4), i.e., it has an identical origin to Van Willigen's Equation 4.1. 

The adsorption probability increases with the increase of a number of 
atoms in the molecule. The accommodation probability increases also, and 
the angular distribution of the scattered beam is close to the cosine. West and 
SomorjaiZz6 investigated a large number of different molecules scattered from 
the pure cubic face Pt(100) (5 X 1) at T, = 450 to 1200 K and T, = 300 
K (thermal beams). Almost all examined molecules: CO, NZ, O,, NO, H,, 
D,, CO,, N,O, C2H6, and NO, were scattered with a maximum close to 
specular reflection, though the angular distribution width was different in- 
dicating an incomplete accommodation. Only ammonia exhibited the distri- 
bution close to the cosine. Similar behavior was observed for Pt(100) covered 
with graphite. With the increase of T,, the distribution broadens, i.e., the 
energy exchange with the surface enhances. The authors226 believe that if the 
thermal molecular translational energy is close to the vibrational energy of 
surface atoms, T-V, exchange is hampered, and the molecule reflects spec- 
ularly without adsorption. Low-frequency (0.02 eV) surface phonons on Pt(1 l l)  
and on Pt + C are not localized and are excited completely; then the prob- 
ability of T-V, exchange is minimal. 

Quite different behavior was observed for CO beam scattering from Pt(100) 
covered with an adsorbed CO layer and for C,H, beams scattering from Pt(100) 
covered with an adsorbed C,H, layer. Here, the distribution was equal to the 
cosine. In this case adsorbed molecules can form low-frequency surface vi- 
brations excited by incident molecules, and effective energy exchange is 
achieved. 

Campbell et al.227 made out almost specular CO scattering from Pt(1 l l )  
with a low adsorption probability (the sticking coefficient S, = 0.06 at 300 K 
and S, = 0.025 at 600 K). In contrast to this, CO scattering from Pt(l1 l )  
occurred with the complete thermal accommodation independent of T, and T, 
in accordance to the cosine law. 
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Tenner et al. using the methods of angular scattering and TOF, showed 
that translational excitation of NO molecules scattered from Pt(1 l l)  and Ag(1 l l)  
depends on molecular orientation in the beam. The molecule oriented by N- 
tip adsorbs with a greater probability than that of O-tip orientation. Energy 
accommodation of N-tip oriented molecules is correspondingly greater. Sim- 
ilar experiments were carried out with CHF, and tert-C,H,Cl molecules.229 
The final translational energy of molecules scattered from graphite (0001) is 
lower for H-tip orientation of fluoroform and Cl-tip orientation of tert- 
butylchloride. 

4.1.3. ROTATIONAL ENERGY CHANGE (V,-R EXCHANGE) 
The vibrational energy of surface atoms can be transferred to rotational 

excitation of an adsorbed or scattered molecule when the energy of vibrational 
levels is close to the phonon energy of the solid. The probability of the energy 
transfer depends on molecular orientation relative to the surface. 

Both angular distribution and rotational level populations of molecules 
of H,, D,, and HD molecules scattered from different surfaces were measured 
in a number of studies. 31-33.230,231 According to Palmer et al. ,230 characteristic 
patterns for H,, D,, and HD beam scattering from Pt(1 l l)  and Ni(l11) differ 
markedly: specular reflection is observed for H, and a more diffuse one occurs 
for D, and HD. Rotational levels of HD and D, molecules are substantially 
lower than that of H, (-4 Idlmol). Therefore, V,-R exchange is not observed 
for H, molecules, but it is possible with one-phonon excitation for HD and 
D,, giving rise to the broadening of angular distribution. 

Rotational excitations of H,, D,, and HD molecular beams scattered from 
LiF, Pt, and Ag were e ~ a m i n e d . ~ ~ ~ - ~ ~ ~  Selective excitation of individual ro- 
tational levels of HD molecules scattered from Pt(111) ,233 Ag(111) ,234 and 
Ni(001)235 was observed in studies of the scattered beam intensity. The HD 
molecule is a nonsyrnrnetric rotator, and in contrast to H, and D,, sharp peaks 
corresponding to 0 --, 1, 0 - 2, 1-2, and so forth of rotational transitions 
are observed for certain angles of scattering. The authors believe that these 
modulations result from trapping of some part of the molecules into physically 
adsorbed states on the surface with the resonant excitation of rotational quanta. 

Excitation of rotational states of NO molecules scattered from the surface 
is one of the most extensively studied cases.234-256 The energy of desorbed 
NO molecules has also been investigated. Rotational distribution of molecules 
is measured with the aid of the LIF or REMPI technique (see Section 2.2.1). 
Spin-orbital states were also measured in the molecular bearn.236-239 

The translational temperature T, of molecules desorbed from Ru(001) was 
measured using Doppler line broadening in the LIF spectrum.239 For j = 6'12 
(where j is the rotational quantum number) T, practically coincides with T, 
= 460 K. For high vibrational levels the spectral lines are less broadened 
which points to the lower kinetic energy E, of such molecules. 
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FIGURE 4.1. Temperature dependence of the accommodation coefficients of translational (l), 
vibrational (2), and rotational (3) energies for NO interacting with Pt. (From Assher, M. et al., 
J. Chem. Phys., 78, 6992, 1993. With permission.) 

The most characteristic feature revealed in studies of scattered and de- 
sorbed NO molecules is rotational cooling. NO molecules scattered from 
Pt(11 1)238-242 and PdZ4* showed the Boltzmann distribution for rotational en- 
ergy in most cases, but the rotational temperature T, was almost always less 
than the surface temperature: T, < T,. Rotational energy accommodation is 
substantially hindered compared with vibrational energy accommodation and 
decreases with temperature increase. The dependencies of accommodation 
coefficients for translational, vibrational, and rotational energies on temper- 
ature are shown in Figure 4.1 .240 E, is approximately unity at 300 K and drops 
to a very small value at 1000 K. For Pt(ll1) T, is only 70% of T,. Spin- 
orbital temperature for the lowest rotational levels ('j = 0.5 to 10.5) is also 
lower than T, and becomes equal to it only for j = 30.5. Molecules excited 
in the lowest rotational levels are assumed to adsorb more easily than those 
excited in higher levels. 239 

The rotational cooling effect depends on the presence of other adsorbents. 
For instance, NO molecules scattered from Pt(1 l l )  at low temperature (T, < 
300 K) exhibit complete rotational accommodation that is attributed to the 
presence of adsorbed NO molecules (or to C- or O - c o ~ e r a g e ) . ~ ~ ~  At low 
temperatures (175 to 375 K) NO thermodesorption from Pt(1 l l )  was found 
to have equal temperatures for all states T, = T, = T, (where T,, is the 
temperature of spin-orbital levels of the NO molecule).236 At a higher tem- 
perature (T, > 450 K) the surface of Pt(1 l l )  is free from adsorbed species, 
and T, < T,.238 Rotational accommodation decreases with the increase of T,, 
but translational accommodation is retained. For some cases the rotational 
temperature T, tends to a limit which depends weakly on the surface nature. 
For NO scattered from different Pt faces, this limit is equal to 440 + 20 K,238 
and 400 + 20 K for NO scattered from Ge.243 
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NO scattering from Ag(ll1) is one of the most extensively studied 
It has been found that the rotational temperature depends 

linearly with the surface and translational  temperature^^^ 

where a < 1 and b < l are constants independent on T, and T,. 
Some of the NO molecules scattered from Ni(100) have T, according to 

Equation 4.2, and others have T, = T,."' Rotational temperature of NO 
molecules desorbed from Ru(001) is also lower than T,.248 For clean Ru(001) 
T, = 0.5 T,; for oxidized Ru T, = 0.7 T,.249 It is likely connected with the 
fact that a major portion of NO molecules adsorb dissociatively on clean Ru 
and in molecular form on oxidized Ru. The rotational temperature of NO 
molecules scattered from graphiteZ5O is equal to the surface temperature for 
T, < 250 K and is less than T, at higher temperatures. Rotational cooling at 
T, > 400 K is accompanied by the deviation from the Boltzmann distribution. 

Rotational heating has been revealed for NO desorption from Ir(11 l).236 
Dissociative NO adsorption is likely to be the cause of this effect. Excess 
energy, released in recombinative desorption, N(ads.) + O(ads.) + NO(gas), 
can be transferred, in particular, to the rotational movement. The relationship 
T, < T, is probably the criterion of the absence of the "chemical" desorption 
mechanism. 

Theoretical treatment of rotational cooling in scattering and desorption 
processes reduces to different models of energy transfer between rotational 
and translational molecular degrees of freedom and to the choice of particular 
NO-surface  potential^.^^^.^^'-^^^ Bialkow~ki~~'  proposed the model of the 2d- 
rotator in which the NO molecule rotates only in the plane parallel to the 
surface. A limiting value T, = T J2 has been obtained in crude correspondence 
to the experiment248 assuming weak coupling between molecular rotations 
and the surface and in accordance with the principle of equipartition of energy. 
Nevertheless, more complicated relationships are observed in other experi- 
ments. In a similar model, T ~ l l y ~ ~ ~  has found Boltzmann distribution of 
molecules over E, and rotational cooling; to a first approximation, T, is 
determined only by the rotational molecular constant but not the surface well 
depth. The theory fails to predict a limiting value of T,. 

Gadzuk et al.254 proposed a model of a hindered rotator. When the NO 
molecule desorbs perpendicular to the surface, thermally populated bending 
vibration converts into rotation with angular momentum directed perpendic- 
ular to the surface ("overturning movement"). The desorption time is less 
than the molecular period of revolution; hence, energy exchange between the 
molecule and the surface does not occur. 

It has been noted253 that the mechanism of energy transfer between mo- 
lecular rotational and translational motion is more appropriate in the case of 
NO scattering from Ag(l1 l),  whereas the model of a hindered rotator is suited 
to NO scattering from Pt(1 l l).'" 
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Tully et al.246 studied two components of rotational energy: parallel Ed, 
and perpendicular to the surface E,, (''helicopter' ' and "cartwheel" models). 
Both components undergo rotational cooling: E,,, < 1/3kT,, E,, < 2/3kT,. 

Experimental analysis of NO molecules by the LIF method with the linear 
polarization of the laser beam passing 2 mm above the Pt(1 l l )  surface has 
shown that for rotational quantum numbers j > 12.5 approximately, NO 
molecules desorbed from Pt(1 l l )  rotate parallel to the surface. These obser- 
vations provide support for the hindered rotator N-tip orientation 
of an NO beam colliding with Pt(ll1) and Ag(ll1) surfaces gave rise to 
higher T, than 0-tip orientation.229 

When the potential is strongly anisotropic, the NO molecule interacts 
with the surface in a certain orientation. For very large rotational quantum 
numbers j (large E,), fast rotation of an incident molecule averages the ani- 
sotropic component of the interaction between the molecule and the surface, 
which leads to interaction decrease and diminishes the sticking coefficient S. 
NO orientation resulting in rotational excitation gives weak energy exchange 
with a solid. Corresponding to the detailed balancing principle, the rotational 
temperature, T, = T, - S, decreases with the increase of j, since s decreases 
with the increase of j.256 

Rotational cooling (T, < T,) was observed as well for H, and D, molecular 
beam scattering from Cu(ll0) and Cu(l1 H, from polycrystaline Pd,Z58 
N, from Fe(11 CO and CO, from Pd NH, and 0, from Pt(11 
HF from LiF,257 CO from LiF,,* and I, from LiF.262 In the last case trans- 
lational and vibrational temperatures of scattered I, beam corresponded to T, 
at T, > 300 K, and T, < T,. During its lifetime (5 p,s) determined using the 
beam modulation technique, the adsorbed I, molecule has no time to equalize 
T, and T, before leaving the potential well. 

4.1.4. VIBRATIONAL EXCITATION (Vs-V EXCHANGE) 
Few studies have been devoted to the vibrational excitation of scattered 

molecular beams. Assumptions of such an excitation (V,-V exchange) are 
based on indirect evidence. Assher and S~mor j a i ' ~~  studied NO beam scat- 
tering from Pt(1 l l). Angular distribution data were used to calculate vibra- 
tional excitation and deactivation rates. Excitation occurs through the "trap- 
ping-desorption" mechanism. 

Rettner et al.264 revealed direct evidence of vibrational excitation of NO 
molecules scattered from Ag(1 l l). Excited molecules were detected by the 
REMPI technique. The probability to excite into the v = 1 state depends 
weakly on kinetic energy of the incident molecules, but strongly on T, with 
the activation energy 0.23 eV. It is just the energy needed to excite the NO 
molecule into the first vibrational level. Velocity distribution of NO molecules 
was found to be far from Maxwell one, and scattering of NO molecules was 
almost specular. This is a strong evidence for direct inelastic interaction rather 
than the "trapping-desorption" mechanism. The results were explained by 
the excitation transfer mechanism through electron-hole pairs in metal.2653266 
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FIGURE 4.2. The surface of potential energy for H, desorption on Ni(1 l l )  from states P,(a) 
and P,(b). (From Russel, J .  N.  et al., J. Chem. Phys., 85, 6186, 1986. With permission.) 

Decrease of a number of vibrationally excited (v = 1) NO molecules 
scattering from graphite surface was observed using the REMPI method.267 

Yates et investigated H, thermodesorption from Ni(1 l l )  surface. 
Cosine-low angular dependence -cos9 was observed in the thermodesorption 
peak corresponding to the P,-H, form at 290 K,  and ~ o s ( p ~ . ~  dependence was 
found for the P,-H, form at 370 K. The attributed this discrepancy 
to the peculiarities of the hydrogen activation mechanism during adsorption 
and desorption. Adsorption heat increases and activation energy decreases, 
with the increase of coverage 8. Different types of potentials correspond to 
p, and P,-H, states. At coverages 8 < 0.5 @,-H, form) the desorption process 
is governed by passing through the "exit channel" (see Figure 4.2, a), and 
by passing through "entrance channel" at 8 > 0.5 for the P, form (Figure 
4.2, b). In accordance with this scheme, desorption of the P, form is accom- 
panied by the translational excitation, and internal (vibrational or rotational) 
excitations are probably characteristic of the P, form. The H, molecule desorbs 
in a vibrationally excited extended state while passing through the "entrance 
channel" for P,-H,. The H, molecule behaves, as if it were not completely 
formed, and thermalizes in subsequent collisions with gas molecules. Quite 
different kinetic behavior is observed in this case for H, and D, (isotope 
effect). 
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Harris et al.?" have drawn similar conclusions for H, and D, vibrational 
excitation during associative desorption from the Cu surface. 

Paz and Naaman272 revealed vibrational excitation of the NH,-group in 
aniline scattered from surfaces covered with structured monolayers of organic 
species. Vibrational excitation results for two reasons: (1) the high ratio of 
molecular mass of aniline to that of a surface group contacting with it, and 
(2) the presence of low-frequency modes in aniline which are easily excited 
during the collision. 

As a final note on monoenergetic beam scattering, we would like to 
emphasize that though the experiments discussed had little to do with ordinary 
catalysis, a set of important results, which are necessary for an understanding 
of elementary steps in adsorption and catalysis, were obtained. They include 
the absence or presence of an adsorption activation barrier; molecular ori- 
entation and the probability of energy exchange during the collision process; 
the possibility of translational, vibrational, and rotational excitation on account 
of interaction with a surface; the correlation of the above probabilities with 
the surface structure and properties; and the dependence of characteristic 
features of excitation on the interaction potential between a molecule and a 
surface. 

4.2. DYNAMIC INTERACTION OF MOLECULAR 
BEAMS OF DIFFERENT ENERGIES WITH SURFACE 

We looked at energy changes of the monoenergetic molecular beam after 
its collision with a surface. In recent years, much attention has also been paid 
to the "inverse" problem: what influence do the energy and internal exci- 
tations of molecules in the beam have on the molecular collision process? To 
solve this task, molecular beams with varied energy characteristics are re- 
quired. We must be able to measure all molecular parameters in these beams, 
to determine the atomic constitution of a surface (Auger spectroscopy), its 
structure (LEED), and the positions of surface electron levels (XPS and UPS). 

4.2.1. INFLUENCE OF TRANSLATIONAL ENERGY (T-V, 
EXCHANGE) 

Various nonmonotonic dependencies of the initial sticking coefficient S, 

on the molecular kinetic energy were obtained. It turned out that the coefficient 
so depends on the translational temperature Ti (quadratic in the velocity of 
particles -vZ) and on the angle of incidence of the molecular beam (pi as cosZ 
cp,. Hence, only the normal velocity component of a particle is involved in 
the process. Adsorption probability drastically reduces with the decrease of 
cp,. It has been found experimentally that 

where Ei is an average kinetic energy of a particle and n > 2. K i s l j ~ k ' ~ ~  
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FIGURE 4.3. The sticking coefficient S, for H, and D, on Ni(1 l l )  as a function of molecular 
beam energy. (From Hamza, A. V. and Madix, R.  J . ,  J .  Phys. Chem., 89, 5381, 1985. With 
permission.) 

obtained theoretically a more complicated expression which covers a wide 
range of available data. 

Rather weak dependence on T, is observed in most cases. In the depen- 
dence like that of Equation 4.2, the first term evidently dominates. The validity 
of Equation 4.3 is repeatedly confirmed by experiment. For example, the 
probability of H, adsorption on the Ni(1 l l )  face is practically independent 
of T,, but increases with the increase of Ei in accordance with Equation 4.3 
from so = 0.05 at Ei = 0.04 eV to so = 0.4 at Ei = 0.12 eV.231.279 According 
to Palmer et al.230 and Robota et al. ,23' the hydrogen coefficient so on Ni(1 l l )  
at 700 K depends on Ti with the apparent activation energy 8 kllmol. Similar 
independence of S, on T, is observed for the Ni(100) face, but so grows from 
0.2 to 0.8 with the increase of E, from 0.7 to 7 kl/mo1.275,276 The corre- 
sponding values of so for D, are lower and become comparable to that of H, 
only at high energies (see Figure 4.3). It is the authors' opinion that the 
quantum mechanical tunneling plays a part in dissociative H, adsorption in 
contrast to the D, case. 

Palmer and Smith33 observed the dependence of so for HdPt(1 l l )  on the 
beam temperature with the corresponding activation energy close to 8 Idlmol. 

Much attention is given to H,, D,, and HD energy exchange on different 
Cu faces.221~277-282 The probability of dissociative adsorption is negligible at 
Ei < 0.2 eV; then a rapid growth is observed up to so = 0.05 at Ei = 0.4 eV. 
The maximum value of so is observed on the close-packed Cu(1 l l )  face that 
is ascribed to the lower barrier for lateral diffusion of H atoms. It has been 
concluded that both translational and vibrational excitation of incident mol- 
ecules is necessary to overcome the barrier for dissociative H, and D, 
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FIGURE 4.4. Energy dependence of the sticking coefficient S, on W(110) at 800 K for 0,(1), 
N,(2), CH4(3), and CD4(4). 

a d s o r p t i ~ n . ~ ~ ' - ~ ~ ~  Higher so values for D, compared with H, failed to be 
explained. 

Monotonic increase of S, against E, according to Equation 4.3 is accom- 
panied by drastic changes in so at certain values of E,. Abrupt changes of 
this dependence are usually explained by the activation barrier for adsorption 
in agreement with Van Willigen's Equation 4.1. Smooth dependencies are 
attributed to surface inhomogeneity, the presence of activation energy distri- 
bution for different adsorption sites. This distribution can be obtained by 
differentiating S, with respect to E,. 

The N2/W(1 10) system was studied in detai1.283.284 Over the range of E, 
from 0 to 80 Idlmol, the probability so of dissociative N, adsorption increased 
tenfold, and over the range of Ei from 80 to 200 Idlmol, S, increased 100 
times, from 5 . 10-3 to 5 10-l. A sharp rise at Ei = 50 Wmol (Curve 2 
in Figure 4.4) is in general agreement with the activation barrier models, but 
the permanent character of this rise indicates that the single barrier model is 
insufficient. The system NJW(110) exhibits one more characteristic prop- 
erties: the sticking coefficient s, depends on the total energy E,, but not on 
E,, according to Equation 4.3. 

This new feature is explained by the possible influence of an exit potential 
barrier2s5 (see Figure 4.2, a). Equation 4.3 describes the "direct" activated 
adsorption during one collision with the surface. The dependence of so on Ei 
corresponds to indirect adsorption, i.e., the "trapping-desorption" mecha- 
nism. The second dependence can be caused by the existence of a "hot" or 
"dynamic" precursor as well (see Chapter 6). Roughness of surface is an 
alternative explanation. It may exist from the very beginning or appear in the 
process because a particle strikes the surface many times until it passes through 
the potential barrier. 
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It should be noted that "direct" interaction corresponds to the Rideal 
mechanism which has been introduced in Section 3.3, and interaction mech- 
anism with the excitation of phonons. 

Invariant or even decreasing behavior of so with the increase of Ei is 
usually attributed to the existence of a long-lived mobile precursor (see Section 
6.1). 

For oxygen on Pt(1 l l ) ,  S, dependence on E, at 523 to 623 K corresponds 
to the adsorption activation energy of about 4 kJ/mol. Nevertheless, hot and 
cold 0, beams behave identically at lower  temperature^.^^^,^^' For 0, beams 
on W(100), so = 0.1, at E, = 0.1 eV and so = 1 at E, = 0.4 eV. The 
value of s drops to s = 0 with the growth of oxygen coverage to 8 = 0.5 
at E, = 0.25 eV; s = 0.5 for 8 = 0.5 at E, = 1.3 eV. The s dependence 
on E, allows us to calculate the value of the activation barrier for adsorption: 
0.12 eV at 8 = 0 and 0.34 eV at 9 = 0.5. However, at very small energies 
(less than 0.03 eV) s increases with the increase of coverage degree instead 
of decrease, which points to more complicated processes during energy ex- 
change (see Curve 1 in Figure 4.4). The model of mobile precursor has been 
invoked to account for this anomalous dependence of s on E, at low ener- 
g i e ~ . ~ ~ ~  

A potassium monolayer on Pt(1 l l)  enhances the energy exchange for 0, 
giving rise to appreciably greater values of so at the same Ei.288 The authors 
explain this enhancement by charge transfer between K atoms and 0, mol- 
ecules with the formation of an 0;-ion. 

For a COIW system it was found that so increases with increasing T, and 
Ti.289 Another dependence of so on E, was obtained for CO interaction with 
Ni(l1 l )  by Tang et al.252 At E, < 17 kJImol the sticking coefficient s = 
0.85 and is independent of coverage, which is ascribed to molecular adsorption 
with a mobile precursor. It is the authors' opinion that the latter is a CO 
molecule approaching the adsorption site, Ni atom, with "improper" ori- 
entation, i.e., by a 0 atom instead of C atom, or parallel to the surface. The 
hindered rotator which has been mentioned in Section 4.1.3 in connection 
with rotational cooling is also a possible candidate for a precursor. The 
precursor lifetime 7 and its rate of diffusion was estimated at 200 K using 
the Auger-spectrum pattern which spread out under molecular beam action: 
10-S < T < 10-'S. At high Ei the value of so lowers to 0.43 and remains 
further unchanged. The authors believe that the reduced value of S, is caused 
by the fact that only molecules with the proper orientation, i.e., by a C atom, 
adsorb after the collision directly, which means overcome the adsorption 
barrier 17 to 30 Wmol and chemisorb just dissociatively without the precursor 
state; this scheme is supported by the Auger spectrum. A low value so = 
0.02 independent of beam energy in the range 6.5 to 21 kJ/mol was observed 
for COlNi(100) interaction at T, = 500 K.290 Probably, only molecular ad- 
sorption took place. 

A decrease of so with the growth of energy of the molecular beam was 
observed for CO and Ar at Pt(11 l)291 and Ir(l 10).292 The CO value of so at 
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a clean Ir(ll0) surface diminishes from 0.8 at beam energy 8 kllmol to 0.35 
at 140 Idlmol. Over this energy interval, the sticking probability is indepen- 
dent of T, at 200 to 500 K. This fact is explained by transformation of trapping- 
desorption interaction at low E, into direct inelastic scattering at high E,. 
On Ir(ll0) covered with a CO monolayer, the dependencies of so on T, are 
identical for CO and Ar. The value of so for Ar at the Ir surface covered with 
CO is much greater than so on a clean Ir surface. The CO adsorbed monolayer, 
probably, enhances gas-surface energy transfer. 

So, different energy dependencies of the adsorption probability appear to 
be as illustrated by the example of CO adsorption on metals. The growth of 
so with the growth of E, is a characteristic feature of "direct" activated 
adsorption. The decrease of so with the growth of E, is observed in the case 
of molecular adsorption without activation or precursor. 

Summarizing some results obtained for so, as a function of Ti and T,, 
with the aid of molecular beams, Rendulic et al.293 note that direct chemi- 
sorption without activation is characterized by the conditions: dsJdTi = 0 
and dsJdT, = 0, whereas activated chernisorption gives rise to dsJdT, > 0 
and dsJdT, = 0. The value of dsJdTi for chemisorption passing through 
precursor is defined by the dissipation of the kinetic energy of adsorbed 
molecules into three main channels: excitation of solid phonons, excitation 
of molecular rotations, and generation of electron-hole pairs. All these mech- 
anisms result in dsJdT, < 0 at low temperatures. A minimum of so as a 
function of T, (see, for instance, Figure 4.4 for 02/W) gives an indication of 
change of chemisorption mechanism from precursor at low Ti to direct acti- 
vated chemisorption at high Ti. 

As it was already noted in Section 2.1.2, the study of ion-surface inter- 
action using ion beams of varied energy provides practically the same infor- 
mation as in the case of molecular beams. Bykov et a1.41.42 investigated 
interaction of N: ions with the surface of polycrystalline Pt. 

Adsorption probability of molecular ions so was determined by comparing 
the rates of the pressure drop in an omegatron detector, with and without a 
high-frequency electromagnetic field at resonant frequency. The difference 
between the slopes of these lines enables us to calculate so setting a certain 
value of ui, the cross-section of nitrogen molecules ionized by electron impact. 
In our experiments U, = 2.87 . 10-l6 cm2 taking into account that the ioni- 
zation cross-section drops rapidly with decreasing energy, and the contribution 
of secondary electrons is negligible. The obtained dependence of the prob- 
ability of N:-ion adsorption as a function of energy is shown in Figure 4.5. 
In the framework of the theory of dissociative adsorption of diatomic ions 
each maximum is responsible for ion neutralization into the next electronically 
excited state. If such complicated behavior is not generated by an "apparatus 
effect", it may testify that not only Auger neutralization resulting in nonex- 
cited NZ molecule occurs, but the resonance N: takes place as well. 

Later, Akazawa and Murata2" investigated adsorption of NZ and N+ 
ions at Ni(100) and Ni(1 l l)  surfaces for lower kinetic ion energies: E, from 
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FIGURE 4.5. N; adsorption probability on polycrystalline Ni as a function of ion beam 
energy .4' 

l,arbitmry units 

1 9 2 -  K+ 

FIGURE 4.6. Nitrogen adsorption probability (using Auger spectra) on Ni(1 l l )  surface as a 
function of kinetic ion beam energy. (From Akazawa, H. and Murata, M,,  J. Chem. Phys., 88, 
3317, 1988. With permission.) 

0 to 20 eV. The coefficient S, does not depend on Ei for N+ , and a curve 
with a maximum and a minimum is observed for N: (Figure 4.6). The results 
are explained with the help of a model with different mechanisms of adsorption 
and ion neutralization. At low Ei, electronically excited molecules obtained 



106 Nonequilibrium Processes in Catalysis 

in the resonance ion neutralization adsorb dissociatively with low activation 
energy (-5 eV). At higher E,, electronically excited molecules adsorb at the 
surface and dissociate further with high activation energy. Auger neutralization 
of N: ions occurs at closer distance with the increase of E,, and the empty 
U-orbital in N: overlaps with d orbitals in Ni. 

Ion CO+ beam interaction at the Ni(l11) surface was studied by Rabalais 
and co-workers in the range 0 to 20 eV.295 At low E, Auger neutralization of 
CO+ ions with 3d electrons of Ni can occur, giving rise to the formation of 
CO in one of the excited states with the inner energy up to E, = I(C0) - 
cp[Ni(l l l)] = 8.7 eV, where I is the CO ionization potential and cp is the 
work function of Ni. At the lowest energies the exothermic CO adsorption 
without dissociation (AH = - 1.55 eV) is the most probable. This beam 
energy can be transferred to a solid or produce CO desorption that results 
from a small S, value at E, = 3 eV. With the energy growth, an almost 
thermoneutral dissociation begins to proceed: CO + Ni, + NiO, + NiC,, 
which still requires activation energy. According to Auger measurements, 0, 
appears on the surface at E, = 2.7 eV, and its surface concentration grows 
linearly with the increase of E,. The concentration of nondissociated NiCO, 
on the surface decreases with the increase of E, to -7 eV. Thereafter, it 
remains approximately constant. The CO dissociation energy is calculated 
from the experimental data for ion beams and equals E, + E,, where E, = 
E, = 2.7 eV. The maximal barrier height is estimated to be 11,4 eV which 
is rather close to CO dissociation energy - 11.16 eV. Therefore, it was 
concluded that CO dissociation goes through the direct collisional mechanism 
of CO+ ions with energy >2.7 eV rather, than catalytic CO dissociation at 
the Ni surface. 

C + and 0 + ion beam interaction with Ni(1 l l )  leads to formation of the 
carbide NiC and oxide NiO, respectively, in the range 5 to 200 eV.296,297 C+ 
beam bombardment of NiO or O+/NiC results in CO formation; the interaction 
efficiency drops with the growth of Ei in the first case and is enhanced in 
the second one. The reaction O+ + NiC -+ CO leads to CO desorption and 
CO, formation. 

4.2.2. INFLUENCE OF ROTATIONAL ENERGY 
(R-V, EXCHANGE) 

In a number of studies molecule-surface interaction was investigated with 
the aid of molecules excited in a certain rotational or vibrational status 
(R-V, and V-V, exchange). For this purpose molecules were excited in a hot 
supersonic beam or selectively excited using IR laser radiation. Scattered 
molecules were detected with the aid of LIF and REMPI techniques. 

Taking into account the effect of rotational cooling after molecule-surface 
interaction (see Section 4.1.3), it would be natural to expect the influence of 
rotational excitation on the so value. The coefficient so is independent of the 
rotational energy E, of excited molecules, if a potential well is sufficiently 
deep as, for instance, for NO adsorption on a Pt surface where Q = 0.58 eV. 
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For small Q values the coefficient so drops with E, growth. This fact is 
attributed to rapid rotation of an excited molecule. Rettner et al.298 revealed 
that NO scattered at Ag(l11) is insensitive to the rotational energy of incident 
particles. 

At low rotational energies the adsorption probability depends on molecular 
orientation at the instant of collision. Orientational dependence has been 
studied for NO scattered at Ag(11 l)298 and Ni(100).299 It turns out that so is 
75% greater in the case of N-atom orientation compared with the 0-atom 
case. Steric effects come into particular prominence for large molecules. 

4.2.3. INFLUENCE OF VIBRATIONAL ENERGY 
(V-V, EXCHANGE) 

Dissociative adsorption of H, molecules in the v = 0 state and excited 
in the v = 1 vibrational level has been investigated on Cu(11 and 
C ~ ( 1 0 0 ) , ~ ~ ~ . ~ ~ ~  faces. It turns out for all cases that vibrationally excited mol- 
ecules adsorb substantially more easily than nonexcited ones. The calculation 
of the dissociation probability proved an appreciable gain with the growth of 
the vibrational quantum.303 The vibrational deactivation of H, molecules was 
practically negligible at low-beam energies. 

Crisa et studied deactivation of vibrationally excited CO molecules 
using the molecular beam technique. Deactivation probability of the second 
vibrational level of the CO molecule interacting with polycrystalline silver 
decreases from 0.33 at 350 K to 0.20 at 440 K. The interaction mechanism 
involves electron-hole exchange during CO trapping followed by vibrational 
energy transfer to a rotational one or to the energy of surface phonons. An 
attempt to induce dissociative chemisorption of CO at Ni(1 l l )  surface using 
translational (up to 2 eV) or vibrational (up to 0.8 eV) excitation has not been 
successful.305 The authors305 suggest that the excitation in no less than the 
fourth vibrational level of CO is required (1.05 eV) to cause dissociative CO 
chemisorption at Ni(1 l l ) .  As we already mentioned in Section 4.2.1, low- 
energy ion beams are the most suitable to study dissociative CO chemisorp- 
tion. 

Up to 10% of NO molecules (v = 1) deactivate after collision with the 
Ag(1 l l )  and Ag(ll0) surfaces.306 The interaction of vibrationally excited NO 
molecules (v = 1) with graphite surface was studied by Vach and CO-worke~s .~  
At a surface temperature T, = 600 K, almost all molecules remain in the 
excited state after collision with the surface. At T, = 200 K, 20% of the 
excitation energy is lost, probably due to energy transfer to lattice phonons 
when a molecule is trapped near the surface. The authors observed even a 
small increase in NO rotational energy after interaction with the surface. 

The probability of CO, dissociative adsorption (+ CO + 0 )  at Ni(100) 
enhances from 4 10-4 to 0.15, i.e., 300 times, with the growth of the 
molecular beam energy from 8 to 40 k.Ilm01.~~~ A further growth of Ei to 100 
Wlmol has little effect on so. Molecular adsorption of CO, through a precursor 
proceeds possibly at Ei = 8 k.I/mol; at Ei > 40 Idlmol the direct dissociative 
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adsorption during collision of the CO, molecule with the surface takes place. 
Such a significant increase of the dissociative adsorption probability is likely 
indicative of the fact that the excitation of bending vibrational modes sub- 
stantially increases the probability of CO, dissociation. This is experimentally 
confirmed using CO, beams with varied temperature. Temperature elevation 
from 300 to 1000 K at the source of the supersonic beam increases the value 
of so from 2 to 10 times. It is the authors' opinion308 that bent CO, molecules 
participate in the dissociation reaction: CO, + CO + 0 .  The angle 042-0 
is known to reach 133" in some metal-CO, complexes. The excitation of this 
mode promotes bending and the following rupture of the 0-C bond. 

Rather strong deactivation of vibrationally excited CO, molecules was 
observed at and Ag309 in supersonic molecular beam experiments. It is 
unlikely that molecular vibrational energy transfers to lattice phonons because 
a multiphonon process with a greate number of phonons is required. Clary 
and De-Pri~to~~O analyzed the results of Misevich et al.309 and showed that 
CO, deactivation near metal surfaces occurs through energy transfer to elec- 
tron-hole pairs or molecular rotation as a whole. The deactivation probability 
of vibrationally excited molecules at metal surfaces has typical values from 
10-3 to 10-,. Such values are associated with the trapping model and further 
energy transfer to an electron-hole pair. Energy transfer to surface plasmons 
is also possible." l 

Rettner and Stern3'' showed that the dissociative adsorption probability 
so of an NZ beam scattered at Fe(ll1) grows from 10-2 to 10-' with increasing 
energy from 0.1 to 1.0 eV. To excite vibrationally, molecules were heated 
in a source up to 2000 K. It turned out that the influence of vibrational 
excitation on so is approximately half as effective as translational energy. 

Most studies treating a possible involvement of vibrationally excited mol- 
ecules in activated chemisorption are devoted to methane chemisorption. 
Stewart and Ehrlich313 studied the dynamics of methane-activated chemisorp- 
tion on Rh. A CH, molecular beam at 600 to 7 10 K bombarded a cold (245 K) 
rhodium point in the field emission microscope. The reaction rate was judged 
from the change of Rh work function because of the growth of a carbon layer 
due to CH, exposure. The activation energy estimated from the dependence 
of the reaction rate on T, was close to 30 Wmol. The adsorption rate of 
CH,D, molecules is three times, and that of CD, ten times, less than the CH, 
rate. It is the authors' opinion that such a significant distinction indicates a 
negligible contribution of translational and rotational energy of methane mol- 
ecules. In contrast, vibrational excitation has a dominant role, probably en- 
hancing the transition from precursor into the chemisorbed state. Using the 
Slater dynamic the ratio of the rate constants of CH, and CD, was 
found to be 

where u2 is an average square of the breaking bond amplitude. 
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Equalizing a frequency v to the bending frequency v, of CH, gives a rate 
in agreement with the experiment. 

Yates et repeated this experiment using direct selective laser exci- 
tation of methane vibrational modes v, and v,, but did not obtain a significant 
effect. According to their data, only 5 - 10-5 of excited molecules chemisorb 
on the Rh(1 l l)  surface at 240 K. They suppose that more high-level excitation 
of CH, or some combination of translational and vibrational energy is needed 
to induce chemisorption of a methane molecule. 

Rettner et al.316 investigated interaction of the supersonic methane mo- 
lecular beam with a W(110) surface. Vibrational energy was varied changing 
the source temperature, and translational excitation was quenched by adding 
foreign gases H,, He, and Ar. CH, adsorption probability increased 105 times 
with increasing translational energy from 0.1 to 1.1 eV; the vibrational tem- 
perature elevation from 340 to 770 K resulted only in a tenfold increase of 
the sticking coefficient. The authors believe that translational energy of meth- 
ane aids the t u ~ e l i n g  of a hydrogen atom during chemisorption according 
to the semiempirical formulas for the sticking coefficient so = a exp (PE,), 
where a = 2 10-6 and P = 12.5 eV-l, which corresponds to the potential 
barrier height l .  l eV with a half width of 0.025 nm. It is due to tunneling 
that a strong dependence of the adsorption probability on mass of a tunneling 
particle and on its translational energy E, arises 

where AH is a half width of the potential barrier and V, is its height. 
Rettner et al.316 believe that the results of Stewart and Ehrlich313 are 

explained by translational tunneling rather than vibrational excitation. The 
sharp distinction between so(E,) for CH, and CD, molecules and the sticking 
coefficient for 0, and N, molecules is evident from Figure 4.4. The slope 
for CD, is even steeper than for CH,. 

More recently, Lo and Ehrlich3I7 examined the chernisorption rate of 
methane on the W(211) molecular beam energy and found only a small 
difference between CH, and CD,: the ratio of their rates is 2.5 at 800 K. The 
corresponding activation energies are 31 and 39 kJ/mol for CH, and CD,, 
respectively. Estimations show that this difference is insufficient to explain 
the methane activation by H-atom tunneling from a hot molecular state. 
Therefore, the authors317 returned to their previous explanation of CH, 
a~tivation"~ through vibrational excitation. 

The sticking coefficient of methane so at the Ni(1 l l )  surface grows lin- 
early with the increase of E,.318,319 Nevertheless, for E, < 45 kJ/mol CH,, 
adsorption is not observed. This fact is attributed to the translational methane 
activation. It has been calculated that CH, deformation and its conversion 
into a triangular pyramid (with C atom at the center of the triangle formed 
by three H atoms, and the fourth H atom at the top) requires 68 Wmol. 



110 Nonequilibrium Processes in Catalysis 

Hence, the growth of so with the increase of E, is proportional to the degree 
of molecular deformation. Nevertheless, a strong isotope effect (CH, com- 
pared with CD,) points to possible vibrational excitation or t~nneling.~" 

A decrease of so with the increase of E, from 34 to 202 kJ1mol has been 
observed on Pt(ll1) at T, = 100 t 140 K.320 At higher temperatures and 
beam energies (20 to 1 10 kJ/mol) so increases linearly with increasing E, .321,322 
Madix and co-workers321 assume that direct methane activation occurs when 
the H atom tunnels through the parabolic barrier with a half width of 0.013 nm. 
Translational and vibrational excitation enhance the tunneling probability. The 
ratio so (CH,)/so (CD,) equals 2.5, as in the case of W(211) surface. 

One more work concerning methane activation should be mentioned.323 
Methane, adsorbed in molecular form at Ni(l1 l ) ,  dissociates under argon 
atom bombardment at E, 3 75 Wmol. The probability of dissociative chem- 
isorption grows exponentially with the increase of kinetic energy of Ar atoms 
in the range 75 to 160 kJ/mol. Such a "hammer mechanism" gives rise to 
vibrational excitation and molecular deformation, forcing the C atom of meth- 
ane closer to the Ni atom. It is the authors' opinion323 that such processes 
are even more possible at high pressures, and, probably, it is just these 
processes that are related to "pressure gap" which mean a large difference 
between the rates of catalytic reactions at low and high pressure. 

Speculation about the possible role of vibrational excitation or tunnel 
effect in methane activation at metal surfaces has continued.324 Luntz and 

suggested a quantum dynamics model of methane activation. All 
experimental results agree with the model of direct impact dissociation with 
the rupture of C-H bond during collision. The tunneling probability grows 
with increasing T,; that is, thermal assisted tunneling owing to lattice thermal 
energy. Phonon absorption favors the passing of particles through the barrier 
because it results in a shorter tunnel length and a lower barrier height, thus, 
increasing so. 

Consider the main results obtained for higher alkanes. The coefficient so 
decreases with increasing E, and T, for ethane at the Ir(ll0) surface at E, 
< 40 kJImol, which is trapping mediated chemisorption, but not direct dis- 
~ o c i a t i o n . ~ ~ ~  The sticking coefficient is extremely low 0.03 at molecular beam 
energy 60 kJIm01.~~' Changing T, from 300 to 1400 K does not affect so (the 
activation energy is less than 400 Jlmol), which seems to argue against the 
precursor model. In the energy range 60 to 160 kJImol, so increases linearly 
with increasing E, up to 0.43 at 160 Wmol. Over this energy interval the 
activated dissociative chemisorption of C2H6 without a precursor occurs with 
E, = 150 to 160 kllmol. 

Similar results were obtained for ethane at Pt(1 11).328,329 At low-beam 
energies (less than 40 Wmol) and low T,, so decreased with the increase of 
E,. At the same time so increased with increasing coverage; i.e., ethane is 
more effectively trapped by the ethane adlayer but not by a clean metal surface. 
At high E,, so grows with the growth of E,; direct dissociative C2H6 adsorption 
occurs. 
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FIGURE 4.7. Energy dependence of the sticking coefficient S, on Ir(ll0) for molecular beams 
of methane ( l ) ,  ethane (2), propane (3). and butane (4). (From Hamza, A. V. et al. ,  J .  Chem. 
Phys., 86, 6506, 1989. With permission.) 

Hamza and M a d i ~ ~ ~ O  studied so dependence of various paraffins C, to C, 
at the Ni(100) surface on molecular beam energy. The value of so did not 
practically depend on surface temperature T,. At E, < 30 kJ/mol, adsorption 
was not observed; at higher energies so grew linearly with increasing E,. It 
should be noted that at the same temperature the sticking coefficient so of 
methane is greater than that of ethane, propane, and butane. These authors330 
calculated energy losses during molecular collisions with surface Ni atoms 
in accordance with classic mechanics, taking into account molecular and 
surface atom masses. On the assumption that the alkane molecule interacts 
with 5 Ni atoms, the dependence of so on E, - E,,,, turns out to be identical 
for all alkanes. The interaction threshold 30 kJ/mol coincides with the acti- 
vation barrier which was found for adsorbed alkanes at Ir(l10) by Weinberg.331 

In another study, Hamza et studied the sticking coefficient s,(E,) 
for alkanes on Ir(ll0). In this case (see Figure 4.7) so = 0 for methane at 
low E, (less than 40 kJ/mol); thereafter, so increased rapidly. A value of so 
is unchanged and equal to 0.03 for ethane up to E, = 60 kJ/mol, 0. l for 
propane up to 90 kJ/mol, and 0.21 for butane up to 110 kJ/mol. At higher 
energies a rapid increase of so was observed. It was concluded that at low 
E, molecular nonactivated adsorption through direct translational activation 
of the impinging molecule occurs (excluding CH,). Further dependence s,(E,) 
can be explained by the barrier distribution over the surface or by H-atom 
tunneling as well. 

Halpern and A l ~ n i t a z ~ ~ ~  studied dissociative adsorption of large hydro- 
carbon molecules C,H, (n = 3 to 8) at the Pt surface. At certain kinetic 
energy the rate of energy exchange (or deactivation) grows with increasing 
molecular size. Large molecules have longer lifetimes, desorb slowly, and 
chemisorb easily in the end. 
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This information is of considerable importance for one of the key problems 
of catalytic science, i.e., elucidation of activation mechanisms of methane at 
the surface. The results discussed show that methane dissociation probability 
is not less than that of other alkanes. 

Summarizing the results considered in Section 4.2, it may be deduced 
that molecular beam experiments with varied energy have given conclusive 
evidence of the role played by translational energy in activated chernisorption. 
As to rotational and vibrational excitations, the currently available data are 
rather contradictory and make it difficult for us to draw a final conclusion. 
Vibrational activation seems to be less effective than translational in many 
cases. 

4.3. EXCITATION OF CHEMICAL AND CATALYTIC 
REACTIONS ON SURFACE 

We have presented a set of examples of dependence of the sticking coef- 
ficient on the molecular energy in the beam. In most cases an increase of the 
chemisorption probability vs. the kinetic energy ("translational temperature") 
of the beam has been observed. There are also direct investigations of the 
energy transfer between the molecules in the beam and the surface, which 
are indicative of the possible acceleration of the chemical and catalytic re- 
actions. 

4.3.1. EXCITATION OF REACTIONS ON SURFACE BY 
MOLECULAR BEAM ENERGY 

A series of studies on the excitation of the noncatalytic monomolecular 
reactions induced by molecular interaction with a hot surface have been carried 
out by Rabinovich et al.334-336 The reactions proceeding in the ordinary thermal 
way, but at somewhat elevated temperatures, were investigated. In the "one- 
collision" version the beam of molecules at thermal equilibrium falls on the 
surface at a higher temperature T,. V,-V energy transfer from the surface to 
the molecule occurs, and the latter undergoes transformations. 

The isomerization of cyclobutane into b ~ t a d i e n e ~ ~ ~  and l-methylcyclo- 
pentane into i~oprene~~ '  were studied in detail at a surface temperature of 500 
to 800 K. The reaction probability was 10-4 to 10-6. The excitation over the 
activation threshold of the monomolecular reaction (E, = 120 to 290 Wlmol) 
takes place, occumng practically independent of the surface character (Au, 
SiO,). The vibrational accommodation coefficient was determined to be 0.95 
to 0.96. The reaction probability of the nitromethane decomposition under 
the same conditions depends on the surface nature, i.e., the catalytic effect 
is observed. 

Gerber and ElberJ3' investigated molecular dissociation of IBr, IC1, and 
I, impinging at the inert MgO surface. I, dissociation on MgO(100) was 
shown to arise from the rotational excitation on the rigid surface that assisted 
the bond break. The probability of I, dissociation grows almost linear with 
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the increase of the translational energy E, from 1 to 10 eV. Two maxima are 
present in the energy distribution of scattered atoms, the first atom of the I, 
molecule impinging on the surface acquires more energy than the second. 

Botari and Gree~~e'~'  examined the decomposition of chlorine-substituted 
hydrocarbons, carbonyls of W and MO, and dioxane after excitation in the 
supersonic beams. 

McCarroll and T l ~ o m s o n ~ ~ ~  developed a molecular beam technique for 
the study of associative substitution of acetylene adsorbed on platinum by 
ethylene labeled with I4C 

The beam temperature varied from 288 to 573 K,  and the surface tem- 
perature was between 273 and 313 K.  It turned out that only T, affects the 
reaction rate, but T, does not. Hence, the surface catalytic reaction take place. 

Working on further use of ideas of this Prada-Silva et 
devised a molecular beam reactor with recycling. In this reactor, molecules 
from the supersonic beam struck the catalyst target; after that the reactor was 
evacuated, molecules were collected, and again directed toward a source. The 
integration over many cycles (molecule accumulation) brought the sensitivity 
with the help of a flame ionization detector to 10-9 to 10-1° per one collision. 
Adding inert gas into the space between the beam source and the target made 
it possible to retard translationally excited molecules and to study the influence 
of translational and vibrational energy on the interaction process independently 
of one another. In this manner the true nonequilibrium catalysis could be 
investigated (with different surface and gas temperatures). 

With the use of the method developed by Haller et al. the isomer- 
ization of cyclopropane into propylene on mica was investigated. It turned 
out that the translational energy of C3H6 molecules in the beam had little 
effect on the reaction probability, but the vibrational energy and the surface 
temperature had a profound effect. The reaction rate vs. the vibrational energy 
has Arrhenius dependence, with the activation energy being 235 kllmol. 

The Arrhenius dependence of the reaction rate on the vibrational energy 
and the surface temperature was observed, with the activation energy 235 and 
88 kllmol, respectively. It was also found that E, + E, = 105 kllmol, where 
E, is the activation energy of the reaction itself. The meaning of these de- 
pendencies is not quite clear. The authors proposed that the reaction proceeds 
through the C-C bond break with the formation of a biradical followed by 
its conversion into propylene 

cyclo-C,H6 + Surface + ~H,CH,CH, (ads.) 

CH,CH,CH, (ads.) + CH,-CH=CH, (ads.) 

CH3CH=CH2 (ads.) -* C3H6 (gas) 
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For C-C bond breaking (the first step of the reaction) the vibrational 
excitation (235 Mlmol) is needed. The biradical adsorption probability de- 
creases with increasing translational energy E,. The effect of E, influences, 
most likely, the following steps, i.e., C-H bond activation and adsorption, 
but this is not elucidated finally. The study of the same reaction on 
showed that the reaction rate was independent of T, in the range 679 to 973 K, 
but depended on the beam energy with E, close to 90 Mlmol. The authors 
suggested that the vibrational excitation is necessary for the reaction to pro- 
ceed. However, it should be noted that cyclopropane isomerization occurs 
as well in the absence of the catalyst, with the activation energy close to 
260 kJIm01.~~~ Thus, it is possible that Haller et a1.341-344 dealt with a non- 
catalytic reaction. Besides, mica is not a good catalyst. 

The conversion of butene-l was studied by the same method on mica at 
T, = 650 to 850 K for different beam energies.341 Contrary to the above 
situation, the dependence only on surface temperature was revealed with E, 
= 4 1.9, 48.1, and 48.2 M/mol for the isomerization to cis-butene, to trans- 
butene, and dehydration to butadiene, respectively. The authors drew the 
conclusion that in this case the reaction is truly catalytic, proceeds on the 
surface, and the energy barrier to adsorption is absent. 

Molecular beams have been applied as well to study truly catalytic re- 
actions. In studies of H,-D, exchange (molecular beams H, + D,, and HD 
d e ~ o r p t i o n ) ~ ~ , ~ ~ ~  the variation of the angle of incidence led to an understanding 
of the active site arrangement in detail, for example, on a stepped surface of 
Pt monocrystal. By varying the translational temperature of H, and D, beams, 
it can be that dissociative adsorption on Pt(ll1) needs the acti- 
vation energy E, - 4 to 12 Mlmol. On a stepped surface the reaction proceeds 
without activation. 

As early as 1954, Shafer and GerstackerS9 studied experimentally the 
relation between the rates of vibrational relaxation and N,O decomposition. 
It is clear from their results that the activation energy of N,O decomposition 
on Pd (- 100 Mlmol) and on Ag (-90 Mlmol) are rather close to E, of N,O 
vibrational deactivation on the same metals. Practically total accornmoda- 
tion was observed for platinum, E, of N,O decomposition being equal to 
135 Mlmol. 

N,O decomposition was investigated also by the molecular beam tech- 
nique. It was shown that adsorption with a small activation energy is needed 
on platinum covered with carbonN8 and on W.349 

The molecular beam studies of deuterium oxidation on Pt(l1 l )  were 
conducted by Smith and Palmer.350.351 At the beginning, the Pt surface was 
covered with oxygen; then the modulated beam of D, molecules with varying 
energy was directed at it. With the use of hot D, beams, the activation energy 
was found to be E, = 50 Mlmol. D,O molecules desorbed without activation, 
which was confirmed by the cosine angular distribution. 

To summarize the data it should be noted that there is strong evidence 
of the reaction rate dependence on translational excitation, whereas the de- 
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pendence on vibrational excitation is less evident. However, the contributions 
of different types of excitations can be judged from the data on the reverse 
process, i.e., the energy distribution in the reaction products (see Section 
4.4). 

4.3.2. SELECTIVE EXCITATION 
In catalysis, particularly in selective catalysis, the energy concentration 

in one of the bonds of the reacting molecule is required to break the bond. 
With the advent of lasers, the experimental opportunity for direct checking 
of this assumption has arisen. The selective excitation of one of molecular 
bonds becomes possible by the use of the laser with a proper frequency; thus, 
control over the processes of adsorption, desorption, and selective catalysis 
is realized. We have already referred in Section 2.2 to the difficulties asso- 
ciated with a distinction between laser-induced thermal and selective (quan- 
tum) effects. Nevertheless, a rather large number of papers have appeared in 
this field.352-354 Relatively low-power lasers (1 to 30 W/cm2) are usually used 
in order to prevent solid heating. Laser action on molecules near a solid is 
also applied: a laser beam is directed parallel to the surface to check a thermal 
effect. Then the dependence of product yield on laser intensity is examined 
in pulse experiments. The more rapid increase compared with a linear one 
often indicates the contribution of a thermal effect. 

C h ~ a n g ~ ~ ~  pointed out that, taken alone, a distinction between thermal 
and laser heating in reaction yields is insufficient for proving the laser-induced 
selective effect since the laser thermal field differs from that of ordinary 
heating. For a clear demonstration of the selective effect, it is desirable 

1. To prove the isotope dependence 
2 .  To show that only one component is activated, other species reacting 

in the ordinary way 
3. To find such an example of two parallel reactions, one of which can 

accelerate under the laser action 
4. To produce the laser shift of the system from the equilibrium opposite 

to the thermal action 
5 .  To demonstrate the laser effect for systems with a small amount of 

collisions, for example, for molecular beams 
6 .  For reactions induced by one-photon absorption, to check for the strong 

specifity which should be different for different parts of the same ab- 
sorption band 

One of the first and, thus, often-cited studies on selective effect in hetero- 
geneous processes was the paper by Basov et al.355 in which the condensation 
rate of vibrationally excited CO, molecules on solid CO, surface was studied. 
For this purpose the mixture of isotope molecules l2CO2 and l3CO, was 
exposed to electric discharge. As a consequence of the difference in vibrational 
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temperature, the condensation rates of isotope-substituted molecules were also 
different. The ratio of condensation rates is defined by 

where vi is a vibrational frequency of i molecule. '2C02 molecules condensed 
more rapidly. Therefore, the authors believed that they succeeded in separating 
the isotopes. 

Attempts to separate different isotopes under conditions of the laser action 
on the processes of adsorption, desorption, and catalysis were also made by 
other researchers. Lin et al.356 studied the interaction between BC1, and hy- 
drogen on a titanium catalyst. In the absence of laser radiation, reaction outputs 
are B,H,, B2H5C1, and BHCI,; under the action of a CO,-laser at v = 10.55 
nm, '0B"BH2C1, and HCl were observed predominantly. The content of iso- 
tope-substituted 11BC19 molecules in the unreacted residue increased from 20 
to 37%. 

Petr~v,~'  showed that under laser action the diffusion flow of Br,, SF,, 
and C6H5CH, changed their passing through porous glass. This process is 
likely to be the main cause of separation of isotope-substituted molecules. 

Experiments on laser excitation of SF, molecules are often carried out in 
homogeneous media, taking advantage of suitable absorption frequencies (942 
cm-') for the CO, laser. Similar studies have also been made under heter- 
ogeneous conditions. For example, SF, vapor over silicon was exposed to a 
laser beam parallel to the Si surface.358 The SF, molecule irradiated by CO, 
laser dissociates, and the etching of silicon surface attacked by fluorine atoms 
was observed. 

Much research has been devoted to laser-induced selective desorption 
with the excitation of one of the vibrational frequencies of an adsorbed mol- 
ecule or its bond to the surface. The general theory of laser-induced vibrations 
resulting in desorption of adsorbed particles was Laser action is 
likely to be the most effective during short (i.e., nanosecond) pulses. In that 
an amount of time the energy cannot dissipate and may be used for desorption 
of weakly bound, physically adsorbed molecules.361 Dzhidzhoev et al.,,' 
studied SiO, in an ammonia atmosphere irradiated by a CO, laser with a 
frequency 950 cm-' and power density of 10 W/cmZ. The rate of NH,-group 
decomposition on SiO, was three orders higher than that without the laser. 
Nevertheless, a close look at the experimental conditions reveals that the pure 
thermal laser effect has not been ruled out. 

CH,F and SF, desorption under laser irradiation in the v,-vibrational 
molecular band was observed by Huang et al.,,, A CH,F monolayer adsorbed 
physically on NaCl at 70 K was excited by a CO, laser. Desorption occurred 
at a radiation frequency 970 to 990 cm-'. The observed width in photode- 
sorption spectrum was -10 to 15 cm-', i.e., substantially narrower than the 
corresponding band of IR spectrum. The yield of desorbed species was pro- 
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portional to 12s8, where I is the radiation intensity. Therefore, it was concluded 
that approximately three photons could participate into the process. Ammonia 
desorption from the surface of C U ( ~ O O ) ~ ~  and W(100)365 was observed under 
the laser radiation corresponding to the stretching (3370 cm-') and asymmetric 
bending (1065 cm-') vibrations of the NH, molecule. Nevertheless, it was 
pointed out3@ that, most likely, this desorption is induced by the thermal laser 
effect. 

When subjected to IR laser radiation, desorption of pyridine from KCl, 
Ni, Ag/Si02, and Ag(1 10),366 methanol from metal surfaces,367 and CC1, from 
a germanium surface368 was observed. IR laser irradiation of Pt(ll1) with 
adsorbed water in the region of OH-vibrational band failed to cause water 
d e ~ o r p t i o n . ~ ~ ~  CH,OH photodesorption from a Cu(ll0) surface irradiated by 
laser in the absorption band of asymmetric CH, vibrations and valence OH 
vibrations was observed at 90 K.370 

C h ~ a n g ~ ~  recognizes the following characteristic features of ammonia 
and pyridine desorption under CO2-laser action 

1. Desorption takes place both from metals and dielectrics with quantum 
yield of - 10-3 and desorption cross-section of - 10-22 cm2. 

2. A clear dependence of selectivity on the vibrational frequency is absent. 
Isotope-substituted molecules desorb with the same efficiency, and the 
desorption yield is determined by IR absorption cross-section rather 
than by its vibrational frequency. 

3. Desorption may be a two- or three-photon process. 
4. The desorption yield increases with the increase of the thickness of an 

adsorbed layer, i.e., the energy is absorbed by adsorbed molecules. 
5 .  For coverages close to monolayer, the maximum output is reached in 

the first few pulses; then it rapidly reduces; probably the most weakly- 
bound molecules desorb. 

6 .  The translational temperature of desorbed molecules is usually low and 
close to T,. 

These effects are attributable to "nondirect" or "resonance" heat- 
ing.371,372 Initially, the thermalized molecule is successively excited by a laser 
to the first, second, and so forth, vibrational level up to a continuum which 
corresponds to the rupture of the adsorption bond. Phonon emission from 
intermediate levels occurs which results in heating of the sample. Theoretical 
calculations373 are in good agreement with the experimental results, except 
that desorption temperatures are overestimated. V-V exchange between ad- 
sorbed molecules irradiated by laser was treated by Gijrtel et It was 
shown that at coverages 0 > 0. 1 to 0. 3 V-V relaxation resulting from the 
dipole-dipole interaction can substantially increase laser-induced excitations 
of top levels in a harmonic system, thus, promoting desorption. At the same 
time the large-scale effect of V-V transfer is negligible, i.e., the laser radiation 
in one place of the surface does not induce desorption in the other. 
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Tro et have shown that even nanosecond pulses are insufficient to 
prevent thermal effects, when subjected to a series of laser pulses (with the 
duration of 1 ns followed by the pause of 300 ns). C4Hl0 desorption was 
observed in the absorption band of C-H bonds at 2875 and 2985 cm-'. 
Nevertheless, the isotope effect was practically absent: C4Dl0 desorption oc- 
curred with the same velocity in the absorption band of C-D vibrations. The 
vibrational energy rapidly thermalizes and heats the butene layer, resulting 
in its desorption. 

Heidberg et al.376,377 observed the desorption of 13C0 from NaCl at 20 K 
under selective laser radiation in the fundamental absorption band of CO 
(2107 cm-'; the line width was 11 + 3 cm-'). The vibrational energy of 
adsorbed CO molecule far exceeded the energy of adsorption (16 Wmol). In 
this case, according to the authors,376 the laser-induced resonance process is 
associated with photon absorption by the CO-bond rather than heating, and 
"vibrational predesorption" occurs 

hv 
NaCl-CO * NaCl-CO (v = 1) + NaCl + CO(gas) 

Selective desorption of HD physically adsorbed on the LiF surface irra- 
diated by IR light (9 to 15 nm) of weak intensity was detected at very low 
temperatures (1.5 to 4.2 K).378 The desorption rate is proportional to the 
radiation intensity, independent of Ts (below 4.2 K) and increases rapidly 
with the increase of wavelength. The velocity distribution of desorbed mol- 
ecules corresponds to 21 K, i.e., translational excitation is observed. Ther- 
modesorption is absent under these conditions. It is the authors' opinion 378 

that acoustic phonons are excited in LiF irradiated by an IR laser. Their 
lifetime (10-4 to 10-9 S) is sufficient to travel a distance from the point of 
their formation to the place of HD desorption. 

Along with those of the IR region, visible and UV lasers have also been 
used to produce desorption through the excitation of solids. The theory of 
laser-induced charge transfer to the semiconductor surface was treated by 
Murphy and G e ~ r g e . ~ ~ ~  To excite the silicon surface, the laser radiation in 
the Si absorption band of about 1.2 eV is required. One absorbed photon 
excites one Si surface state. The oxidation of silicon irradiated by the energy 
corresponding to the interband transition is really enhanced.380 But the peak 
in the curve of the yield dependant on the incident quantum energy is not 
sharp, probably, due to Si spectrum broadening resulting from surface sub- 
bands in the region of interband t rans i t i~n .~~ '  

CO desorption from ZnO at 360 nm laser wavelength and from Ni and 
W metal surfaces has been s t ~ d i e d . ~ ~ ~ * ~ ~ ~  Moiseenko et al.384,385 investigated 
ZnO irradiated by a neodymium laser. Oxygen species 0, and 0 were ob- 
served. The quantum yield in the region of the fundamental absorption band 
corresponding to the ZnO forbidden zone (A = 354 nm) was an order of 
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magnitude higher than it was outside this region (A = 532 and 1064 nm), 
which is an indication of the selective laser effect. The kinetic energy of 
desorbed species measured by a TOF mass spectrometer was 0.8 eV (cor- 
responding to the temperature -7000 K). 

CO, and H20 desorption from oxide semiconductors irradiated by laser 
in the region of the forbidden zone3', and CH3Br desorption from LiF surface 
irradiated in the 222-nm F-center zone387 were reported. Chlorine desorption 
from the metal surfaces of Cu, Ag, and Au irradiated by laseP8.389 was 
attributed to the plasmon excitation in a solid followed by ionization of surface 
species and ion reneutralization. Desorbed species Cl, CuCl, CuCl,, Cu3Cl,, 
AgC1, and others had a high kinetic energy. The theory of laser-induced 
electron transfer from the metal bulk to the surface was considered by Murphy 
and G e ~ r g e . ~ ~ '  Frequencies from 0.7 to 4.4 eV can be used for excitation in 
metallic Na, and a photon of a given frequency can generate many surface 
states in contrast to the case of a semiconductor. 

The interaction of the argon laser irradiation (514 nm, with the second 
harmonic of 257 nm) with mono- and multilayers of metal carbonyls adsorbed 
on Si(ll1) (7 X 7), results in carbonyl decomposition and CO desorp- 
t i ~ n . ~ ~ " , ~ ~ '  The second harmonic was required for Mo(CO), selective decom- 
position; the base 514 nm frequency failed to decompose it, whereas both 
wavelengths resulted in decomposition of W(CO), and Fe(CO),. Irradiation 
of 325 nm frequency at 90 K caused decomposition of Mo(CO), adsorbed 
on Rh(100). 392 

Resonance NO desorption from Ni(100) surface irradiated by UV Ar-F 
laser in the band with the maximal absorption of about 6.4 eV took place at 
170 K. Desorbed molecules, in accordance with LIF spectra and TOF data, 
were excited vibrationally in v = 1 and v = 2, and rotationally and trans- 
lationally up to 2800 K, which argues for the true photodesorption. Irradiation 
at 5.0 eV gives broader molecular distribution due to thermal effects.393 

NO desorption from irradiated Pt(11 and Si(11 revealed the de- 
pendence of desorption yield on laser wavelength (354 to 1907 nm), which 
points to a nonthermal desorption effect.394 LIF spectra showed non-Boltz- 
mann rotational and vibrational energy distribution in NO molecules. 

The study of the system Pt(1 l l )  + 0, (ads.) showed that at X < 295 nm 
0-0 bond excitation and atomic oxygen release occur, and at A < 420 nm 
0, desorption takes place. It is the authors' opiniod9, that thermal heating 
does not describe the results as well as direct photoexcitation does. A TOF 
study of the velocity distribution of water molecules desorbed from Pd(l11) 
irradiated by UV laser (6.4 eV) showed that in this case the desorbed mol- 
ecules have also photochemical rather than thermal origin.397 

Using very short 5-11s laser pulses at a very low power (0.1 to 1 mW/ 
cm2) and energy 4.6 to 5.3 eV, Natzle et observed selective NO de- 
sorption from Ag(1 l l )  at low temperatures (25 to 50 K). Desorbed molecules 
are excited rotationally and vibrationally; the population ratio of vibrational 
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levels is (v = 3)/(v = 2) = 0.85. The authors are of the opinion that such 
a desorption is likely caused by (NO),-dimer photodissociation from the sur- 
face. 

NO desorption from Pt foil irradiated by nanosecond laser pulses (A = 
532 nm) was observed by Burgess et The authors believe that in metal 
the laser excites electron-hole pairs which have lifetime values greater than 
the pulse length (10-9 S). Therefore, desorption occurs. 

When passing from nano- to pico- and femtosecond pulses, the probability 
of a selective laser effect increases further. F'rybyla et measured the 
yield and the final energy distribution of NO molecules desorbed from Pd(ll1) 
irradiated by 200-fs laser pulses with the energy 2.0 eV at 300 K. While NO 
temperature is close to Ts in nanosecond experiments, the concentration ratio 
N(v = l)/N(v = 0) = 0.3 is observed for femtosecond pulses which cor- 
respond to vibrational temperature -2200 K. Rotational temperature of NO 
molecules in v = 1 level was equal to 2600 K. The authorsm suggested that 
for such a short time, electronic excitation involving 27r-valence orbitals of 
NO occurs due to electron or hole capture. This excitation, in turn, results 
in a vibrational one. The high desorption yield is attributable to the fact that 
several hot electrons can transfer their energy to each adsorbed NO molecule. 
It has been shownw1 that in the femtosecond region (pulse length 300 fs, or 
3 10-l3 S) the selectivity of ion emission from protein layers containing 
tryptophan is greatly enhanced. Ions desorb with a high kinetic energy (frac- 
tions of an electronvolt) that is probably indicative of a biphoton ionization 
mechanism. 

It would be most interesting to induce the catalytic reaction through 
selective laser action on one of the chemical bonds. A large number of 
experiments, especially with the NH, molecule, have been carried out in this 
field. NH, oxidation on platinum irradiated by laser was investigated by Sun 
and Q~in . " "~  Maximum yield of products NZ + H,O was obtained at laser 
frequency 933 cm-' coinciding with N-H-bond vibrations in gaseous NH,. 
Belikov et al.403 observed that the rate of decomposition of NH, irradiated 
by laser enhances 10% in the gas phase and 85% on Pt. The data obtained 
were attributed to the nonequilibrium photoexcitation of Pt oxide semicon- 
ductor film. 

In collaboration with Dr. Ryskin we carefully examined and repeated this 
work. It turned out to be erroneous. The enhancement of NH, decomposition 
velocity likely resulted from laser heating of the catalyst surface. As to the 
theoretical treatment, we could argue that at studied temperatures 5% of NH, 
moleculas are in the first vibrational level, and the most effective using of 
laser pumping can lead only to a 50% population. So, if vibrational excitation 
of NH, promotes the reaction, its rate can increase only one order, but not 
six orders, as was observed. 

Among other catalytic reactions with the laser-induced selective effect, 
HCOOH decomposition on Pt,'"-"' the interaction of C,H4 and NO, on 
N,O decomposition on C U , ~ " ~  and dehydrochlorination of 1,2-dichlorethane 
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on BaS0,407 should be mentioned. In the first case laser radiation increased 
the ratio of C0,ICO in the HCOOH decomposition products. In the second 
case the argon ion laser increased the CO, generation rate four times. It is 
believed that this laser excites NO, molecules into the f i s t  electronic level; 
NO, electronic excitation results further in vibrational excitation, followed 
by dissociation into free radicals. 

It was reportedm8 that UV radiation accelerates the reaction CO, + H,O 
-* CH, + 0, catalyzed by Pt-SrTiO,. The rate of increase in fragmentation 
of benzaldehyde, pyridine, and other aromatic amines on silver was observedw 
at laser frequency 350 to 410 nm corresponding to a surface-enhanced- 
Raman-spectroscopy (SERS) effect on Ag. 

Taking into account all the data on laser-induced selective desorption and 
heterogeneous catalysis, it should be recognized that, up to now, the results 
are unconvincing, especially, for IR laser stimulation. Many publications have 
been disproved, and many results lack support from other researchers or 
provoke objections. More definite positive data have been obtained for elec- 
tronic excitations of solids and adsorbed molecules irradiated by lasers in the 
visible region. Use of short (7 < 10-9 S) laser pulses at low powers and low 
temperatures appears to have the greatest promise in this field. 

4.4. ENERGY DISTRIBUTIONS IN PRODUCTS OF 
CATALYTIC REACTION 

Up until now, few firm data were available relative to the initial energy 
distribution effect of input reagents on the catalytic reaction process. In con- 
trast, energy distribution in reaction products has received more attention. 
Exothermic reaction is the most convenient subject to investigate since re- 
leased energy can be used for excitation of reaction products. 

4.4.1. CATALYTIC RECOMBINATION OF ATOMS 
Atomic recombination with the production of a diatomic molecule (A + 

A + A,) is the simplest example of an extremely exothermic catalytic reaction. 
Therefore, it was this reaction in which the first evidence of nonequilibrium 
energy distribution in reaction products was discovered. 

In their early work4I0 Wood and Wise pointed out that the recombination 
of hydrogen atoms occurs at metal wires with incomplete thermal accom- 
modation. Melin and Madix4" studied the transfer of energy to the surface 
during recombination of hydrogen and oxygen atoms at polycrystalline wires 
of Fe, Ni, Cu, Ag, Pt, and W. Atoms were generated in electric discharge 
and struck the catalyst surface. The accommodation coefficient was deter- 
mined using the wire as an isothermal calorimeter and a catalyst simultane- 
ously. In both cases (H + H and 0 + 0 )  high accommodation coefficients 
E = 0.5 were obtained for metals of the copper group; the highest values 
were 0.95 for OIAg and 0.87 for HIAg. For other metals E values were 
substantially lower (from 0.07 to 0.28) which is indicative of energy carryover 
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by the reaction products. The values of recombination coefficients y correlated 
with the values of E as a rule. Dickens et al.412 noticed the possibility of 
incomplete accommodation during recombination and estimated the lower 
limit E = 0.5. Catalytic reaction 2A + A, at active site Z was represented 
by the scheme 

Z + A + Z A  AH, = X (4.6) 

22 + A, + 2ZA AH, = 2x - D = AH, (4.7) 

where AH is the heat of an elementary step, X is the atomic chemisorption 
heat, D is the bond energy in the diatomic molecule A,, and AH, is the 
chemisorption heat of the A, molecule. 

If the step in Equation 4.8 is exothermic, and X = (D + AHx)/2, then 
we have 

Since AH, -, 0 when coverage 0 -, 1, D12 is the maximal energy which 
can be carried off by a diatomic molecule. The corresponding limit is E = 
0.5. The values E < 0.5 are possible in the following cases: (1) the adsorption 
heat of A atoms is not completely transmitted to the wire; (2) Z sites are 
rapidly filled during dissociative chemisorption; (3) A atoms adsorb endo- 
thermally relative to the A, molecule, i.e., in the state of a mobile precursor. 

A low value E = 0.3 during H-atom recombination at the Pt wire was 
also obtained by Kisljuk et which points to significant energy carryover. 

Recombination of nitrogen and deuterium atoms at different surfaces was 
studied in our work in collaboration with Ko~alevsky.'~' It is suggested that 
vibrationally excited molecules (ZA,)* can be generated at the surface 

(ZA,)* - ZA, (4.11) 

The step in Equation 4.10 includes generation of vibrationally excited 
molecules followed by relaxation of vibrational energy. If this suggestion is 
valid, the whole process depends on the deactivation rate; hence, the corre- 
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TABLE 4.1 
Accommodation and Relaxation Coefficients for NZ, H,, and D, 

on Several Surfaces 

Molecule Surface E Y Molecule Surface z Y 

NZ Pyrex" 1.5 3.0 10-5 H, Pyrexm 1.0 - 10-4 1.5 . 10-S 
QUW 7.0 - I O - ~  8.0.  10-1 Teflonm 10-5 3.0 1 0 - ~  
Teflona 6.0. 10-4 2.9 . 10-5 D, Q U ~ Z  9.5 . 10-S 7.0- I O - ~  
Copper 1.0. 10-' 2.3 . 10-3 NaCl 6.3 - 10-4 4.1 - 10-4 
Silver 1.1 10-2 1.5 . 10-' 

lation between accommodation coefficient E and recombination coefficient y 
must occur (see Table 4.1). 

Molecular beam studies of atomic recombination confirmed the results 
obtained by Melin and M a d i ~ . ~ l '  H, molecules4" leaving the surface are really 
"more heated" than the surface. 

Comsa et a1.219,414 revealed that H, molecules desorbed from the Pd surface 
after H-atom diffusion through the bulk and recombination were heated trans- 
lationally. Zare and co-workers6' studied H, molecular distribution over all 
states after recombination at Cu(100) and Cu(1 l l )  using LIF. Ortho- and 
para-states of the H, molecule were populated statistically. Rotational tem- 
perature was found to be 0.8 to 0.9 T,. The ratio of populations of the first 
and zeroth vibrational levels of the H, molecule after desorption from the 
Cu(ll0) face was approximately 100 times greater than that of Boltzmann 
distribution. This value was 10 to 100 times less for Cu(1 l l). In contrast, 
the presence of sulfur increases this ratio 10 to 100 times. The authors6I 
proposed the mechanism of vibrational excitation of H, through the inter- 
mediate H;-ion state. The point of intersection of electron potential well with 
the Fermi level of Cu defines the degree of vibrational excitation of the H, 
molecule. Similar results were obtained for H, desorption from Pd.62 

Lin and Somorjai4I5 studied in detail the recombination process H + D 
+ HD at the stepped Pt(557) face. H and D atomic beams struck the surface 
at T, = 150 to 600 K. Translational temperature T, of desorbing HD molecules 
was higher than T, in all cases, and this distribution was broadly compared 
to Maxwell-Boltzmann one. The growth of T, with decreasing T, was sur- 
prising. For instance, at T, = 300 K a mean value of T, was about 500 K, 
and at T, = 200 K it was T, = 600 K (individual HD molecules had T, = 
1900 K). To explain their results, the authors415 developed the following 
model. At low temperatures the H atom collides with a surface close to the 
chernisorbed atom and has enough time to react with it and to desorb without 
energy dissipation. At high T, a coverage 8 is small. Incident H atoms find 
themselves far from chemisorbed ones and thermalize in the process of surface 
diffusion before the reaction with chemisorbed atoms. At 150 K, when 8 = 
1, an HD signal was not detected. This is evidence that the direct impact 
H + Pt-D (Eley-Rideal mechanism) is ineffective and results only in beam 
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scattering. It is obvious that the intrinsic, but not extrinsic, precursor partic- 
ipates in the reaction (see Section 6.1). 

Similar characteristic features, i.e., lowered rotational and extremely in- 
creased vibrational temperatures, were observed in studies of hydrogen de- 
sorbed after recombination H + H from other surfaces: Fe,4'6,417 Pd(100),418 
and Si(100),419 The lowered T, is attributed to retardation of motion of the 
H, molecule formed during desorption. Molecules excited in the fifth417 and 
even the ninth416 vibrational level were observed during recombination. This 
can be explained by an increased exothermic reaction mechanism (Eley- 
Rideal). It may be supposed as well that both H atoms are in a state with a 
very low adsorption heat. 

Temperature dependence of the recombination coefficient y of N atoms 
at W was accounted for by the formation of hot NZ molecules.420 It was 
assumed that excited molecules generate during recombination according to 
the Eley-Rideal mechanism, and thermally equilibrated molecules relate to 
Langmuir-Hinshelwood model. The data on energy carryover allows us to 
draw the conclusion about vibrational excitation. 

The generation of translationally and vibrationally excited molecules 
NT was observed using LIF during recombination of N atoms diffusing through 
an iron membrane.M.421 On clean iron TV = T,, but on Fe covered with sulfur 
TV > T,. Rotational temperature was low. The results were attributed to 
vibrational excitation of NZ molecules when passing through the potential 
barrier during desorption. Electronegative sulfur increases this barrier and the 
degree of vibrational excitation. 

It is often assumed that molecules can be excited electronically after 
recombination of atoms. We already noted in Section 3.2 that the oxygen 
molecule has the lowest energy of electronic excitation. The generation of 
electronically excited 'Ag oxygen molecules at Hg0,422 Ni, R, CO, and other 
metals429 and E,' at Ni424 was found during atomic recombination 0 + 0 .  

The generation of electronically excited molecules during recombination 
of nitrogen atoms in the presence of oxygen at metals was observed by Harteck 
and  co-worker^.'^^^^^^^^^^ Red luminescence was observed when passing a flow 
of NZ + 0, from discharge at a pressure close to 100 Pa over Ni, CO, and 
Ag surfaces. At first, electronically excited molecules in the metastable 
A3C,' state and excited in high vibrational levels are produced during recom- 
bination of N atoms at the surface (see the scheme in Figure 3.10). Leaving 
the surface, these molecules diffuse into the gas phase and, as a result of 
collisions with other particles, pass into the B311g state. This transition must 
lead to N2(B311,) molecules vibrationally excited between the sixth and eighth 
levels because the terms B311g and A3Z,' cross each other in this region (see 
Figure 3.9). Molecules NZ (B311g, v' = 6 to 8) illuminate immediately a 
photon in the first positive group band of N,. The lifetime of active particles 
of N2(A3C,') responsible for the red illumination is 10-3 S; this time is 
necessary for vibrational relaxation, i.e., for transfer to the term B3 IIg. 



Interaction of Molecular Beams With S u ~ a c e  125 

Blue luminescence, which is observed during passing of a mixture of N 
and 0 atoms over CO, Ni, and Cu surfaces, is explained by the formation of 
excited molecules of NO(B211) according to the scheme 

CO, Ni, Cu 
N(4S) + O(3P) - NO* (B211) 

We have already mentioned in Section 3.2 that the generation of elec- 
tronically excited molecules during recombination of N atoms proceeds on 
clean metal surfaces, namely, those where nitrogen adsorption is possible 
only in the molecular form. Oxide or nitride coverage deactivates a catalyst. 
Metals such as Ta or W, which adsorb nitrogen dissociatively, do not lead to 
the formation of excited N; molecules desorbing into the gas phase. 

4.4.2. CATALYTIC OXIDATION 
Catalytic oxidation reactions are also highly exothermal. Therefore, the 

possibility of energy carryover in these reactions has also been studied ex- 
tensively in recent years. 

Heterogeneous CO oxidation is currently the only catalytic reaction for 
which the energy distribution of reaction products has been measured over 
all states.426 Palmer and Smith33,351 were the first to study it. A CO molecular 
beam struck a Pt(l1 l )  surface covered with oxygen atoms. The reaction 
product CO, desorbed with a strong directionality according to the law cos6q. 
The authors suggested that hot CO, molecules desorb from the surface. The 
effect of enhanced reactivity of CO molecules around the periphery of a 
molecular beam points to a high mobility of CO molecules at the Pt surface 
covered with oxygen. 

The same authors studied the oxidation of D2/Pt(111)427 and C2H4/ 
Ag(11 l)428 where the usual dependance -cosq was found for the reaction 
products. Kinetic measurements showed that the lifetime of D,O at the surface 
before desorption is 67 FS at 850 K and 1 ms at 600 K. It is obvious that 
this time is sufficient to result in complete thermalization. During oxidation 
of C2H2 and C2H4 at Pt(1 l l), the distribution of reaction products was found 
to be wider than that of -cosq; the authors concluded that cooling of the 
reaction products may occur. 

According to Comsa and D a ~ i d , ~ ' ~  CO, angular distribution during CO 
oxidation at Pt corresponds to the expression 

where the first term describes the molecules desorbing in thermal equilibrium 
and the second, the molecules with excess kinetic energy. Parameter a depends 
on T, and coverages 8, and g,,. 
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A similar two-channel model was confirmed by other ~cientists.~~O.~~l 
Becker et studied the CO molecular beam interacting with Pt(1 l l )  in 
an 0, atmosphere (-1OP4 Pa). Along with angular distribution velocity, the 
distribution of CO, molecules was measured using TOF mass spectrometry. 
The temperature of the Pt surface was 880 K. The temperature T, of molecules 
desorbing normally to the surface was 3560 K, and at an angle of 45", 2140 K. 
This magnitude of T, allows us to estimate a part of the energy carried off 
by CO, molecules, which is equal to 10% of the reaction energy, or 30 kJ/mol. 
Two-channel distribution similar to that of Equation 4.13 was observed for 
CO oxidation at Rh(l1 The peak relating to "hot" molecules was sharper 
than that of Pt, -cos9q. 

Ertl et al.431 found that a part of the thermally accommodated molecules 
increases for stepped Pt surfaces, and in the case of the oxide underlayer 
formation after 0, exposure at 700 K, it decreases with increasing 8,, €l,, 
and T,. 

Matsushima et al. studied angular distribution of CO, molecules using 
temperature-programmed heating at Pd(11 1)433,434 Pd(1 10),435 Pd(100),436 
Pt(11 Pt(l 10),438,439 and Ir(1 lO)."' Several maxima are observed in the 
thermodesorption spectrum: P,, P,, etc. Sharp distribution was observed in 
all cases. The dependence coslOq was observed for CO, molecules desorbed 
after the reaction CO(ads.) + 0, (ads.) at Pt(lll) ,  and cos9q for reaction 
CO(ads.) + 0 (ads.) on the same surface. In general, it may be deduced that 
sharper distributions are observed for more close-packed faces. For instance, 
CO, desorption from the P, state at Pd(ll0) showed the angular dependence 
cosZ0q at a desorption temperature of T, = 250 K, cosl'q from the P, state 
at T, = 360 K, and coslOq from the P, state at T, = 440 K.435 The estimation 
according to the Van Willigen Equation 4.1 gives a value of excess transla- 
tional energy of CO, molecule close to 17 kJ/mol after desorption from 
Pd(11 Figure 4.8 illustrates the model of the activation complex for 
reaction CO + 0 at Pd(ll1) which is responsible for a narrow angular 
dependence of desorbing CO, molecules. The angular distribution is condi- 
tioned by the peculiarities of CO, molecular abstraction from the surface. In 
the activation complex, CO and 0 particles are located closer to the surface 
than CO, molecules, but farther than CO and 0 adsorbed separately. The 
activation complex is confined in motions parallel to the surface. At low CO, 
coverages this limitation is weaker than at high ones which results in a less 
sharp angular distribution. 

Such limitations are absent for motions perpendicular to the surface. The 
CO, molecule passes the top of the barrier as though it were not formed 
completely and possesses an excess of translational and possibly vibrational 
energy. It does not have enough time after reaction CO + 0 to sink to the 
bottom of the potential well, i.e., to come to equilibrium with the adsorbed 
CO, molecule. Its further thermalization occurs through subsequent collisions 
with gas molecules. M a t ~ u s h i m a ~ ~ ~  studied CO, desorbing from different sites 
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E, kJ, mole 

FIGURE 4.8. The model of activated complex for the reaction CO + O(ads.) + CO,(gas) 
on Pd(11 l).4" Energy profile (a); the structure of complex (b) (dashed line denotes the position 
of physisorbed CO,). (From Matsushima, T., J. Chem. Phys., 91,5722, 1990. With permission.) 

of formation at Pd covered with potassium. Most of CO, molecules at Pt(l11) 
+ K are bound in carbonate chemisorbed forms. These forms are completely 
thermalized before desorption and obey the cos? law. At the clean Pd surface 
and at low temperature, CO, has no time to bind in carbonate and desorbs 
with a large excess translational energy according to the cosncp law where n 
varies from 6 to 30. 

Haller et al.426,4414 studied the distribution of inner molecular energy 
of CO, molecules after the reaction CO + 0, at Pt, Pd, and Rh. Excitation 
of vibrational and rotational levels of CO, was found using IR spectroscopy 
with Fourier analysis (the resolution was 0.012 cm-'). About half the reaction 
heat is transferred into excitation of these levels, and the rest dissipates into 
phonons. Boltzmann distribution was observed for vibrational and rotational 
energies, but with different temperatures. At a high surface temperature T, 
and correspondingly low values 8, the energy of symmetric stretching vi- 
bration of CO, (the observed value TV = 3150 K) increases compared with 
the energy of other vibrational levels (TV = 2230 K for antisymmetric stretch 
levels, and 1820 K for bending levels), and translational temperature T, de- 
creases. At low T, and high €lc0 the energy of stretching CO, vibration is 
low, and T, is high (higher than T,). The succeeded in measuring 
the independent influence of 8, and 8, at constant T,. For this purpose Pt 
and Pd surfaces were exposed to a stationary 0, molecular beam and a pulsed 
beam of CO. For a time between pulses 8,, changes because of the CO 
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reaction with the 0, beam. It turned out that the 0, change weakly affects 
the inner energy distribution, but vibrational and rotational temperatures in- 
crease with the growth of 8,. In accordance with the results obtained, the 
activation complex can be represented by a CO, complex perpendicular to 
the surface for Pt and Rh, and slightly bent for Pd (at an angle intermediate 
between 90 and 180") corresponding to the stronger backdonation capability 
of Pd .426 

Brown and Bernaseku5 reported that at T, = 650 to l l00 K, CO oxidation 
on Pt results in strong vibrational excitation of CO,. The vibrational excitation, 
especially the asymmetric stretching modes, enhances with decreasing 0,. 
The vibrational excitation of this mode was detected by measuring 1R lu- 
minescence of CO, (v = 2349 cm-'). These data seem to be inconsistent 
with those of Haller and C o ~ l s t o n . ~ ~ ~  Kori and H a l ~ e r n ~ ~ ~  showed that the 
great majority of CO, molecules excite vibrationally during CO oxidation on 
a Pt surface with the maximum at v, = 9 and the uppermost value v,, = 
16. To calculate the vibrational energy distribution in the reaction R-B + A 
-, AB + R (Pt-CO + 0 -, CO, + Pt), they used the formulasu7 

where y = s + 9/2, s is the number of oscillators, and A is a parameter 
characterizing the deviation from the initial distribution (X = 15.2). A very 
small value of s was obtained for v,, = 9 and v, = 16; this means that the 
CO, molecule is bound to only one Pt atom. 

The same authorsu8 studied the oxidation of carbon created as a result 
of the methane decomposition on Pt foil. According to IR Fourier spectra, 
CO molecules formed on oxidation are excited up to the seventh vibrational 
level which far exceeds the equilibrium distribution (see Figure 4.9). Using 
Equation 4.14, it can be shown that the C atom is bound to two or three Pt 
atoms in the activation complex. The first level is populated somewhat greater 
than it should be according to statistics, and the higher levels lower, because 
they are more effective in the energy exchange with the conductivity electrons. 
A characteristic length of the energy-exchange region is several nanometers 
from the adsorption site. 

The translational excitation of CO molecules created on carbon oxidation 
on Pt foil was found by Kisljuk et al.449 As a result of the reaction between 
carbon and oxygen adsorbed on Pt, the angular distribution of desorbed CO 
molecules was found to be -cos'.~Q. If oxygen is not removed from residual 
gases in the chamber, a narrower distribution -COS'*~Q is observed. At last, 
the coscp-law dependence is observed for CO molecules which were prelim- 
inary specially adsorbed on Pt surface. Thus, in this case too, a molecule of 
CO desorbed just on reaction C + 0 differs from that of adsorbed earlier on 
the surface. On recombination C + 0 ,  the CO molecule leaves the surface 
immediately bypassing the chemisorption state. 
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FIGURE 4.9. The distribution of CO molecules over vibrational levels observed for the carbon 
oxidation on Pt foil at 1400 K(l), at 1000 K(2), and that calculated (for equilibrium occupation) 
at 1400 K(3) and at 1000 K(4)M (the vibrational level numbers are along the X axis, the logarithm 
of the ratio populations between the nm and ground levels are along the y axis). (From Kori, M. 
and Halpern, B. L. ,  Chem. Phys. Lett., 98, 32, 1983. With permission.) 

A striking result has been obtained by Somorjai and co-workers.450 Using 
the TOF technique, they observed translationally cold D20 molecules (T, = 
283 to 470 K) on reaction of D, + 0, on the Pt surface at high temperature 
(T, = 664 to 913 K), see Figure 4.10. The angular D,O distribution was 
identical for reactions D, + 0, and D + O,, which points to the dissociative 
D, adsorption. The reaction proceeds through the formation of intermediate 
hydroxyls on the surface 

The last step is exothermic with a reaction heat of 160 W/mol. 
Taking into account the activation energy of this reaction -70 Wmol, 

approximately 90 kJ/mol can be distributed over the reaction products. Never- 
theless, the D,O molecule seems to be thermalized on creation and remains 
on the surface for a long time. One may speculate that the desorption rate is 
greater than the rate of the thermal excitation of D,O on the surface; then the 
desorption process will occur owing to molecules populating higher vibrational 
levels and will disturb the equilibrium. As a result, the velocity distribution 
of molecules will be shifted to lower values than would be for the thermal 
equilibrium with the surface. 

These authors450 underline that in gas-phase reactions, nonequilibrium 
effects play an important role for EJRT < 5 to 10. In the case given E,/RT 
= 9 to 17, i.e., their possible influence is questionable. Another explanation 
of cold nonequilibrium D20  molecules concerns the concert mechanism of 
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FIGURE 4.10. Translational energy of molecules formed in the reaction of D, oxidation on 
Pt(1 l l)  as a function of temperature of Pt surface. (From Ceyer, S. T. et al. ,  J. Chem. Phys., 
78, 6982, 1983. With permission.) 

the formation of the bond R-OD . . . D and D,O desorption. In this case 
the distribution of D,O molecules is substantially determined by the distri- 
bution of binding energies of R-OD bonds. At long reaction times T, will 
correspond to T,. At short times only a small part of vibrational levels of R -  
OD is effective, and the observed translational energy of D,O is less than 
the equilibrium one. 

At T, = 1227 to 1479 K H, oxidation on Pt(1 l l)  and on the polycrystaline 
Pt surface results in the desorption of radicals . OH.451,452 Their vibrational 
temperature TV = 1.48 T,, and rotational temperature T, = 0.85 T, and does 
not practically depend on 8 and on the ratio @do, on the surface, i.e., 
insensitive to R-OH bond strength. These authors4" draw the conclusion that 

OH desorption occurs through the freely rotating long-lived precursor. A 
weak rotational cooling is due to dynamic effects during desorption, probably 
due to the interaction of oxygen m-orbitals with the surface. 

In another it was found that the angular distribution of OH radicals 
desorbing during oxidation of H, on the R surface corresponds to the cos9 
law. Then they cool in collisions with gas-phase molecules. The authors note 
that a knowledge of rotational redistribution of this kind may be of great help 
in the understanding of the catalytic promotion of gas-phase reactions. 

The relationship T, = 0.45 T, was found for NO desorption from R(1 l l )  
on oxidation of NH,. 238,261.4" 

In several cases the generation of electronically excited molecules is 
observed. For example, on exposure of 0 + NO, the chemiluminescence on 
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FIGURE 4.11. Thermodesorption spectrum for NO decomposition on Pt(i00).458 

Ni, CO, Pt, and some other metal surfaces was ascribed to the formation of 
electronically excited NOT  molecule^.^^'.^^^ 

The generation of singlet oxygen 4Ag was obtained in the process of butene 
oxidative dehydrogenation over an Li-Sn-P-oxide catalyst.457 The presence 
of O2(lAg) was detected by watching decolorization on rubrene because of its 
selective oxidation. These authors suggest that singlet oxygen is produced 
through an intermediate peroxide complex which is bound to the Li atom. 
The removal of Li from the catalyst results in its deactivation with respect to 
the 02('Ag1) generation. A large number of other catalysts including the 
catalysts of total (Cr203, Fe203, and others) and partial (Moo,, V205) oxi- 
dation were examined, but all attempts to generate 02('Ag) have failed. 

4.4.3. OTHER CATALYTIC REACTIONS 
Savkin et studied NO decomposition on polycrystaline platinum 

with the dominating (100) face using a TPD technique. The thermodesorption 
spectrum is shown in Figure 4.11. It turned out that nitrogen is liberated at 
a somewhat higher temperature than NO, and oxygen at an appreciably higher 
temperature. Angular distribution studies showed coscp-dependence for NO, 
c~s ' ,~cp  for 0 2 ,  and cos4cp for N2 (see Figure 4.12). Recalculating the last 
value taking into account the surface roughness gives cos16cp. The estimation 
of the adsorption energy of NO using Equation 4.1 yields 13 + 20 Wmol. 
The authors suggest the following mechanism 

NO + Z 8 ZNO (4.15) 

ZNO + Z @ ZN + ZO (4.16) 
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where Z is the active site. The potential curve in accordance with this scheme 
and experimental data obtained are pre~ented."~ Nevertheless the Equation 
4.16 is questionable because nitrogen does not adsorb on platinum at a de- 
tectable rate. Therefore, the authors give a more probable scheme 

ZNO+ ZN- N, + ZO + Z (4.19) 

The NZ molecule is released in the translationally excited state, and the 
0, molecule is created only at a higher temperature and is desorbed at T, = 
T,. 

In another the same authors used a TPD angular-resolved technique 
to study the reaction 

N20 + CO -+ N, + CO, 

on polycrystaline platinum. The reaction product, CO,, behaves identically 
both in the case of the interaction of N,O with CO, and O(a) with CO. This 
is indicative of the following reaction mechanism 

CO 3 CO(a) CO(a) + O(a) -, CO, 

The angular distribution of desorbing CO molecules obeys cosq law, that 
of 0, -  COS'.^^, and cos3q for CO, (see Figure 4.12 b). On account of 
the surface roughness, cos6q dependence was obtained for the latter case.36 
The cosine powers are lower than that of the above works of Matsushima et 
a1.437-439 on Pt surfaces, but still indicate appreciable deviation from the equi- 
librium. Using the Van Willigen formula (Equation 4.1), these authors ob- 
tained for the inverse process, i.e., CO, adsorption, the activation energy 
value of 10.5 + 1.7 Wmol. 

Using LIF, NO molecules formed on the reduction of NO, on Ge surface 
were found to be significantly deviated from the equilibrium rotational level 
populations. Nevertheless, an excess of the translational and vibrational en- 
ergy in the desorbed molecules was not found in this case.459 The NO molecule 
seems to pass from the strongly bound state into the weakly bound precursor. 
On desorption, the rotational cooling owing to the rotational energy transfer 
to the energy of translational motion is observed. The rotational cooling of 
NO has already been mentioned in Section 4.1.3. 

Molecular nitrogen and hydroxyls are desorbed in the reaction of NO,, 
reduction by H, on Pt(l l l )  at 1078 to 1433 K.m OH rotational cooling has 
been observed. The ratio T,/T,, i.e., the rotational accommodation, increases 
with the increase of oxygen coverage on Pt surface. 



134 Nonequilibrium Processes in Catalysis 

Also studied was the exothermal reaction of the catalytic hydrazine de- 
composition. Savin and Memlr6' found an extremely sharp angular distri- 
bution of nitrogen -cosncp with n > 100 on N,H4 decomposition on Ir(l10) 
at 250 K. All nitrogen molecules have been detected within 7" of the normal 
to the surface and are heated translationally. At 600 K the desorbed molecules 
(N, + H,) are likely to be thermally equalized. To explain their low-tem- 
perature results, these authors take advantage of the mechanism of Wood and 
Wise462 according to which N,H4 molecule from the gas phase interacts with 
the doubly adsorbed complex 

H-N-N-H 
I I 

H-H . . H H . . . . l l 
H-N-N-H4 H-N-H H-N-H + Nt 

which transforms to the excited nitrogen molecule desorbing from the surface 
and two adsorbed ammonia molecules. 

N,H4 decomposition on Pt, Ir, and W at T > 900 K results in the 
nonequilibrium energy distribution of created molecules.M3 Up to 30 to 40% 
of the energy of the exothermal reaction is transmitted to the molecular 
translational energy. At T, = 1520 K the thermal equilibrium is reached. The 
vibration excitation on account of the reactions in Equations 4.26 and 4.27 
(see below) is also p o ~ s i b l e . ~  

In connection with the results of the ~ o r k ~ ~ ~ , ~ ~  where excited molecules 
were observed on hydrazine decomposition, it is worth mentioning our workM5 
concerning the catalytic N,H4 decomposition using a separate calorimeter 
technique. The thermocouple in the gas phase had a temperature value higher 
than that of the catalytic reaction on the surface which proceeds further by 
the chain mechanism in the gas phase. Excited particles are likely to be 
generated in the process giving rise to the thermocouple heating in the gas 
phase. 

The separate calorimeter technique is considered the basic method for 
detection of the chain homogeneous extension of the heterogeneous catalytic 
reaction. Above, it has been shown that in catalysis, especially in the exoth- 
ermal catalytic reactions, it is not unusual to find the desorption of excited 
molecules instead of radicals. These molecules can further deactivate heating 
the gas bulk. Therefore, all the data obtained with the aid of the separate 
calorimeter technique should be revised in the context of whether they prove 
the chain-reaction mechanism involving radicals in the gas bulk. It is really 



Interaction of Molecular Beams With Sulface 135 

so only in the case of the simultaneous measurement of the concentration of 
free radicals. 

Translational and vibrational temperature of particles desorbed from the 
catalyst surface is extremely high, and succeeding reactions could very likely 
occur in the near-surface gas layer. We are not acquainted with papers where 
these processes in the heterogeneous catalysis were taken into account. 

The endothermic reaction of the catalytic decomposition of ammonia over 
Pt is of special interest relative to the creation of excited particles. Foner and 
Hudsonw studied the distribution of NZ molecules generated in this reaction 
at 1233 K. Most of the N, molecules have a excitation energy less than 
1.3 eV, but individual ones up to 2.4 eV which corresponds to the ninth 
vibrational level. Ammonia is known to decompose according to the scheme 

NH, * NH,(a) 

To explain their results, Foner and Hudson suggested two additional steps 

It is seen that only the step in Equation 4.27 could explain the vibrational 
excitation of NZ molecule to the ninth level. The energy pathway of NH, 
decomposition over Pt catalyst is shown in Figure 4. 13.464 

Weinberg and co-workers466 proposed another explanation of these results. 
They assumed that the observed vibrational excitation of the N, molecule 
might be ascribed to the nitrogen atomic recombination if N, dissociative 
adsorption had the activation energy of more than 85 kJ/mol. 

Significant deviations from the equilibrium energy distribution are often 
observed in the molecular products of the catalytic reaction. This may be 
indicative of the nonequilibrium conditions both in the last stage, i.e., the 
desorption from a weakly bound state, and in preceding stages as well. In 
accordance with the principle of microreversibility, the translational and 
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REACTION CUORDl NATE 

FIGURE 4.13. Energy profile for NH, decomposition on Pt. (From Foner, S. N. and Hudson, 
R.  L., J. Chem. Phys., 80, 518, 1984. With permission.) 

vibrational excitation of initial reagents can also have an appreciable effect 
on the catalytic process. 

All studies discussed including molecular beam studies, were carried out 
at low pressures. At high pressure excited molecules deactivate rapidly in the 
gas phase. Therefore, they are likely to have a little effect on the stationary 
catalytic reaction rate in most cases. Systematic investigations in this field 
are lacking. Such long-lived molecules like singlet oxygen O,('Ag) might 
significantly affect the catalytic reactions. 

To summarize the results, it should be noted that the generation of excited 
molecules appears clearly established for many exothermal and several en- 
dothermal catalytic reactions. The excitation of different degrees of freedom 
depends on T,, the coverage, the structure of the activation complex, and the 
energy profile of the reaction. An excitation is most often observed in the 
case of desorption from the weakly bound preadsorbed state, i.e., precursor, 
when a small potential well exists on the top of the potential barrier. 
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LIFETIME OF EXCITED MOLECULES ON SURFACE 

The value of the lifetime of an excited molecule on the surface is of great 
importance for the catalytic reaction process. When this time exceeds the 
period between molecular collisions with a surface atom (about l O P 5  S at 
1 kPa), it would appear reasonable to expect a significant influence of excited 
molecules. It may be shown that this influence would be observable even for 
shorter lifetimes. 

Until recent years there were few experimental works concerning the 
lifetime measurements of excited molecules on the surface. Now their number 
is rapidly increasing. In collaboration with KozhushnePs we estimated the- 
oretically the molecular lifetime in a vibrationally excited state. 

5.1. GENERATION PROBABILITY AND LIFETIME OF 
MOLECULES IN VIBRATIONALLY EXCITED STATE 

We have already listed a number of works, in which vibrationally excited 
molecules were observed in the process of catalytic reactions. Chemisorption 
is a necessary stage of any catalytic transformation, and it is exothemic. The 
molecular excitation probability in the exothermic steps of catalytic processes 
depends substantially on the deactivation mechanism of the vibrational and 
electronic energy. Clearly, when the deactivation process is strongly hindered, 
the yield of excited molecules can be appreciably greater. Since the vibrational 
quantum of an excited molecule far exceeds the energy of solid phonons, 
deactivation becomes multiphonon and, hence, ~ n l i k e l y . ~ ' ~ ' ~ ~ ~ ~ ~  

Consider the excitation probability of molecular vibrations at the cost of 
the energy released in the adsorption process. The translational energy of a 
molecule can transfer to the energy of its inner vibrations only if the adsorption 
energy D, is greater than ho,, where o, is the frequency of inner molecular 
vibrations. In order for the inner vibrational excitation to become possible in 
the case of D, < ho,, the closest surface atom (or molecule) must accumulate 
the vibrational energy ho,  >> k,T. We are considering a case of moderate 
temperatures, whereas ho,  for most diatomics is about several thousands of 
degrees; thus, such a situation is unlikely. In addition, the energy fluctuation 
may cause the desorption of an unexcited molecule; therefore, the ratio of 
the desorption probability W, to the excitation probability we is 

hw, - 
wd/we - exp [ kT >> 1 
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i.e., the desorption proceeds more rapidly than the excitation. Thus, it is not 
unreasonable to treat the generation of vibrationally excited molecules only 
for sufficiently large adsorption energies. 

Consider possible mechanisms of the vibrational excitation of the ad- 
sorbing molecule. Two ways may be suggested. First, a molecule excites 
vibrationally during the collision with the surface and immediately transits 
into a sufficiently deep vibrational level in the adsorption well. Then adsorbed 
molecules populate lower levels corresponding to the surface temperature. 
Second, a molecule transits into a higher level on the collision, and then can 
be excited during subsequent transitions between vibrational levels in the 
adsorption well. 

The probability of adsorption in the higher level of the well is substantially 
greater than the probability to be adsorbed in a deep level because in the first 
case the energy loss is on the order of k,T. Therefore, the experimentally 
measured adsorption probability W, is approximately equal to the higher-level 
excitation probability we. We proceed for calculation of we and relaxation 
probability W, from the assumption that the major contribution is made by 
the region with the most rapid change of the interaction potential, i.e., the 
region where repulsion forces dominate. 

In the first case discussed above the probability may be calculated as the 
vibrational excitation probability of a molecule colliding with a wall. The 
total probability of molecular transition from any adsorption level is propor- 
tional to the molecular lifetime on this level. This lifetime is defined by the 
thermal deactivation rate, i.e., the rate of transition between close adsorption 
levels with the energy transfer to lattice phonons. 

The total relaxation probability W, which we are interested in is defined 
by 

The summation is performed over all energetic levels from which the vibra- 
tional excitation transition is possible. Here we(E) is the transition probability 
from the adsorption level with energy E to the level with energy E - ho,, 
the inner vibrational excitation fro, being excited simultaneously. Exact equal- 
ity nho = ho, cannot always be fulfilled (here W is the vibrational frequency 
of an adsorbed molecule and n is an integer). However, since adsorbed levels 
are broadened due to the interaction with phonons, and there are also other 
molecular degrees of freedom (the motion parallel to the surface and rotations), 
the resonance may be thought of as always being reached. The transition 
probability weakly depends on the energy transferred to these additional de- 
grees of freedom. The value of N(E,t) denotes the population of a level with 
the energy E at a time t. Time is counted off from the instant of molecular 
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trapping in one of the higher levels. N (E,t) S 1, because it refers to one 
particle. 

The population N (E,t) obeys the kinetic equation in the energy space 

where wR(E) is the transition probability - between two close adsorption levels 
with the energy E and E - hw; w is a characteristic phonon frequency for 
such a process (for a simple crystal lattice G - w, and w, is the Debye 
frequency; when the high-frequency optical phonons with a frequency w,, 
play an important part in such processes, G = W,,,); ii(T) is the phonon 
distribution function depending on the lattice temperature T 

H(T) = [exp (ho/kT) - l ] - '  (5.4) 

Equation 5.3 has been derived under the following assumptions: (1) the 
energy difference between two adjacent levels is far less than the adsorption 
energy D, 

(since D, > hw, >> h;, the Inequality 5.5 is always fulfilled); (2) deac- 
tivation occurs at transitions between close levels with the creation or ab- 
sorption of only one phonon. Note that we need not know N(E,t) for the 
calculation of W according to Equation 5.2, only S:N(E,t)dt is necessary. 
Then on performing Laplace transform over time, 

we are needed in N(E,o). Therefore, the Laplace transform should be carried 
out in Equation 5.3. Equation 5.3 fails to be valid for the uppermost levels 
([El < h;) because of the absence of levels with E > 0, and molecular 
desorption should be taken into account. Assuming all the coefficients to be 
independent of energy in this small energy region and equal to their values 
at E = 0, we have 
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where G(0) is a molecular desorption probability which is possible only for 
E = 0 and at T > 0 ;  Equation 5.8 is the initial condition. 

On performing Laplace transform on Equations 5.3, 5.7, and 5.8, we 
have 

Equation 5.9 has an easy and exact solution at T = 0 when ii(T) = 0. 
Then 

and substituting in Equation 5.2 the summation over E by the integration, we 
find 

Equation 5.9 cannot be solved analytically at T # 0. Because we seek 
only approximate solutions - of Equation 5.9, assume wR(E) to be constant, 
i.e., substitute wR(E) + W,. Inasmuch as the energy change in the deactivation 
process is small h; << D,, it is evident from the formulas for transition 
probability with the exponential potential,120 the dependence wR(E) is not 
sharp wR(E) - ID, - El. Besides, according to Equation 5.2, a knowledge 
of populations only in the interval -D, + ho, < E < 0 is required. Taking 
into account the aforesaid, we can easily obtain 

R(E,o) = l/[G(O)ii(T) + W,] (5.12) 
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In order for the passage to the limit T = 0 to retain validity with the 
same accuracy, we can write 

Finally, the probability W at arbitrary temperatures can be expressed as 

Now let us calculate the probability of molecular transition into the vi- 
brationally excited state. Suppose this task to be one-dimensional, i.e., mo- 
lecular motion only perpendicular to the surface is taken into account. The 
system Hamiltonian can be written as 

where H,, is the Hamiltonian of the crystal (phonon) vibrations; H, is the 
Hamiltonian of the inner molecular vibrations; 'f the operator of kinetic energy 
of a molecular motion as a whole; V(R,r,x) the interaction potential between 
the molecule and a surface atom depending on R, the distance between the 
centers of the molecule, and the atom equilibrium position; r the atomic 
declination from the equilibrium; and X the molecular vibrational coordinate, 
i.e., the declination of atoms in the molecule from their equilibrium positions. 

Assume the characteristic length L for the potential V (the distance at 
which V varies significantly) to be far greater than the ground-state vibrations 
of either the surface atom and molecular atoms, i.e., 

These relations allow the application of the perturbation theory in this task. 
Then Equation 5.15 with the accuracy to the first order of small parameters 
x/L and rlL can be written as 

The eigenfunctions of the Hamiltonian H, which is separable for the 
variables R, r, and X are known 
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FIGURE 5.1. The scheme for exponential approximation of the repulsion branch of the Morse 
potential. 

A motion of the molecule as a whole in the R coordinate is finite if the 
molecular energy E,,, is less than zero. The molecule is moving in the 
potential well V(R) which, for the sake of definiteness, we shall choose as 
Morse potential 

where the equilibrium position is at R = 0,  and a is a constant for a given 
molecule. 

For higher energy levels in this well the molecular motion is quasiclassic; 
transitions occur mainly in the region of strong repulsion. Here the true 
potential Equation 5.20 can be substituted by the pure exponent with good 
accuracy (Figure 5.1). The transition probabilities for this potential are well 
known,lZ0 and the relation w,(E)/w,(E) can be easily obtained. 

So, we write 

where parameters U,, U,, and p are defined by the following conditions 

Here R = -ln2/a, and R' is a classic turning point at E,,,,, = -D, + 
hw,. A good approximation for V,(R) in a rather wide range of hwJD, (from 
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0.2 to 0.7) is obtained at p = 3.501, U, = D,, U, 2-'s5 D,. The potential 
(Equation 5.19) which determines the transition probabilities on substitution 
V(R) by V,(R) has the fonn 

where A and B are coefficients on the order of unity which depend on 
molecule-to-surface orientation and on the mass ratio. 

Then we have 

where 'P,(r, are vibrational wavefunctions of a surface atom corre- 
sponding to the zeroth and first levels of the crystalline oscillator; cp,(R) is 
a finite translational wavefunction of the molecular translational motion which 
differs from the infinite one only by the normalization factor depending on 
w, the frequency of molecular vibrations as a whole; and p(E) is the density 
of states involving both the phonon density of states and the molecular one. 

The probability w,(E) can be represented in a similar way, but Po(r) 
should be substituted by cp,(x). Strictly speaking, p(E) is not constant, but 
we neglect this change. Now we take advantage of the formula for the re- 
laxation transition probability 

1/41~~(qf - q:) 1 2  
W, - <r>' sh~q , shnq~  

chrq, - chnq, 

where q = d8m/(D, - E)I(hP); m is molecular mass; i and f indexes refer 
to the initial and final molecular energies; and (r) is the amplitude of zeroth 
atomic vibrations or the inner molecular one. 

Taking into account that h; << (D, - E) and IT d 8 m ( ~ ,  - hwo)l 
(hp) 2 1, and that ~ G J D ,  S 2 as well, for the ratio w,lwR we derive 

ITv'2mhwo hw, 112 
X = 

hp [E] 
Substituting Equation 5.25 in Equation 5.13 and taking into account that 

W ww we obtain the following expression for molecular excitation prob- 
ability during adsorption 
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where m, is the crystal atom mass and is the reduced molecular mass. 
Special attention must be given to a very interesting isotopic effect which 

is evident from the analysis of Equation 5.27. According to Equation 5.26, 
X mainly depends on the molecular mass. Nevertheless, the value do, 
involved in Equation 5.26 is invariant relative to the isotope substitution of 
both atoms in the molecule: x(H2) = x(D2), but x(HD) = 1.06x(H2). There- 
fore, w(HD) < w(H2) = w(D2). The inverse relationship takes place for the 
rotational excitation. 

The probability of formation of the vibrationally excited CO molecule on 
a platinum surface estimated using our data'89.470 has a minimal value 10-5. 
The adsorption lifetime of such a molecule estimated with the same data 
cannot be less than 10-5 S. It should be noted that these minimal evaluations 
of W and T are strongly dependent on the value of parameter a. To make 
more accurate calculations, experimental results on molecular beam scattering 
at surfaces are required. This enables us to restore the true interaction potential. 

The lifetimes of vibrationally excited impurities in solids have been the 
objective of much research. Jortner et a1.471-473 used the Morse potential to 
the model molecular potential well. Omitting details, the relaxation transition 
probability to the first order of the perturbation theory over the n" anharmonic 
term has been considered in these works (if we suppose W, = no, where - 
o is a characteristic phonon frequency). 

But this multiphonon approach may include as well anharmonics of lower 
orders (cubic or fourth power) taking into account higher orders of the per- 
turbation theory. The question of which contribution to n-multiphonon tran- 
sition is more important - that of the corresponding n-power anharmonic 
term to the first order of the perturbation theory or the lower anharmonic 
terms to higher orders - is rather complicated and is substantially determined 
by the bond character of the impurity of the molecule with the crystal. The 
stronger the bond is, the more probable the second case is. But only the case 
of strong bonding multiphonon transitions due to anharmonism can give the 
main contribution to vibrational deactivation of impurity of the molecule. 
Therefore, the application of these  formula^^^'-^^^ to the problem under dis- 
cussion seems to be questionable. 

For the adsorbed molecule this mechanism is of importance only in the 
case of chemisorption with a large binding energy compared with binding 
energies of atoms in a solid. But even in this case, if a molecular weight is 
substantially less than that of crystal atoms, the inner molecular vibration 
couples mainly with the local vibration of the molecule as a whole. The inner 
molecular vibrational quantum will transfer to the vibration of the molecule 
as a whole. As we have already shown above, the region with dominantly 
repulsive forces is of first imp~rtance.~ '~ 
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The deactivation probability per unit time W', can be represented as the 
transition probability in one collision W,, multiplied by the number of col- 
lisions per second, i.e., the molecular vibrational frequency v, in the ad- 
sorption well. The density of states for translational molecular motion is 
assumed to be the same as for a quasicontinuous spectrum 

where m is the molecular mass, a' the coefficient in the exponential potential 
U' = Ulexp ( - a '  r), and a' = 2a. The latter relationship is valid near the 
bottom of the well and differs from the value of a' at energies close to the 
dissociation energy as we discussed the vibrational excitation of the molecule 
in the adsorption process. In Equation 5.29 it is also supposed that the mo- 
lecular mass is significantly less than the mass of a crystal atom, and that 
fro, >> 2.rrhvO. Due to this fact, Equation 5.29 does not include the initial 
energy of the molecule in one of the low-lying energy levels. On substitution 
of v, by corresponding characteristics of the adsorption potential we have 

It is obvious from Equation 5.30 that the exponent exhibits a weak isotopic 
dependence 

It is worth noting that large values for the excitation probability and the 
lifetime of a molecule in the vibrationally excited state, which we have derived 
above, are mainly connected with the neglect of other nonphonon deactivation 
mechanisms. For example, the electronic mechanism is shown to be more 
important for deactivation on metals;'O1 hence, the probability of molecular 
vibrational excitation there must be appreciably lower. 

5.2. EXPERIMENTAL LIFETIMES OF 
VIBRATIONALLY EXCITED MOLECULES ON 

SURFACES 

We have already mentioned in Section 2.2.2 the difficulties encountered 
in determining the lifetimes of vibrationally excited molecules and surface 
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vibrational excitations using the line widths of IR or HREELS spectra. The 
line width AV in the vibrational spectrum is inversely proportional to the 
excitation lifetime T. Strictly speaking, the value of T is defined by two terms 

where T, is the characteristic time for the reverse process and T, is the 
vibrational dephasing time, i.e., the characteristic time for elastic scattering 
of the molecular vibrational quantum by solid phonon which interrupts the 
vibrational phase without energy transfer. The factor of 2 is due to inconsis- 
tency in definitions: T, is defined relative to the amplitude of vibrations, and 
T, to the population, i.e., to the square of the amplitude. Thus, the line width 
measured experimentally is connected with the upper T, limit. If the dephasing 
dominates, T can be greater than llAv. Sometimes the information about 
relative contributions of T, and T, can be taken from the temperature depen- 
dence: T, tends to infinity as the temperature approaches absolute zero.475 

There are several theoretical works in which attempts to account for all 
possible broadening effects have been undertaken. T ~ b i n ~ ' ~  performed a de- 
tailed analysis of vibrational line widths AV for adsorbed molecules. As noted 
previously, the radiation decay of the vibrational excitation has a very small 
probability AV,, >> AV,,. Phonon relaxation has also a weak effect on the 
experimental line width. P e r s ~ o n ~ ~ ~  has shown that the phonon relaxation and 
vibrational dephasing can give rise to an IR line width value AV - 10 cm-' 
rather close to experimental. For example, for CO on Ni(100) and Ni(1 l l )  
the line width AV is found experimentally to be 10 cm-', which is consistent 
with the theory of two-phonon quenching. For higher vibrational frequencies 
the lifetime T grows exponentially with the growth of the phonon number. 
Electron-hole-pair excitation makes a significant contribution to AV and T on 
metals and semiconductors. Dipole-dipole broadening plays an important part 
on metals, which arises on account of the change of positions of vibrationally 
excited atoms. 

Sutsu et al. ,476 with the aid of IR diode laser, measured AV of the C-0 
valence vibration for monolayer CO coverage on Pt(1 l l): AV = 2.3 cm-' 
at 100 K. The temperature dependence of the line width allows us to determine 
AV due to the excitation of the electron-hole pair, 2.0 & 0.4 cm-', which 
corresponds to the lifetime of 2.7 k 0.6 ps. To determine the characteristic 
time of the excitation transfer from the adsorbed molecule to the electron- 
hole pair, Persson et al.478 suggested measuring the resistance of a thin metal 
film. Their results were in agreement with experimental AV values for chem- 
isorbed molecules: 1.4 10-" s for COINi; 4.6 10-" s for N,/Ni; and 6.9 
10-I, s for OICu. For physisorbed molecules the lifetimes are somewhat 
greater: 3.6 10-l0 s for COIAg; 3.2 10-l0 s for C,H4/Ag; 3.6 10-9 s for 
CzHd Ag. 
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New possibilities for determining the lifetimes of vibrational excitation 
on the surface using absorption line widths of vibrational spectra of adsorbed 
particles have appeared in connection with the development of SEW- 
spectroscopy (see Section 2.2.2). A striking result has been obtained in our 

in studies of SEW absorption with different radiation sources. Taking 
globar as a radiation source for the band 944 cm-' which corresponds to Al- 
OH vibration in the film of A1,0,, we observed AV = 100 cm-'; for the 
laser source AV = 50 cm-' at power 0.1 W, and AV = 20 cm-' at 3 W. 
Special studies revealed that absorption vs. power dependence is linear in the 
band center, but it is substantially nonlinear for band edges at 948 and 960 
cm-', the deviation from the linear law disappearing at lower powers. Similar 
results were obtained in experiments on laser reflection-absorption spectros- 
copy. Measurements showed that at high powers the bandwidth is inversely 
proportional to the source power. Because the observed nonlinearity could 
not be explained in the framework of transition saturation, experiments on 
"hole burning" in the band under investigation would be worthwhile. It was 
shown that at the band center such a burning is not observed, but at 948 and 
940 cm-' irregular changes of transmission were obtained. Using a probe, 
weak laser revealed decreasing absorption in the close vicinity of the frequency 
of the general laser, but further tuning away from it to the band center resulted 
in the reverse effect. 

A model is suggested which explains all the observed effects. It is based 
on the nonlinear light absorption by large collectives of adsorbed molecules. 
The derived equations enable us to find T, and T,, i.e., the times of vibrational 
and phase relaxation, respectively, using the width and the depth of the burned 
hole. 

The number of direct measurements of the lifetimes of vibrational exci- 
tations on surfaces using a picosecond laser technique is rapidly increasing. 

The lifetimes of vibrationally excited OH-groups on Si0,480.481 mica,482 
and ~ e o l i t e ~ ' ~  were studied. Vibrational transition in the OH-group was excited 
using an IR pulse of the neodymium laser and detected using the LIF method 
(see Section 2.2.1). Approximately 10% of hydroxyls are excited into the 
v = 1 state. The lifetime T of an excited, isolated OH-group is 204 ps on 
SiO, at 293 K (v = 3660 cm-'). The same lifetime in CCl, solution is 159 
ps, and 87 ps in benzene. The value of 7 for OH-groups in the bulk of fused 
silica is 109 ps, and in the bulk of zeolite ZSM-5 is 140 ps. For physically 
adsorbed water (v = 3400 cm-', 5H,O molecules per 1 nm2) the value of 7 
is 56 ns. This value of T corresponds to the IR line width of 0.03 cm-'. The 
observed line width of the OH group is 60 cm-', i.e., 2000 times greater 
than is attributed to the surface inhomogeneity and dephasing phenomena. 

Close values 80 to 250 ns were obtained for excited states of OH groups 
on mica. OH-groups with higher frequencies have longer lifetimes. The most prob 
able schemes of relaxation are converting of v = 1 quantum of 0-H stretching 
vibration (-3600 cm-') into vibrations of adjacent SiO, tetrahedrons with 
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simultaneous creation of 3 to 5 quanta of valence Si-OH vibrations (800 to 
1060 cm-') or bending Si-0-Si vibrations (-400 cm-').483 

Similar results were obtained for CO-group vibrations on  surface^.^^^-^^^ 
The transition in the valence band (2096 cm-') was excited by a picosecond 
laser. The observed lifetime of the CO-group in the Rh,(CO)4C1,-complex 
supported by SiO, is 180 ns which corresponds to energy changing into 4 or 
5 vibrations inside the complex itself or energy transfer into the support, for 
instance, into Si-0 vibrations. The lifetimes of CO molecules adsorbed on 
supported Rh, Pt, or Pd were 6 to 8 times shorter. Another deactivation 
mechanism seems to be valid in this case, namely, the energy transfer into 
electronic excitation of metal. The line 2106 cm-' of the CO linear form 
adsorbed on Pt(1 l l )  was pumped with a 0.7-ps saturating laser pulse at v = 
2107 cm-'. It returned to the equilibrium shape in 3 ps. The latter value is 
dependent on 8,, and temperature at 150 to 300 K.487 

Hanis et al.488,489 employed IR picosecond pulses for excitation and sum 
frequency spectroscopy for measuring T (see Section 2.2.2). These authors 
found two characteristic relaxation times for excited C-H vibrations of (CH3),S 
adsorbed on a Ag(1 l l )  surface. The fast one had T = 2.5 to 3 ps independent 
of temperature in the range l l0  to 380 K; the longer time had T = 55 ps at 
380 K and 90 ps at l l 0  K. Both time constants were attributed to transfer to 
other vibrational modes of the molecule. The calculated T value for electron- 
hole pair excitation is approximately 2 orders shorter.488 For CO on Cu(100) 
it was measured that = 3 ps and 7, = 0.9 ps.489 Studies of hydrogen 
adsorption on Si(1 l l) using the same method revealed that the lifetime of the 
Si-H vibration is 0.8 

Chang and E ~ i n g ~ ~ '  applied another direct method of observation, i.e., 
laser-inducted IR luminescence of adsorbed layers. An extremely long lifetime 
value of 4.3 ms has been found for CO physisorbed on NaCl(100) at 22 K 
which is indicative of a very weak energy exchange with the surface. 

has measured the vibrational relaxation time of NO(v = 1) ad- 
sorbed on graphite using the molecular beam scattering technique. The ex- 
citation lifetime was found to be of the same order as the lifetime in the 
adsorbed state. On the basis of measured lifetimes of vibrational excitations 
on surface (> 10-'O S), Misevich et al.481 suggested that excited particles could 
participate in catalytic reactions. 

5.3. EXPERIMENTAL LIFETIMES OF 
ELECTRONICALLY EXCITED MOLECULES ON 

SURFACES 

Few data on the lifetimes of electronically excited molecules on surface 
are available as well as on vibrational excitations. Now such studies are only 
starting. 

Avouris and P e r s ~ o n ~ ~ ~  reviewed the investigations concerning the life- 
times of electronic excitations on surfaces. Mainly physically adsorbed mol- 
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ecules were examined. For example, nitrogen molecules, physically adsorbed 
on Al(11 l),  were excited by electron impact into the C311, state. The lifetime 
was determined using HREELS to be 5 - 10-l5 S. A rapid exchange with the 
formation of the electron-hole pair in metal occurs. The measured lifetime T 

is approximately 106 times shorter than the corresponding value for N2(C311,) 
in the gas phase. 

A similar short lifetime was registered for the electronically excited state 
of pyrazine on Ag(1 l l). In the first adsorbed layer the value of T is equal to 
5 10-l5 S, and in the second 3 10-4 S. Pyrazine excitation happens through 
electron interband transition from the 5p zone of Ag into the low-lying vacant 
T*-orbital of pyrazine (transition energy is 4 eV). 

An elegant experimental technique was utilized to measure the dependence 
of the lifetime of electronically excited molecules on the distance d from the 
surface.4y4 Fatty acids were preliminarily adsorbed on a Ni surface and pyr- 
azine was adsorbed in the top third layer. When d -, m, T 4 T,, where T, 

is the lifetime of a free pyrazine molecule. At intermediate d, oscillations of 
T were observed owing to the interference between incident and reflected 
light waves. Very short lifetimes were found at small distances due to direct 
energy exchange with metal electrons. 

Campion et improved this method and applied three-layer compo- 
sition: Ni surface, a layer of physically adsorbed Ar atoms with varied thick- 
ness, and then the fluorescent dye (pyrazine). In the range of d from 0.8 to 
10 nm the radiation intensity (the lifetime to the electronically excited state) 
increased proportionally to d3. In another w 0 1 - P ~ ~  the dye molecules were 
separated from silver by a layer of SiO,. 

The lifetimes of various electronically excited aromatic molecules ad- 
sorbed physically on metal surfaces are of the order of 10-l5 s . ~ ~ ' .  Electron 
transfer from the excited adsorbate to the metal conduction band seems to be 
the prevailing mechanism of their Electron transfer be- 
tween adsorbed aromatic molecules up to 50 nm is considered by Waldeck 
et al. 499 

In these examples the lifetimes of electronically excited molecules on the 
surface are extremely short, excluding their possible participation in catalytic 
processes. For dielectric surfaces, for instance, on glass surface, the lifetime 
is longer, as was shown by picosecond laser experiments. In dispersed CdS, 
TiO,, Cd,P,, ZnS, and Fe203 excitation creates an electron-hole pair in the 
forbidden zone which rapidly migrates to the surface (T << 10-9 S). Re- 
combination of this pair on the surface results in luminescence. Electronically 
excited pyrene adsorbed on A120, has two characteristic quenching times: 
100 ns and a much shorter one. Excited aminopyrene adsorbed on isolated 
OH-groups of SiO, has a lifetime of the order of 100 ns at A = 420 nm, and 
adsorbed heminal (coupled) OH-groups also 100 ns at A = 370 to 400 nm.500 

Substantially more long-lived electronically excited molecules are known 
as well. For example, the lifetime of the excited NO*, molecule created in 
the reaction NO + 0 over a Ni catalyst was 79 ps, which is close to the 
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radiational lifetime. Adsorbed singlet oxygen seems to be even more long- 
lived. The low-energy spectrum of electrons scattered at the Pt(321) surface 
has been attributed to the formation of 'A, or '2,' states of the 0, molecule 
as a result of electron b~mbardment.~~' 



Chapter 6 

PRECURSOR AND NONEQUILIBRIUM DIFFUSION 

We have shown in previous chapters that there are two basic mechanisms 
of excited particle deactivation in adsorption and catalysis 

1. Nonelastic scattering and direct adsorption with the impact, or Eley- 
Riedel mechanism in catalysis, corresponding to them 

2. The interaction of a trapping-desorption type and indirect adsorption 
with the surface interaction, or Langmuir-Hinshelwood mechanism cor- 
responding to them 

Many researchers postulate for the processes of the second type the ex- 
istence of the precursor - some intermediate preadsorbed state on the surface. 
This state can migrate over the surface. Therefore, the study of the role of 
surface diffusion in adsorption and catalysis is important. 

6.1. THE NOTION OF A PRECURSOR IN 
ADSORPTION AND CATALYSIS 

The notion about a precursor and its role in chemical adsorption goes 
back to the pioneer work of Langmuir, and in catalysis to the work of Roginsky 
and Zeldovitsch (see Chapter 1). However, until recently there were only a 
few works in which the existence of the precursor was proved directly. The 
last conference on this subject had the subtitle "Precursor: Myth or Real- 
ity?"285 

Let us consider in more detail the preadsorbed state. For a long time the 
experimental dependence of the sticking coefficients during adsorption on 
coverage was the main argument in favor of existence of the precursor. If 
adsorption would proceed in accordance with the Langmuir isotherm via 
successive statistical population of adsorption centers, then the linear depen- 
dence of s on 1 - 8 would be observed. Actually, as shown in Figure 6.1 
and Table 6.1, s is practically independent of 1 - 8 over a wide range of 
8 values.502 It is apparent that the precursor is formed, i.e., the preadsorbed 
state of the molecule, when it can move freely over the whole surface including 
the sites occupied by previously chemisorbed molecules, until strong adsorp- 
tion or a catalytic reaction occurs. Later on, that precursor, which can exist 
over occupied adsorption sites, is called "extrinsic". A precursor that exists 
only on free sites of adsorbent is called the "intrinsic" precursor. 

Note that the independence of s on 8 is typical for the pressure only in 
the case of fast chemical adsorption. Chambers and EhrlichSo3 indicated that 
in the case of slow activated adsorption, the dependence of s on 8 is observed 
neither in the presence nor in the absence of the precursor. 
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FIGURE 6.1. Sticking coefficient S as a function of coverage 8 for different gases on  metal^.^" 
(1) 02N(100);  (2) 0 2 N ( 2 1  1); (3) CON(l10); (4) N21W(100); (5) 02N(110);  (6) N 2 N ( l  10); 
(7) 02/R(111). 

The energy scheme of adsorption through the precursor is shown in Figure 
6.2. The molecular transition from the precursor state to a strongly bound 
chemisorbed one can have the activation energy E,. 

There are two main reasons for the nature of the precursor: (1) the pre- 
cursor is a physisorbed state of a molecule and (2) the precursor is in non- 
equilibrium, probably, in the vibrationally excited state. 

Many authors assign the formation of a preadsorbed state to physical 
adsorption. There is strong experimental evidence for the precursor to be a 
physically adsorbed molecule. At low temperature it can be observed using 
the methods of work function or XPS. For example, Norton et al. using 
XPS, observed physically adsorbed CO on the Cu surface at 20 K. At 30 K 
approximately 40% of CO was desorbed, and 60% transformed into the 
chemisorbed state, with was stable above 100 K. 

By means of photoelectron spectroscopy, analogous transformation of 0, 
physisorbed on an Al(111) into an oxide layer was observed by Schmeisser 
et GrunzeSo6 observed the existence of a physisorbed precursor in the 
process of chemisorption of Na on Ni(100), Ru(001), and W(100). In these 
cases physical adsorption is a precursor for which the activation energy of 
chemical adsorption is lower than Ea from the gas phase. 

However, these studies are indicative of the nonequilibrium nature of the 
precursor. For example, in the temperature range 300 to 500 K the lifetime 
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TABLE 6.1 
Initial Sticking Coefficients for Gases 

on Metal Surfaces 

Coverage 
Adsorbate Adsorbent s, dependence 

Note: * Indicates precursor. 

From Steinbruchel, C. S. and Schmidt, L. D., Phys. 
Rev. Lett., B 10, 4209, 1974. With permission. 

T of physisorbed H,, N,, and other molecules calculated using the Frenkel 
formula T = T, exp (QIRT) is close to T,, whereas experimental lifetimes of 
the preadsorbed state are longer: it is known that a molecule captured by the 
surface can make tens and hundreds of elementary jumps until it is strongly 
chemisorbed. Furthermore, as seen in Table 6.1, a different dependence of 
s(8) is observed on different faces of the same monocrystal, which is unlikely 
for physisorption. 

Certain experiments make us suppose that molecules in preadsorbed state 
are likely to be vibrationally or electronically excited. An adsorbed excited 
molecule successively loses its energy in jumps on a surface with the following 
chemical adsorption. According to the principle of microscopic reversibility, 
precursor formation during desorption is to be expected as well. As shown 
in experiments on metals,502 the ratio of the rate constant of strong chemi- 
sorption k, and that of desorption from the preadsorbed state kX is given by 
the expression 



Nonequilibrium Processes in Catalysis 

chemisorbed state 

FIGURE 6.2. Potential curves for formation of preadsorbed state in chemisorption. 

where K increases with the temperature growth, i.e., El; < E,. In other 
words, the energy barrier between preadsorbed and chemisorbed states is 
greater than the adsorption heat in the precursor state (see Figure 6.2). 

According to T ~ l l y , ~ ~ '  in the case of Xe adsorption on Pt(1 l l )  at 779 K 
the molecular precursor with a short lifetime is formed not in the physisorbed 
but in the chemisorbed state. All Xe atoms with initial temperature Ti = 
1950 K accommodate to the surface temperature T, (for the motion perpen- 
dicular to the surface) during 20 ps (approximately 10 jumps on the surface). 
For the motion parallel to the surface it occurs approximately during 100 ps. 

Molecular beam experiments elucidate the role of the precursor in ad- 
sorption (Figure 6.3). In most cases, s depends weakly on the angle of 
incidence cp and slightly increases with the increase of cp. A molecule is 
adsorbed if, on collision, its normal velocity is less than that required to 
overcome the potential barrier: v, < (2El;/m)'I2, where m is the molecular 
mass and El; is the activation energy for desorption from the precursor state 
(see Figure 6.2). Steinbruchel and Schmidt508 proposed a theory that takes 
into account vibrational excitation of the solid. They obtained good agreement 
with the experiment5', for s vs. the angle of incidence cp,; s increases with 
the increase of cp, and decrease of the normal velocity component. The decrease 
of s with increasing cp for H, and D, on W(l10) (see Figure 6.3) was attributed 
to the activation barrier for chemisorption E, > EX (see Figure 6.2). 

Molecular beam experiments give other evidence for precursor existence, 
i.e., the decrease of s with increasing translational energy of molecules E, 
in the beam. It is observed for low translational energies Ei < 10 kJ/mol at 
low surface temperatures T,.285~287~326~s*-5'3 We have already mentioned this 
fact in Chapter 4 (see, for example, Figure 4.4, where the data on 0, ad- 
sorption on W are presented; for high Ei the dependence of s on Ti is typical 
for direct adsorption. For adsorption with a precursor s depends on T,. It is 
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FIGURE 6.3. The sticking coefficient s (normalized values) as a function of the incidence 
angle cp, for molecular beams of different gases on W(110) (solid line) and W(100) (dashed line). 
(From Steinbruchel, C. S.  and Schmidt, L. D. ,  Phys. Rev. Lett., B10, 4209, 1974. With 
permission.) 

also worth mentioning that low initial sticking coefficients S, << 1 are 
characteristic of the kinetics of adsorption through the precursor. 

A large number of studies have been devoted to the theory of the precursor. 
Doren and Tully513 carried out trajectory calculations on the basis of a com- 
plicated model for nondissociative adsorption involving multidimensional po- 
tential surfaces, surface vibrations, interaction between different molecular 
and solid modes, etc. As a result, a strong interaction between translational 
and rotational molecular degrees of freedom has been observed. The model 
revealed a rather high diffusion rate of the precursor over the surface. Strong, 
rotational polarization of the molecule desorbing from the precursor state is 
one more characteristic property of the precursor. 

According to these authors,513 a precursor state is a secondary local min- 
imum in the potential of mean force located on the reaction coordinate between 
the chemisorbed state and the asymptotic state of infinite separation between 
the molecule and the surface in the framework of the multidimensional model. 

One of the first kinetic adsorption models for a molecule A with a pre- 
cursor A, was proposed by EhrlichS4 

where A,,, is the chemisorbed state and k,W(0) is the rate constant of 
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transition from the precursor to the chemisorbed state, which is proportional 
to the probability ~ ( 8 )  to find a vacancy in the chemisorbed layer. 

In the steady-state approximation, 

where 

Kisliuk suggested a similar model involving diffusion of molecules above the 
surface with the rate constant k,, for transition from one center to another. 

According to his scheme, 

where AT, A, . . . AT are precursors, absorbed on different sites, and &, 
are diffusion rate constants, assuming that a concentration of precursor is 
negligible in comparison with a concentration of chernisorbed and vacant 
sites, and is given by the expression 

where k' is the ratio of the probabilities of a precursor conversion and de- 
sorption. 

Equations 6.2 and 6.3 become identical for W(@) = 1 - 8 .  As is shown 
in a number of studies concerning adsorption and desorption kinetics with a 
precursor, the precursor existence gives rise to underestimated ko values for 
desorption and the so-called compensation e f f e ~ t . ~ ~ ~ . ~ "  Abnormally high re- 
action rates in excess of the number of collisions between incident and ad- 
sorbed reagents has been revealed in some cases on pure metals. For example, 
Momoe and Meml1518 observed the reaction of incident hydrogen with ad- 
sorbed oxygen on Pt(ll1) with a cross-section of -4 nm2, i.e., each H, 
molecule that falls on this area reacts with an adsorbed oxygen atom. The 
corresponding value for CO is 0.8 nrn2. These phenomena were attributed to 
diffusion of a mobile H, and CO precursor. 
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Gland and Korchak519 have shown that NH, oxidation occurs in atoms at 
the edge of a stepped Pt surface. But the rate of NH, oxidation on these atoms 
was approximately an order of magnitude higher than that of a number of 
molecular collisions with these atoms at the edge. It was concluded that oxygen 
is in the state of a mobile precursor on the Pt surface, with diffusion to atoms 
at the edge. 

According to the scheme of Harris et al.,510 hydrogen oxidation on Pt 
occurs via an excited precursor H* 

This conclusion is apparent from the analysis of kinetic data. The fol- 
lowing experiments give experimental evidence of the existence of a precursor 
in this reaction 

1. The presence of the "hot" reaction products (estimations for H,O give 
the energy up to 1 eV) 

2. The absence of a time delay between the H, impact and H,O desorption 
(7 S 10-9 S) 

3. Isotope effect for H,/D, 
4. The presence of OH species on the surface 
5 .  The absence of temperature dependence for this reaction (especially at 

low temperatures) 

Of most importance is the observation of the precursor on the surface using 
direct physical methods. 

Finally, let us answer the question "Precursor: myth or reality?" We can 
state with assurance that the precursor is a reality. As to its nature, there are 
apparently two opinions: in some cases it might be a physically absorbed 
molecule; in others, a short-lived excited state. 

6.2. MIGRATION OF ADSORBED PARTICLES 

The role of energy activation and relaxation of adsorbed particles becomes 
clearer when considering the mechanism of the surface migration and kinetics 
of surface processes. Indeed, an adsorbed atom is localized in the potential 
well. To move over the surface it requires an activation energy from lattice 
phonons. On gaining sufficient energy, the adsorbed atom can migrate over 
the surface, its displacement distance depending on the relaxation time. As 
will be shown, the latter defines the kinetics of the process (for example, 
atomic recombination). 
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We have analyzed on the microscopic level the kinetics of the simplest 
catalytic reaction on the ideal monocrystal surface at small coverages. Such 
an approach significantly simplifies all calculations because in this case the 
surface can be treated as homogeneous, and adsorbed particles as noninter- 
acting .520-522 

It is reasonable to suppose that the simplest surface reaction involves at 
least two stages: the stage of reagent transport and the stage of their interaction. 
Here the term "transport" refers to the process of surface migration of one 
reagent over the surface either to the second one or to the surface reaction 
site, but not to the transport of one reagent to the surface from the gas phase. 

Let us discuss one more problem that is of importance for the kinetics of 
surface reactions, namely, the applicability of the mass action law (or surface 
action). It is well known that this law refers to local concentrations, which 
are commonly substituted by their mean values, i.e., the total number of 
adsorbed species is divided by the total number of sites. Thus, the mean 
concentration of adsorbed particles is calculated. In gas and liquid phases, 
when the role of fluctuation is negligible, all kinetic characteristics in the gas 
or liquid phase are usually averaged due to chaotic molecular motion. In this 
case, the local concentrations can be substituted by their mean values. But 
the validity of that assumption relative to the surface process remains to be 
proved because it is well known that surface migration, as a rule, requires 
appreciable activation energies, and particles cannot move freely on the sur- 
face. 

It should be noted, that most of the adsorption isotherms do not take into 
account the surface migration. Even the Langmuir isotherm "permits" the 
particles to move on the surface only via the gas phase, in accordance with 
the adsorption equilibrium rule. However, experiments show that the acti- 
vation energy of the surface migration is substantially lower than that of 
desorption. Therefore, let us consider the surface diffusion directly rather 
than in terms of adsorption-desorption stages. 

6.2.1. EXPERIMENTAL COEFFICIENTS OF SURFACE 
DIFFUSION 

The importance of the surface has long been understood and wide ex- 
perimental information on this subject is available. Systematic investigation 
of the diffusion of chemisorbed atoms has been started in the works of Taylor 
and Langm~ir .~  They examined the surface diffusion of CS atoms on a van- 
adium surface back in 1932. These authors reported that for the coverage of 
8 = 0.03 the preexponential factor of the diffusion coefficients is equal to 
0.2 cm3/s, and the activation energy of the migration E, = 60 Wmol which 
is about 115 of the value required for desorption. It was this work that suggested 
the idea of adatom migration over the surface in the adsorbed state due to 
substantial difference in activation energies for diffusion and adsorption. 

An impressive experimental progress in this area has been achieved with 
the appearance of the field emission microscope (FEM) for studying surface 
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TABLE 6.2 
The Activation Energies for Diffusion of Chemisorbed Atomss" 

system E, (Wmol) E&JE, System E, (kl/mol) E&, 

OM7 126 a 6 4.3 WNi 29 ? 4 9.2 
N/W 147 4.4 H/Pt 19 13.4 
WW 67 ? 13 4.3 O/Pt 143 2.5 

Gomer et investigated a variety of the adsorbent-adsor- 
bate systems, in particular, the diffusion of chemically active H, 0 ,  and N 
atoms (Table 6.2). The values of EJE, are close to those obtained by Taylor 
and Langmuir.' 

GomeIJZ9 suggested the technique for measuring the diffusion coefficient 
using FEM. It is based on the correlation between the electron current fluc- 
tuations, i.e., FEM noise, and the density fluctuations of the layer adsorbed 
on the emitter surface under investigation. The density fluctuations of the 
layer in equilibrium conditions, in turn, correlate with the diffusion coeffi- 
cient.530.531 Using this method, Chen and Gomer determined the diffusion 
coefficient of oxygen atoms532 and CO molecules533 on W(110) as a function 
of coverage. In the case of oxygen atoms they found that at 8 = 0.25 the 
adsorption energy was sharply increased from 60 to 90 kJ/mol, which was 
attributed to lateral interaction in the adsorbate layers and, possibly, to a 
formation of the p (2 X 1) superstructure. At this point, the preexponential 
factor of the diffusion coefficient also dropped sharply when decreasing the 
coverage from 10-4 cm2/s for 8 = 0.3 to 10-6 cm2/s for 8 = 0.2. On 
further 8 decrease, the preexponential factor, in contrast to the activation 
energy, continued to diminish rapidly, and in the limit of zero coverage had 
an extremely low value of the order of 10-l0 = 10-l1 cm2/s. This fact has 
not been explained. For CO diffusion such behavior of the diffusion coef- 
ficient as a function of 8 was not observed. 

The diffusion of hydrogen and deuterium atoms on W(110) was studied 
using this method by Di Foggoli and G ~ m e r . ~ ~ ~  These authors found that at 
T below 150 K the diffusion coefficient is independent of temperature. It was 
interpreted in terms of the transitions from the activated diffusion to tunneling. 
Gonchar et reported that they failed to observe such a transition under 
similar conditions. Braun and P a s h i t ~ k y ~ ~ ~  proposed an alternative interpre- 
tation of this phenomenon. These authors assumed that at low temperatures 
diffusion is also activated; however, an adatom is excited into the activated 
state by FEM electrons rather than by lattice phonons, which results in the 
absence of temperature dependence. 

In 1966, Ehrlich and H ~ d d a ~ ~ ~  employed for the first time the field ion 
microscope (FIM) for investigation of W self-diffusion on different crystal 
faces. Unfortunately, the variety of metals and adatoms was limited in this 
technique by the possibility of obtaining an image in microscopy. The dif- 
fusion coefficient was calculated using the mean-square displacement of the 
atom under investigation. 
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TABLE 6.3 
The Activation Energy E, (kJ/mol) and the 
Preexponential Factor D,(cmZ/s) for Atomic 
Migration of Different Metals on Oriented 

Planes of Tungsten 

Some modem devices enable the migrated particle to be identified by 
means of its evaporation by the field and subsequent detection with the aid 
of a mass spectrometer. Experimental data on the atomic diffusion on oriented 
crystal faces of different metals are given in Table 6.3. 

Kisljuk, Tretjakov, and Nar t ikoe~ '~~ developed a macroscopic method for 
determining diffusion coefficients with the help of fast thermodesorption 
heating of a small catalyst. When heating was stopped and the temperature 
became equalized, the system was kept for a certain interval in a stationary 
state, and then the thermodesorption cycle from the same area was repeated. 
The surface diffusion of 0, on polycrystalline platinum was studied by this 
method. 

The main conclusion from the data is that surface diffusion can be de- 
scribed in terms of the diffusion coefficient in the usual Arrhenius form 

Activation energy of the surface migration lies in the range 113 to 1/10 
of the value required for desorption, which is usually from 20 to 60 kJ/mol, 
and the preexponential factor varies from 10-2 to 10-4 cm2/s. 

The simplest estimation of the preexponential factor is D, = v1 (here v 
is a characteristic velocity of a particle and 1 is the mean length of a jump) 
for v = 10'' to 105 crnts; 1 = 10-8 to 10-' cm gives D, = lOP4 to 10-2 
cm2/s. As seen from Table 6.3, experimental data, as a rule, lie in this range. 
Sometimes considerable deviation to much lower D, values are reported, but 
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as noted in Bassett's review539 testing the results usually gives "normal" D, 
values. 

6.2.2. THEORY OF MIGRATION OF ADSORBED ATOMS 
As a rule, the authors of experimental works do not give the accuracy of 

their values. Nevertheless, according to T ~ o n g ~ ~ O  the accuracy of experiments 
on determining the activation energy is 10%, which results in an error of 
about 1 or 2 orders in the preexponential factor. This fact makes the creation 
of an adequate theory extremely difficult for such a low accuracy the agree- 
ment between the calculated and the experimental diffusion coefficients can- 
not prove the validity of theoretical presumptions. 

This is the reason why the simple model of jumps to the nearest adsorption 
site is widely practiced for interpretation of experimental results and in various 
empirical estimations of the diffusion coefficient. In accordance with this 
model, migration proceeds through successive jumps of an adsorbed particle 
from the initial site to an adjacent one. The diffusion coefficient is written 
as a product of the square of jump length, i.e., the lattice period, and a 
frequency of jumps, which can be evaluated within the framework of the 
theory of transition state. The simplest estimations of the diffusion coefficient 
according to this model give reasonable values which lie within the experi- 
mentally observed region. 

An alternative situation arises when an adsorbed particle "flies" through 
an arbitrary distance along a certain direction. In this case, the diffusion 
coefficient is defined by the mean length of the jump that may be much 
longer than the lattice period. Only exact quantum mechanical calculations, 
extremely complicated for any system with strong chemical bonding, could 
elucidate the situation. Thus, the matter is how in reality adsorbed particles 
move over the surface rather than how to choose the model of migration. 

It should be noted that the much-used theory of transition state cannot 
answer which of the concepts is true because the theory does not take account 
of the motion of reaction products after decomposition of the activation com- 
plex. Thus, the theory of transition state fails to predict the characteristic 
length of elementary jumps. 

Theoretical estimations of diffusion coefficients are very few in num- 
beIJ41-5" and contain a large number of fitting parameters, which themselves 
must be determined from experiments. As a result, it is not possible to draw 
any definite conclusions as to the mechanism of migration. 

In a number of ~ o r k s " ~ , ~ ~ ~  the surface diffusion is treated in terms of 
the well-known Kramers modeP4' for chemical reactions. According to this 
model the motion of the particle along the reaction coordinate is governed 
by random force, which simulates quite well the interaction of a particle with 
a heat bath. It should be noted that the Kramers theory, as well as the theory 
of transition state, gives only the flux value through the saddle point along 
the reaction coordinate. It works well for chemical reactions which have two 
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FIGURE 6.4. Adatom motion in the surface periodic potential. (I) Fast relaxation, A << 1; 
(11) slow relaxation A >> 1 .  

adjacent potential wells. But for surface migration in a periodic potential, 
when the number of wells behind the saddle point, generally speaking, is 
unlimited, this question requires special consideration. In the papers cited 
such an analysis has not been carried out; instead it was assumed that an 
adatom can jump only to one of the adjacent sites. The methods of molecular 
 dynamic^^^^-'^' along with analytical studies are rapidly progressing in this 
field. 

We have studied in detail the model of surface migration in which energy 
relaxation was described in terms of the Fokker-Plank equation, similar to 
the Kramers The periodicity of the surface potential was explicitly 
taken into account in the convection term of the kinetic equation. This enabled 
us to calculate the transition probability not only into the nearest adsorption 
site, but into more distant ones as well. Much attention has been paid to an 
estimation of the energy diffusion coefficient due to its relation to the friction 
factor in the Kramers problem. When the velocity of a moving particle is 
much less than the sound velocity in a solid, an analytical expression con- 
taining only highly reliable parameters has been obtained. 

A picture of migration of an adsorbed particle can be represented as 
follows. Suppose that at the initial moment a particle is localized in a certain 
potential well of the periodic surface potential (Figure 6.4). When its energy 
E, < 0, a heavy adatom cannot move over the surface since its tunneling 
probability is negligible. Tunneling can be neglected even for the hydrogen 
atom, if the temperature is not too low, and, consequently, the activated 
diffusion dominates. The interaction with phonons of a solid results in the 
equilibrium energy distribution; therefore, a particle has a finite probability 
to transit into a state with positive energy. In such a state a particle, while 
being bound to the surface, can move over it. The mean velocity v, of the 
particle in such a state is defined by the well depth V,, and can be described 
by the expression of a type of v, = (2Va/m,)"2, where m, is the mass of 
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the adatom. The value of V, far exceeds the characteristic thermal velocity 
for a given temperature, being practically independent of it. 

The Boltzmann distribution must be established in the migration state as 
well, which one can conceive as the excitation up to energy -T (in the system 
of units, where k, = h = 1) followed by deactivation into a more probable 
low-lying energy state. Hence, adatoms have a certain lifetime in the migration 
state, which has the same order of magnitude as the energy relaxation time 
T, for E > 0. Suppose that the time of flight for individual well is defined 
as T, = atv,, where a is the period of the lattice potential, and the mobility 
parameter A = 747,. Then the trajectory of a particle depends on A: for 
A << 1 an adatom will return with maximum probability back to the starting 
site and with much less probability will transit into one of the adjacent wells. 
Therefore, the model of jumps to the nearest well holds at A << 1. For 
A << 1 long jumps become also possible, the mean jump length being of 
the order of L = A,. Therefore, it is clear that in order for the diffusion 
characteristic to be determined, it is necessary to calculate not only the lifetime 
of the particle in a potential well T, = T, exp (V,/T) but also for the mobility 
parameter A. 

For A = 1, when the region of particle motion is of the order of a, the 
jump transition must be treated using quantum mechanics. At the same time 
for A > > 1, there are two considerably different times, i.e., T, and T,, so 
the problem is substantially simplified. 

Microscopic processes with the characteristic time T, (which is of the 
order of an oscillation period in the potential well) should be treated on a 
quantum mechanical basis, as previously but much slower processes can be 
described in terms of some kinetic equation that takes into account the motion 
of an adatom over the surface and energy relaxation. Thus, for A >> 1 the 
problem can be divided into two stages: the first is to consider the quantum 
mechanical motion in the periodic surface potential and to calculate the tran- 
sition probabilities of the particles involving the energy transfer to the lattice 
phonons; the second is to derive and to investigate a kinetic equation, to 
obtain necessary migration parameters using this equation and calculated 
transition probabilities. 

This program has been successfully completed, and the following expres- 
sion for the coefficient of the surface diffusion has been obtained 

There are no fitting parameters in this expression, excluding experimentally 
determined energy E,, which can be found with good accuracy. In the case 
of heavy particles the expression for the parameter A can be written in the 
form 
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As is seen, a characteristic length is shorter for more light atoms and 
increases considerably with decreasing activation energy. 

The derived theoretical expressions were applied to the diffusion of W 
atoms on W: for V, = 1 eV, m, = 3 10-22 g, E = kT, T = 300 K, a = 
3 10-a cm, v, = 0.5 105 crn/s, and T = 6 10-l3 S, we obtained h = 3 to 
5, and consequently, the characteristic length is considerably longer than the 
lattice period. The preexponential D, is about 5.8 10-3 cm2/s. On decreasing 
the activation energy of migration, h rapidly rises and may reach a value of 
several tens. 

One more essential feature of the developed theory should be noted. The 
Einstein relationship for diffusion (x2) = 2Dt holds, naturally for any mi- 
gration mechanism. Using the mean-square value (x2), one can determine the 
diffusion coefficient D, but it is impossible to find such an important migration 
characteristic as the jump frequency. However, if experimental data enable 
us to calculate (x4), one can determine the mobility parameter h,  and, con- 
sequently, elucidate the mechanism of surface migration. It should be noted 
that in order for the reliable (x2) value to be determined, more statistical data 
are needed compared with those commonly used. But there is no possibility 
to increase the observation time because the latter is limited by adatom de- 
sorption. 

This picture is in a good agreement with the available experimental data 
on diffusion coefficients. However, what is more important is that our results 
closely coincide with those obtained by more elaborate dynamic calculations 
made by Tully et The results of this work also support the possibility 
of the adatom migration through a large distance during one jump. 

6.2.3. ROLE OF MIGRATION FOR THE KINETICS OF SURFACE 
REACTIONS 

As was mentioned previously one can conceive a simple surface reaction 
involving two stages: adsorbate migration and interaction itself. Theoretical 
investigations of the diffusion-controlled reactions have shown that in contrast 
to the three-dimensional case, in one- and two-dimensional cases, which are 
of significance for surface reactions, it is not possible to introduce a certain 
rate constant, i.e., to use formal kinetic equations. 

The main reason for the qualitative difference in kinetics of the bulk- and 
surface-diffusion-controlled reactions is due to the diffusion peculiarities. In 
the three-dimensional case, the collision probability is low and equal to the 
ratio of characteristic size of a particle to the interparticle spacing. In one- 
or two-dimensional cases the collision probability is always equal to unity 
however small the coverage may be. 

As we have shown, it is for this reason that the type of kinetics of the 
surface reactions is determined by the relationship between the diffusion rate 
and the collision efficiency, i.e., between diffusion and kinetic constants. 
The temporal dependence of the process coincides with that following from 
the formal kinetic equations in the kinetic regimen, when the limiting stage 
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is interaction itself. Therefore, it is of importance to describe the collisional 
kinetics correctly. 

It should be emphasized that a formal kinetic description is applicable 
for surface reactions either in the case of the high mobility of particles, i.e., 
A >> 1, or low reaction probability. Both these conditions allow us to 
substitute the local concentrations, involved in the law of surface action, by 
the mean concentration. 

Consider in more detailss2 the A + B + C type of reaction between 
adsorbed particles A and B for low coverages, when 0, << 0, << 1. The 
reagents have low mobilities since their lifetimes in adsorption sites are rather 
long. Mobility values vary over a wide range for different species. Therefore, 
only one of the reagents is usually assumed to be active and responsible for 
approaching closely enough for the reaction to occur. Let it be reagent A; 
then its partner B is regarded to be practically immobile during the charac- 
teristic reaction time and occupies a certain fixed site on the surface. 

Suppose the distribution of adsorption sites on the surface to be random; 
then the lifetime of an active particle on the surface depends on a given 
configuration. The reaction rate is maximal for the regions with the most 
dense population of B particles, next the regions with some mean density, 
and at last, the most rarely populated configurations will "burn up". Even 
though for each configuration the reaction could be described in terms of a 
certain rate constant k, as a consequence of statistical averaging, the total 
product yield will have a very complicated temporal dependence because k 
depends on the local density. 

The reaction is simulated in the following model. Being strongly bounded 
to the lattice, B molecules are assumed to have sharp perturbation of the 
surface potential for the motion of A particles. Therefore, when colliding 
with B, an active adatom A can easily lose its energy of the order of kTB by 
means of multiphonon processes or through excitation of high-frequency local 
vibrations. As a result of collision, the A particle will occupy with a high 
probability an adjacent site to the B adsorption site. Suppose that the reaction 
probability for each collision of A with B is W, then (1 - W) is the probability 
for A to occupy an adjacent site. 

An analysis of this model has shown that for two-dimensional migration 
of active species, the surface chemical reaction can be described by the 
following kinetic equation in the whole range of the B coverage 

but the rate constant T,;:~ or kff depends nonlinearly on the density of B 
particles. A qualitative curve for T,:~ as a function of 8, is shown in Figure 
6.5. For 8, = A - ' the reaction order varies from the second, which is observed 
in the limit of A@, << 1, to the first one in the limit of h e B  >> 1. 

An expression for the rate constant at 0, < < A -  ' has the form 
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FIGURE 6.5. The rate of reaction as a function of density of B particles. 

According to Equation 6.8, k is independent of the mobility parameter A; 
however, a high mobility of A is incorporated into the model from the very 
beginning. An estimation of the preexponential factor using Equation 6.7 for 
W = 1 gives a value of 2 10-3 cm2/s. 

Note once again a difference between this approach and the traditional 
one. The latter leads to the time-dependent rate constant and, therefore, fails 
to describe the kinetics of the process. First of all, it should be noted that 
only taking into account long jumps, which far exceed the lattice constant, 
enables us to describe the formal kinetics of the process, i.e., in terms of rate 
constants. On the other hand, within the framework of formal kinetics, the 
reaction of the A + B + C type is usually described by Equation 6.8 for a 
constant 0,, where keff is not a linear function of 8,;  for small O,, kff is 
proportional to 0 , ;  for large O,, keff is independent of O,, i.e., on first 
reaction is second order, and then it becomes first order. 

The sketchy model shown in Figure 6.6 could formally describe the above 
results. Suppose that particles A and B are in adjacent adsorption wells. Their 
interaction is possible only in the case when A particle transits into the 
migration state A*. The scheme for the process is given by 

Assuming [A*] to be quasistationary, we arrive at the following equation for 
0.4 
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FIGURE 6.6. The model of atomic recombination. (1 )  Recombination is impossible; 
(2) recombination path. 

Then for small 8, the reaction is second order, -8,8,, and for large it is 
f i s t  order, -8,. The similarity of these results with the above one is rather 
formal: rate constants involved in this equation have no physical meaning and 
are not connected with microscopic parameters of the system. 

Later, we studied the kinetics of the surface recombination of mobile 
atoms.553 Associative desorption is the simplest example of such a process. 
Formally this reaction can be written in the form of A + A + 0, implying 
that the molecule created quickly desorbs and does not participate in the 
further process. For this case, taking into account the jump migration into 
the nearest complex site, the task has been solved exactly as suggested by 
the unity probability for the reaction. The asymptotic limits of the reaction 
course have been analyzed as well. 
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Chapter 7 

CHEMOENERGETIC STIMULATION 

In the previous section we considered nonequilibrium phenomena in ca- 
talysis which arise at microlevel due to translational, rotational, vibrational, 
and electronic excitations of a molecule, interacting with a catalyst. On in- 
teraction of molecules with the surface, the population of levels may alter 
those results in the violation of the B o l t z m a ~  energy distribution. On account 
of the energy released in surface exothermal reactions, the formation of "hot" 
molecules with high translational, rotational, and vibrational energy is pos- 
sible. This, in its turn, may result in changes of the adsorption, desorption, 
and catalytic reaction rates. 

The origination of nonequilibrium distribution is of general importance 
in chemical kinetics, and not just in the kinetics of heterogeneous reactions. 
Interest in the possibility of using these phenomena for nonthermal stimulation 
of other chemical reactions has quickened in the past few years, especially 
in connection with the experimental observations of energetic acceleration in 
some branched - chain reactions. 

ZhdanovSs4 undertook a theoretical investigation in order to elucidate the 
possibility of the use of the energy released in one reaction for direct accel- 
eration of another one. Among conditions necessary for the efficient use of 
this energy are the following: (1) the second reaction must be in nonequilib- 
rium (here, by nonequilibrium is meant the depletion of the excited state in 
the course of reaction, when the reaction probability of excited reagents 
transformation far exceeds their relaxation probability); and (2) the energy 
released in the first must exceed the activation energy required for the second 
one. Finally, it was concluded that there is little likelihood of such pro- 
c e s s e ~ . ~ ~ ~  

In our view, this conclusion is in error. In collaboration with M. Rozovsky, 
we have analyzed some of the simplest kinetic models for nonthermal stim- 
ulation of chemical reactions and found conditions at which the efficiency of 
stimulation is sufficiently high. 

7.1. CONDITIONS REQUIRED TO REALIZE 
CHEMOENERGETIC STIMULATION 

7.1.1. BASIC DEFINITIONS AND STIMULATION MECHANISMS 
By chemoenergetic stimulation (CES) is meant the stimulation of one 

chemical reaction by products of another one via nonthermal use of their 
overequilibrium energy. The main features of this effect are the nonthermal 
origin of stiqulation and the chemical source of nonequilibrium stimulation. 

The term "stimulation of chemical reaction" in our opinion, needs some 
clarification. By stimulation efficiency, we imply the production of maximum 
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FIGURE 7.1. The scheme of reagent conversion in the absence of stimulator (1) and in the 
presence of stimulator (2), at the moment t the reaction rate r, > r,. 

reaction outputs in the same time interval t. It should be noted that using 
differential characteristics, such as the rate or effective rate constant, can lead 
to incorrect conclusions about the stimulation efficiency. For example, one 
can conceive the stimulation (Figure 7.1) when by the time t the greater 
conversion degree is achieved in the presence of a stimulation factor. Because 
an appreciable decrease of the reagent concentration has occurred, the reaction 
rate r, by the time t may be less than the rate r, in the absence of the stimulator. 
In contrast, the reaction output by this time is greater in the first case than 
in the second one. A similar situation takes place in the case of the effective 
rate constant. 

The investigation of the stimulation effect should be carried out when all 
other factors are equal. As to CES, it implies that the yields of reaction 
products must be compared when all thermodynamics parameters (volume, 
pressure, temperature, etc.) as well as the inputs of each reagent are the same. 

According to that speculation, the CES problem can be formulated as 
follows. Suppose that without stimulation the input reagents of a chemical 
reaction are supplied to the reactor in accordance with a certain law N(t), the 
output kinetics being described by the function n(t). In the presence of some 
chemoenergetic stimulation a, the output function is na(t) under the same 
conditions. Then the efficiency of the chemoenergetic stimulation is defined 
by the CES coefficient 

CES mechanisms are reduced to two main cases 

l .  Nonequilibrium outputs of one reaction are inputs or intermediates for 
another reaction. This situation will be called the stimulation by gen- 



Chernoenergetic Stimulation 171 

eration because the first (stimulating) reaction is a generator of reagents 
for the second (main) reaction. 

2. Nonequilibrium products of the stimulation reaction can exchange their 
energy with the inputs or intermediates of the main reaction. This case 
will be spoken of as exchange stimulation. 

Here we restrict the analysis to the first case. 

7.1.2. STIMULATION BY GENERATION 
Consider the simplest two-level model of the main reaction and the fol- 

lowing kinetic scheme of the process: 

Here A, and A* are reagent molecules of the stimulating reaction in the 
ground and excited state, respectively; B is a product of the main reaction; 
k,,, and k,, are interlevel rate constants related to each other by detailed 
balancing; W is the reaction probability from the excited state; r(t) is the total 
generation rate of a reagent, and ci is the portion generated in the excited 
state via the stimulating reaction. 

The kinetic scheme of this process is described by the following system 
of equations 

where n,, and n, are the concentration of A molecules in the corresponding 
states. 

The output of the main reaction is given by 

To calculate the CES coefficient defined by Equation 7.1, we should 
compare na(t) with that obtained in equilibrium conditions, i.e., when 

The system (Equation 7.2) can be solved by quadratures at an arbitrary 
generation rate r(t). In order for the analysis to be simplified, consider only 
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two limiting cases: (1) the pulse generation when some amount of the input 
reagent of the stimulating reaction converts very rapidly (in a time much less 
than the characteristic reaction time) into the input for the main reaction; or 
(2) the stationary generation when the stimulating reaction is a steady source 
of reagents for the main reaction. 

Pulse Generation 
In this case the rate of A formation is simulated by the &-function 

where N is the total amount of A component resulting from the stimulating 
reaction. The solution of the system (Equation 7.2) for the excited state with 
a source function (Equation 7.5) has the form 

where characteristic constants are defined by the formula 

Substituting Equation 7.6 into the integral Equation 7.3, we find the 
kinetic function for the product formation 

n,(t> (YW - A, OLW - A, = 1 - 
N exp( - A ,  t) + exp( - A2t) (7.8) 

A1 - h2 A1 - A2 

The concentration of the ground-state molecules can be obtained, for 
example, from the balancing condition 

If the characteristic constants A, and A, are sufficiently distinct from each 
other, the characteristic stages can appear in the reaction kinetics, and the 
values A, and A, may have a clear physical meaning. Thus, if the excited- 
stage energy is sufficiently high compared with that of the thermal one, the 
equilibrium interlevel constant is given by 

where AE = E, - E, is the excitation energy. In this case Equation 7.7 has 
the form 
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Now A, has a physical meaning of the relaxation constant in reaction 
conditions, and A, may be referred to as the effective reaction rate constant 
when the relaxation process is already completed (A,t >> 1). 

Reaction kinetics in the absence of stimulation is defined by Equation 
7.8 where a is given by Equation 7.4. The resulting coefficient for the pulse 
stimulation can be found on corresponding substitutions into Equation 7.1. 

The CES coefficient 5 is defined by four independent dimensionless 
parameters: (1) nonequilibrium degree created by the stimulator, P = alci,; 
(2) the equilibrium interlevel constant K,; (3) reduced reactivity of the excited 
stage p = wlk,,; and (4) the time t expressed in terms of T = 16, t. 

It can be shown that there are three characteristic stages of the reaction 
for which the expression for 5 can be simplified, and the results can be easily 
interpreted. 

In the initial stage of the reaction (A, t << 1) when the excited stage 
remains umelaxed, we have an obvious result 5 = P, i.e., the stimulation 
efficiency coincides with the efficiency of the generator. 

The intermediate stage (A; ' << t << A; l )  can be separated only when 
A, and A, are sufficiently distinct from each other, for example, when the 
condition in Equation 7.10 is fulfilled. In this stage the CES coefficient 
decreases according to the law 

and as long as T < P, the stimulation efficiency can be sufficiently high. In 
this stage the stimulation has the following meaning. By the beginning of the 
intermediate stage, relaxation is already completed. Product accumulation in 
the case of the stimulated reaction will occur at an even lesser rate than in 
its absence because of the decrease of the reagent concentration in the relax- 
ation stage. But the total yield will be greater than in the absence of a stimulator 
(see Figure 7.1) due to the contribution of the relaxation stage after a time. 
The latter becomes comparable with the product yield in the case of nonstim- 
ulated reaction, which is indicative of the decrease of CES efficiency. The 
time taken for the CES coefficient to be decreased to the value of 5 = 2 may 
be accepted as the characteristic time of the process. From Equation 7.12 it 
is seen that this time is T~ = (3; thus, the CES efficiency is sufficiently high 
even for the time intervals longer than the relaxation time, providing the 
generation is sufficiently power. 

Finally, when the reaction is almost completed (A, t << l) ,  the CES 
coefficient tends to unity, i.e., the reaction "forgets" about nonequilibrium 
initial conditions. 
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Stationary Generation 
This model is applicable to stimulators operating throughout the main 

reaction. Now the stimulating reaction is a steady source of reagents for the 
main reaction, i.e., the generation rate 

r(t) = r = const (7.13) 

The concentration of molecules in the excited stage can be derived from 
the system (Equation 7.2) with the source function (Equation 7.13) 

OLW - A, OLW - A, 
n,(t) = -  1 - [ A I  - A2 

exp( - A, t) + 
W 

A1 - A2 exp( - h2t)] (7.14) 

As in the case with pulse generation, the characteristic constants A, and 
A, are defined by the formula in Equation 7.7 because the steady source does 
not introduce an additional characteristic time constant in the reaction process. 
Substituting the function (Equation 7.14 into Equation 7.3), we find an equa- 
tion the product formation 

n,(t) - a l l  - - t +  - - v - -  + aw - A, 
r exp( - A lt) 

ko1 1 A2 A,(Al-Xz) (7.15) 

The concentration of molecules in the ground state can be found from 
the condition of the material balance that is written for the stationary generation 
in the form 

The equilibrium product concentration n(t) is defined by Equation 7.15 
with a = a,. On substitution of the corresponding functions into Equation 
7.1, the CES coefficient can be obtained. From Equations 7.7 and 7.15 it 
follows that for stationary generation the 5 value depends on the same di- 
mensionless parameters and, as expected, is independent of the total reagent 
amount. 

The characteristic time required for the steady-state regime is of the order 
of A; l .  The corresponding stationary concentrations can be derived, for ex- 
ample, by equalizing the right-hand sides of Equation 7.2 to zero 
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When t >> A;', the steady-state regime of the product accumulation 
with a constant rate is reached. The term "stage" in the case of stationary 
generation has to some extent another meaning than that in the case of pulse 
generation. Of course, the A, value can be also treated as the relaxation rate 
constant since in the time of the order of A;' a portion of particles in the 
excited state drops sharply compared with a value induced by the stimulator. 
In contrast, the A, value cannot be regarded as the effective rate constant of 
the process; it is only a characteristic value of the transition to the regime of 
stationary concentration transition. 

For different reaction stages, the CES coefficient behaves as follows. In 
the initial stage of the reaction (Alt << l), 5 = p as in the case of pulse 
generation. In the intermediate stage (A;' << t << A;') the CES coefficient 
drops with time increase according to the law 

Equation 7.18 differs from that for the pulse generation Equation 7.12 
only by the factor of 2, which defines the total effect of the continuous 
operation. The stimulation effect in this stage is also a consequence of the 
relaxation-stage contribution to the product accumulation. The time it takes 
for the CES coefficient to be decreased to the value of 5 = 2, is T = 2P, 
i.e., it is only twice as long as that for the pulse stimulation. 

At the final stage (A, t >> l), when the steady-state regime is established, 
the CES coefficient tends to unity, i.e., despite its continuous action, the 
stimulator "fails" to affect the reaction yield. This situation can be easily 
explained by the fact that in the stationary regime the rate of product accu- 
mulation equals the generation rate of the total reagent amount, irreversible 
of their distribution over energy states. As it follows from Equation 7.15, the 
conversion degree is little different from 100% both with and without stim- 
ulation, provided the stationary regime is achieved. 

7.1.3. NUMERICAL ESTIMATIONS OF STIMULATION EFFECTS 
The previous analysis allows us to make the following conclusions about 

the characteristic features and conditions necessary for CES 

1. CES efficiency depends weakly on whether the kind of stimulating 
action is pulse or stationary. 

2. As expected, most CES efficiency is reached in the relaxation stage of 
the reaction, the maximum value of the CES coefficient being equal to 
p, the nonequilibrium degree of stimulating reaction products. The only 
necessary and sufficient condition for high CES efficiency has an ob- 
vious meaning 
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3. When the relaxation stage is completed, stimulation reflects the influ- 
ence of the relaxation stage on the total accumulation of the product, 
and CES efficiency decreases as time passes. This effect can be char- 
acterized by the interval in which the CES coefficient drops to ( = 2. 
The time interval of effective CES 7, - P is appreciably longer than 
the relaxation time, provided the condition (Equation 7.19) is fulfilled. 
For T > T, the CES coefficient tends to unity even for the stationary 
operation of a highly efficient stimulator: the product yield of the main 
reaction becomes insensitive to the existence of the stimulating reaction. 

These conclusions are illustrated by numerical data in Table 7.1. 
For example, if the stimulating reaction generates 10% of reagents in the 

excited state at T = 300 K, and the excitation energy is 35 Idlmol, the 
maximum CES coefficient is (, = 105, and the period of effective CES is 
105 times as long as the relaxation time. If the excitation energy under the 
same conditions increases up to 45 Idlmol, (,, grows to 107, and the period 
of effective CES is 107 as long as the relaxation time. 

So, a high CES efficiency can be achieved for sufficiently powerful 
generators independent of whether the main reaction is in equilibrium or not 
and irrespective of the location of the excited state (above or below the 
activation barrier). Our statement contradicts that made by Z h d a n ~ v . ~ ~ ~  

Let us return to the above numerical estimations. If the relaxation time 
of the vibrational excitation is 10-5 S, the period of effective CES will be 
100 s for AEIRT = 18.4. If T = 10-2 S, all other conditions being the same, 
T, becomes 105 S. This estimation is of general importance and may be applied, 
for example, to excitation of active sites in the catalyst itself. Here the char- 
acteristic reconstruction time of the active site is very long, much longer than 
the lifetime of the vibrational excited molecule. Hence, in heterogeneous 
catalysis 7, is extremely long; therefore, the chemoenergetic stimulation effect 
is of widespread occurrence. It is this reason why the kinetics of heterogeneous 
catalysis is similar to that in chain reactions. 

7.2. CHAIN MECHANISMS IN CATALYSIS AND 
CHEMOENERGETIC STIMULATION 

One of the characteristic properties of chain reactions is the possibility 
of partial utilization of the energy released in the process to accelerate the 
reaction. Owing to this fact, the over-equilibrium concentrations of inter- 
mediates appear. Active species arise in the heterogeneous catalysis as well. 
They may be free atoms and radicals desorbed from the surface into the gas 
phase, quasifree particles reacting in the 2-D adsorbed layer, and excited 
molecules as well. However, the most commonly encountered case is the 
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TABLE 7.1 
Numerical Estimation of the 

Stimulation Effect 

origination of nonequilibrium active site concentration in the catalyst itself, 
similar to active particles in the gas-phase reaction. Consider the simplest 
two-site schemes for the reaction A ++ B 

where Z is an active site, k, is the activation rate constant of the catalyst by 
A reagent, k, is the rate constant of catalysis, k, is the deactivation rate 
constant of the active site, and k-, is the thermal excitation rate constant. 

The first of these stages is similar to initiation in the chain reaction, the 
second to the stage of chain propagation, and the third to linear termination. 
The activation effect is of importance when k, [A] > > k-, , i.e., when thermal 
activation is less probable than activation through the chemical reaction. 

If n is a concentration, its kinetics is described by the equation: 

and the kinetics for a number of active sites by 

Taking into account that the total number of active sites is constant, i.e., 

[Z] + [Z*] = No (7.22) 

the substitution of [Z] into Equation 7.21 by its value from the last expression 
gives 
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Equation 7.23 described the transition process for quasistationary [Z*] 
concentration. Its characteristic time is 

T ,  = l/(k,n + k,) (7.24) 

The quasistationary [Z*] concentration is substantially higher than the 
equilibrium concentration* 

Under the quasistationary conditions, the reaction rate is given by 

r,, = k,k2n2No/(kln + k,) (7.26) 

Equation 7.26 is at least superficially similar to the equations of the 
Langmuir type, though the nature of rate constants is quite different in this 
case. For k,n << k, we have 

and the activation energy is given by 

as in the case of simple (unbranched) chain reaction with linear termination. 
Activation in this scheme (the first stage) proceeds immediately, indepen- 
dently on catalysis when the reagents are passed over the surface. 

The mechanisms, involving different active sites and with the activation 
of species in the course of reaction, seem to be more widespread. Consider 
the kinetic features of the catalytic reaction proceeding over the sites Z and 
Z*, where the latter arise in the course of reaction. The reaction rate is high 
for Z* sites and low for Z sites 

* In the following, the equilibrium concentration of active sites or intermediates means the 
concentration in thermal equilibrium in the absence of catalysis. 
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where a is the excitation probability of the active site in a slow reaction 
z -, z*. 

The transformation from the slow regime to the fast one is possible if k, 
>> k, and ak,n >> k,. Analysis similar to that for Equations 7.20 through 
7.28 results in the following kinetic equations 

dddt = k,N,n - k,n[Z*] (7.29) 

The characteristic time required for the quasistationary regime to be es- 
tablished, is given by 

t, - l/(ak,n + k,) (7.31) 

The stationary concentration of the active sites can be expressed as follows 

Consider several limiting cases. 
When k2/kl >> k,/k-,, even the initial concentration of excited sites is 

sufficient to neglect the slow reaction. Then, for t << t, 

k2k - 3 dddt = - - 
k Non = - kon 

In the case of rapid deactivation of the active site, under conditions of a 
catalytic reaction (ak,n << k,), we obtain 

and 

dddt = - 
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In this case the order of the reaction alters from first to second, the 
quasimonomolecular rate constant being ks,n > k,,. In the opposite case, i.e., 
deactivation is slow and activation is fast, akln >> k,, we have 

dddt = - k2Non = (7.37) 

The transition occurs from the regime characterized by the rate constant 
k,, into the stationary one with k,,, the following condition being fulfilled 
&,& = k,/k-, >> 1. 

Consider another case when k2/kl << k,/k-,, i.e., the initial contribution 
is insufficient to exclude the slow reaction. Then for t << tl 

In the limiting case when akin << k,, we have 

dddt = -klNon - (cxklk2/k3)N,n2 (7.40) 

Hence, it follows that the reaction is first order in n with the rate constant 
k3 >> k, when even for k2 >> kl the stationary concentration of excited 
sites is too low to exclude the slow reaction, and it is second order when 
ak2n >> k3 and kln >> 16. 

The scheme under consideration implies some probability for the use of 
the energy of the catalytic step for the acceleration of the catalytic process 
as a whole. At the same time the presence of less active sites with concentration 
[Z] is admitted. 

Now consider another model when from the beginning the reaction pro- 
ceeds only over excitation sites Z*, but in the course of the reaction there is 
a probability a to excite one more site Z* 
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This scheme is analogous to chain branching with linear chain termination 

[Z] + [Z*] = No (7.43) 

For akln > k, the chain inflammation is possible with the characteristic 
time 

There exists a lower pressure limit defined by the condition ak,n = k,. 
Unlike in the gas-phase process, the upper limit is restricted, not by the 
second-order annihilation, but by the limited maximum number of active sites 
([Z*],, = No). However, if the active sites are available in the catalyst bulk, 
and not just on the surface, this limit can be very large. 

It is often assumed that the difference between catalysis and chain re- 
actions lies in the fact that active sites in catalysis exist before starting the 
reaction, whereby in chain processes they arise only on the initiation of the 
reaction.555 In the above schemes of catalytic reactions the less-active sites 
Z exist from the very beginning, and more-active sites Z* (umelaxed, or 
"excited" ones) appear in the course of the reaction which proceeds further 
over new sites. The difference between catalysis and chain reactions becomes 
of less importance in this case. 

There are a lot of proposals in the literature about heterogeneous reactions 
proceeding via chain mechanisms. In different schemes the role of active 
particles in the chain process was attributed to surface free radicals, atoms, 
ions, excited particles, and sites on the catalyst surface. Nevertheless, there 
are a few cases where the chain mechanism has been proved with assurance. 
We shall give examples of some work on this subject. 

Kazansky et al." have shown that CO oxidation over supported 
V,05/Si0, catalyst proceeds according to the scheme 
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Here Reaction 7.45 is analogous to the chain initiation, it leads to the 
formation of active Vs+ sites; Reactions 7.46 through 7.48 are similar to 
those of chain propagation, where the role of active intermediates is played 
by both V4 + sites and oxygen 0 - and 0; species (or V5 + 0- and V5 + 0;); 
Reaction 7.49 corresponds to the surface regeneration and chain termination. 
The stationary concentration of adsorbed oxygen species far exceeds the 
equilibrium one. CO oxidation occurs due to the conjugation with the reductive 
reaction of the catalyst surface. The chain length, which equals the ratio 
between the rates of Reactions 7.48 and 7.49, is of the order of several 
hundred links. 

In the above example the catalyst was rather diluted: about 1% of V20s 
in SiO,. The question arises about the role of electron and oxygen diffusion 
between sites in the course of this reaction. Roginsky14 suggested the chain 
mechanism for CO oxidation on MnO, back in the 1930s 

MnO,(CO) + 0, = MnO,(O) + CO, (7.52) 

MnO,(O) + CO = MnO, + CO, (7.53) 

MnO,(CO) = MnO + CO, (7.54) 

1 
MnO + - 0, = MnO, (7.55) 

2 

In his opinion, the mechanism of appearance of the active surface 
MnO,(CO) complex is similar in physical meaning to the chain one, if the 
catalytic sites with active oxygen are considered as initiating sites. This is 
possible for MnO, catalyst with a low number of active sites, but it is im- 
possible for highly active catalysts. Reactions 7.50, 7.54, and 7.55 give rise 
in the latter case to the simple redox mechanism without chains. Note that 
at that time, there was no opportunity to observe the active sites under catalytic 
conditions. 

In our work in collaboration with Spiridonov and GatP6 the mechanism 
of olefins isomerization [R,,,H -, R,,,H] has been studied over MOO, catalyst. 
The study of catalyst ESR spectra in situ has led to the conclusion about the 
formation of the active sites by the redox mechanism 
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where S and B subscripts denote the catalyst surface and bulk, respectively. 
The reduction reaction of the surface 

results in the vacancy o, formation which diffuses slowly into the bulk with 
the stabilization near Mo5+ ion. This process is equivalent to the oxygen 
diffusion to the surface 

The olefin isomerization itself (Steps 7.60 and 7.61) likely proceeds 
through the acid (of the Lewis type) mechanism on MO:+ [ 1, site during the 
period of vacancy [ l,: 

The Stages 7.60 and 7.61 describe the chain process itself. Stages 7.56 
to 7.58 form the active site and initiate the chain (catalytic) reaction. Acti- 
vation proceeds irrespectively to the catalytic process immediately when the 
reagents are passed over the surface. The reaction (and chain) termination 
occurs in Stage 7.61 due to the occupation of the vacancy. 

For each act of olefin oxidation (R(,,H + R(,,O) and surface reduction 
(Mo6+ 4 Mo5+) there are hundreds of acts of catalytic isomerization. The 
process is not stationary unless a small amount of oxygen is doped to olefin. 

Surface chains are observed in a lot of polymerization reactions. The 
most extensive study was carried out for the Fischer-Tropsch synthesis of 
hydrocarbons over iron and cobalt  catalyst^.^^,^^'-^^^ The chain mechanisms 
are accepted for description of hydrocarbon synthesis from methanol on zeo- 
lites (the so-called Mobile-process)560 as well. In the chain mechanism of Nijs 
and J a c o b ~ , ~ ~ '  the hydrocarbon decomposition is in the branching stage 
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Nevertheless direct evidence in favor of this mechanism is absent. 
Barelko et a1.12,562,563 studied NH, oxidation on Pt and revealed a set of 

nonstationary phenomena such as abrupt increase of reaction rate at a definite 
temperature or concentration, effects of decay, "memory", and others. For 
explanation these authors suggested the hypothesis of the branched-chain 
reaction: an elementary reaction passing over one active site of the catalyst 
is accompanied by creation of at least one more active site. Such sites were 
adsorbed atoms of the catalyst itself that were supposed to form a two- 
dimensional quasigas in equilibrium with its own lattice. If a surface reaction 
is accompanied by the concentration increase of such Pt atoms over the 
equilibrium value, it would cause a catalyst reconstruction in the course of 
the reaction. In support of this conjecture these authors refer to the results of 
Roginsky, Tretjakov, and ShekhteP2 on catalytic corrosion. 

Indirect evidence in favor of a chain mechanism may serve also the 
phenomenon of heterogeneous-homogeneous catalysis when active species 
(as a rule, free radicals) desorb from the surface into the gas phase and initiate 
a chain reaction there. 

Thus, contrary to widespread views, active sites in catalysis are created, 
as a rule, in the course of the reaction rather than existing from the very 
beginning. This allows us to derive formal kinetic equations which are similar 
in a number of cases to those for chain reactions. Certain of the above schemes 
are supported by experiment. Naturally, in the formal kinetics of the catalytic 
reaction the characteristic features of chain reactions may not appear. This 
would be the case, for example, when the rates of formation and deactivation 
of active sites are high under catalytic conditions. 

Both in chain and catalytic reactions nonequilibrium concentrations of 
intermediates may occur for certain relations between the rates of individual 
stages. A possibility of kinetic conjugation arises when thermodynamically 
hindered stages are allowed. An apparent shift of equilibrium in some indi- 
vidual stages is observed. We shall discuss these problems in Chapter 8. 

Measuring the rates of direct and reverse catalytic reactions close to 
equilibrium is a possible check for the chain mechanism. For common (non- 
chain) chemical reactions the equilibrium constant is equal to K = kl/k- ,, 
where k, and k-, are the rate constants of the direct and reverse reactions, 
respectively, in accordance with the detailed balancing principle. For chain 
reactions (even for nonbranched-chain reactions in stationary conditions) this 
is usually not the case, i.e., the ratio of the direct and reverse rate constants 
is not equal to the equilibrium constant. Following Laidler and CO-workers5w 
consider, for example, a reversible reaction A d B + C passing in accordance 
with the chain mechanism through the formation of active intermediates (rad- 
icals) R and R'. The direct reaction is first order, and the reverse one is 
second order. For the direct reaction we have 
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k2 A + R-B + R 1  

where the first stage is the initiation, the second and third ones correspond 
to chain propagation, and the fourth refers to the chain termination; RR is a 
minor product. The rate of direct reaction is defined by 

For the reverse reaction we have 

where R" is a radical not involved in the chain propagation. The rate of the 
reverse reaction is given by 

Note that the product (k,k- ,) (kl/k'l)112 is not equal to the equilibrium constant 
K. 

A question arises whether the chain mechanisms can be disregarded, if 
K = k,/k-,. For example, in the elementary reaction 0, + M @ 0 + 0 
+ M on metals, this relationship has been checked in the rate interval ranging 
over 40 orders and turned out to be valid.565 The cases when the rate of 
initiation (the rate of creation of active sites) is high, but the rate of chain 
termination (disappearance of active sites) is low, seem to be of widespread 
occurrence under catalytic conditions. Then the rate of initiation can be ne- 
glected in the stationary approximation. The relaxation time of the catalyst 
active structure (deactivation or "chain termination") is extremely long, and 
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the catalyst operates in the nonequilibrium and quasistationary (with respect 
to the reaction) state. Naturally, in this case the relationship between the 
equilibrium constant and the rate constant of the catalytic reaction remains 
valid. 

In summary, let us enumerate all properties characteristic of the chain 
reaction that are often observed in catalysis: (1) the alternating creation and 
annihilation of active sites (occupation and vacation of surface sites); (2) the 
creation of overequilibrium concentrations of intermediates proving to over- 
come the endothermicity of unfavorable stages; (3) the attainment of a max- 
imum rate in due course of the reaction. 



Chapter 8 

THERMODYNAMICS OF IRREVERSIBLE PROCESSES 
AND DISSIPATIVE STRUCTURES IN CATALYSIS 

The generation of nonequilibrium distribution of particles over different 
degrees of freedom in heterogeneous processes has been illustrated in Chapter 
3 by molecular deactivation and in Chapter 4 by molecular beam experiments. 
Hence, various extrapolations of the processes of adsorption, desorption, and 
catalysis have been made. Both deactivation and beam experiments are per- 
formed in nonequilibrium conditions by themselves. Only a few catalytic 
reactions give rise to the evident formation of excited particles in the course 
of reaction. In the previous chapter we demonstrated that on the macroscopic 
level, deviations from the equilibrium should also be expected. This makes 
catalytic reactions similar to chain ones. 

Menze15@ examined different causes of nonequilibrium effects in catal- 
ysis. Along with microscopic nonequilibrium, which he called nonequilibrium 
energy distribution over different degrees of freedom, are the following ef- 
fects: the irreversibility of experimental conditions (for example, adsorption 
and desorption are measured under different conditions); the deviation from 
the equilibrium inside the adsorbed layer; and kinetic conditions which result 
in several alternative reaction paths. 

Let us consider the nonequilibrium catalytic processes on the macroscopic 
level taking into account the interaction of reaction media with a catalyst. 
Such processes are the subject of thermodynamics of nonequilibrium processes26 
and synergetic~.~' 

8.1. THERMODYNAMICS OF NONEQUILIBRIUM 
PROCESSES 

8.1.1. PRINCIPAL CONCEPTS AND DEFINITIONS 
In thermodynamics it is conventional to divide all material objects into 

two constituent parts: "the system" under investigation and "the environ- 
ment" which supplies energy and matter to the system. The system is closed 
if it does not interact with the environment. Open systems interact with the 
environment. 

The systems can be in an equilibrium and nonequilibrium state. The first 
ones do not change their properties without interaction with the environment. 
In contrast, the latter undergo changes without any effect on the environment. 

Equilibrium (reversible) processes are described quantitatively in classic 
thermodynamics. Unlike the latter, thermodynamics of nonequilibrium (ir- 
reversible) processes establishes only nonequalities directing possible ways 
of the process. 
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The systems can be in stationary and nonstationary states as well. In the 
stationary state the properties of the system do not vary with time. For the 
closed system stationary states are always in equilibrium, and nonstationary 
ones are in nonequilibrium. The open system permanently exchanging with 
the environment comes to the stationary state at the end. The latter may be 
in equilibrium if the system does not alter its properties on isolation, or in a 
nonequilibrium stationary state in the opposite case. 

In heterogeneous catalysis stationary states arise on passing over a catalyst 
reagent flow (for instance, in a flow reactor) with a constant velocity, tem- 
perature, and composition. Upon entering the stationary state, the system (in 
this case it is the catalyst plus reagents in the catalytic reactor) may be in 
equilibrium or nonequilibrium. The catalyst is often described as being in 
equilibrium with the environment if upon turning off the reagent flow the 
catalyst does not change its composition. Clearly, the reagent composition 
over catalyst is also taken into account. 

The thermodynamics of irreversible processes is based on linear relations 
between fluxes Ji and thermodynamic forces Xi for small deviations from the 
equilibrium, so-called phenomenological relations 

where Lij are kinetic (phenomenological) coefficients, which are known from 
experiment. A flux is the quantity of matter, energy, or momentum passing 
through a unit area in a unit time; the thermodynamic force is defined as the 
gradient of concentration, temperature, potential, etc., which gives rise to the 
appearance of irreversible fluxes, e.g., diffusion, heat conduction, electric 
current, etc. 

For the simplest cases of direct processes, the law Ji = LijXj has long 
been known from the experiment; for instance, the temperature gradient causes 
the flux of matter (diffusion - Fick law); the potential gradient, electric 
current (Ohm's law). In general, the fluxes are interplayed, and thermody- 
namic forces Xi can induce the flow Ii for i # j; for example, the temperature 
gradient results in a flux of matter in a multicomponent system (thermodif- 
fusion), and the concentration gradient gives rise to the energy flow (Dufour 
effect). For such cross-coupled processes in the thermodynamics of irrever- 
sible processes, coefficients Lij are usually assumed to obey Onsager's relation 

which follows from the principle of microscopic reversibility. This relation 
is strictly valid only for small deviations from the equilibrium when fluctua- 
tions are linearly connected with acting forces. 

Entropy production is another important quantity in the thermodynamics 
of irreversible processes. It is defined as the quantity of entropy produced in 
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a unit time U =' dS/dt. The value of 6 is related to the forces X, and flows 
J, by the relation 

For equilibrium systems U = 0 (the second law of thermodynamics), all 
flows Ji and forces X, disappear; in the opposite case U > 0. 

Suppose an open system is described by n independent thermodynamic 
forces X,, X, . . . X, . . . X,. If m is held constant (for example, the 
temperature gradient is kept constant supplying the heat to the boundaries of 
the system), then we can find the state with the minimal U by the differentiation 
of Equation 8.3 over Xi: 

au - = X (Li, + L,,) X, = 0 ax, 

for i = m + 1 . . . n. Taking into account Onsager's relation (8.2) we 
arrive at 

where i = m + 1 . . . n. We have just proved the Prigogine theorem that 
in the stationary state with minimal entropy production, all flows for i = 
m + l . . . n disappear. 

Variation of a over perturbations 6 Xi gives 

Taking into account of Equation 8.5 and substituting Equation 8.3 for the 
entropy production in Equation 8.6, we obtain that the stability of the system 
is defined by the second-order term 

Hence 

So, a variation 6Xi induces in the system a flux J, with the opposite sign, 
and the system returns to the state with constant entropy production. 
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8.1.2. APPLICATION TO CHEMICAL REACTIONS 
In the thermodynamics of irreversible processes Equations 8.1 to 8.8 are 

only valid for deviations from equilibrium that are not very large. This is 
also true for chemical reactions. The application of the thermodynamics of 
irreversible processes often allows us to connect the thermodynamic and 
kinetic parameters, in particular, to determine the rates of irreversible pro- 
cesses vs. outside conditions. 

When a chemical reaction is the only process in the system, the variation 
of its entropy is related to the change of the numbers of moles of components 

where p,i is the chemical potential of the i" component; dn, is the change of 
the mole number; vi is the stoichiometric coefficient of the reaction; 5 = 
n,lvi is the so-called extent of the reaction, which is equal to the number of 
converted equivalents of the substance involved; 5 = 1, if one equivalent 
has been converted. 

The value 

was introduced by De D ~ n d e r . ~ ~ '  He called it the reaction affinity (not to be 
confused with the chemical affinity in classic thermodynamics). 

It is easy to verify that the reaction affinity is equal to the partial derivative 
of Gibbs energy with respect to the 5 value at constant T and P, and taken 
with the opposite sign, 

It may be regarded as a thermodynamics force Xi. The reaction rate 
corresponds to the flow Ji in this case. 

In a chemical system entropy production can be expressed through the 
reaction affinity Ai and the reaction rate ri 

Since T > 0, taking into account Inequality 8.3 we find 

Hence, it follows that the affinity Ai and the rate ri have the same signs 
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i.e., in order for the reaction to proceed in the forward direction (ri > O), the 
positive affinity (Ai > 0) is necessary, and the negative one (Ai < 0) for the 
reverse reaction (ri < 0). Prigogine et have shown that for multistage 
processes the condition of spontaneous reaction proceeding is defined by the 
system of inequalities 

where for each step Inequality 8.13 is true, i.e., it is governed by their affinity. 
The relationship between the affinity and the reaction equilibrium constant 

K at arbitrary composition is defined by the expression 

A, = RT ln{K/IIi(a,/ [a,]))"' = A; - RT ln{II,(a,/ [a,]))"' (8.16) 

where a, is the activity of a corresponding component, [a,] is the unit of 
measurement of the activity (for ideal gases these are C, and [C,]), and A: is 
the standard affinity. 

The relationship between the rates of the forward and reverse reactions 
can also be obtained. Using the relation Ki = k , k i  (where k, is the rate for 
the forward reaction and k- i  is the rate for the reverse reaction), which is 
always true for any elementary step, we derive from Equation 8.16 the equa- 
tion of De DondeP7 

where ri and r+  are the rates for the forward and reverse reactions, respec- 
tively. 

Equation 8.17 describes the kinetic irreversibility from the viewpoint of 
the thermodynamic moving force. In this form it is applicable only to ele- 
mentary reactions. 

8.1.3. APPLICATION OF THE CONCEPT OF AFFINITY TO 
KINETICS AND CATALYSIS 

The concept of affinity was utilized for the explanation of mechanisms 
of catalytic and noncatalytic processes.568-570 

The total affinity of the reaction is equal to the sum of affinities of 
individual steps 
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where S, is a stoichiometric number of kth step in the i" reaction. 
TemkinS7l introduced the notion of the mean stoichiometric number 

Then using Equation 8.17, we obtain the generalized De Donder's relation 
for the overall reaction 

Close to the equilibrium 

AISRT << 1 and r = ri(A/SRT) (8.21) 

In the limit AISRT + 0, the rate ri approaches the equilibrium rate r,. 
A linear relation between the rate of ammonia synthesis and the affinity has 
been established near the equil ibr i~m.~~'  It turns out that the reaction stoi- 
chiometric number is S = S,, = 2. 

Prigogine et al.572 have proved the linear relation between the rate and 
the affinity for the reaction of cyclohexane dehydrogenation and benzene 
hydrogenation 

on either side of the equilibrium. Boudart5'0 examined small systematic de- 
viations from the equilibrium in this system and showed that S = 3. This 
corresponds to the reaction scheme 

Far from the equilibrium, the relation (Equation 8.21) is not fulfilled in 
the general case. 

Kreuzer has applied nonequilibrium thermodynamics for the description 
of kinetics of surface reactions. The kinetics of two-dimensional phase 
 transformation^^^^ and desorption from the precursor states74 has been studied. 

B0uda1-t~~' applied the concept of affinity to examine the direction of 
conversion in the system of complex consecutive reactions in catalysis and 
for chain processes. 

In accordance with Inequalities 8.13 to 8.15 and Equation 8.18, Ai > 0 
and siAiri > 0 for all steps, i.e., the affinities of all steps in the chain of 
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successive reactions are positive, and their sum is equal to the total affinity 
&Ai = A. So, the thermodynamic conjugation (proceeding of thermodyn- 
amically disadvantageous reactions at the cost of an advantageous one) is 
impossible in the consecutive set of steps for the stationary state. For example, 
noncatalytic oxidative dehydrogenation of C4H8 according to the scheme 

is impossible, though the total affinity is positive 

If only one step with negative affinity is present (Ai < O), the reaction is 
arrested. 

But so-called kinetic conjugation in the chain or catalytic reactions is still 
possible when the concentration of intermediates is greater than the "equi- 
librium" one, if they are products of the reaction. The kinetic conjugation is 
possible for some relationship between the rates of individual steps. Consider 
a step of the complex reaction570 

where X(,, and X,, are intermediates, and M(,, and M(,, are molecules. If Ai 
is negative, the concentration X,, should be greater than the equilibrium one 
or X,,, lower than the equilibrium one to cause the reaction proceeding in the 
forward direction. For simplicity, suppose that [M,,,] = [M(,,], and the sta- 
tionary concentration of X(,, is equal to equilibrium [X(,,],, = [X(,,],. Then, 
even if the standard affinity of a step A; < 0, its affinity can be positive as 
it seen from the equation 

It is seen that the value of A, is positive, if [X(,,],, < [X(,,],. The value of 
[X(,,], in Equation 8.22 is a fictional equilibrium concentration which is 
reached in the course of the reaction. Similarly, if [X(,,],, = [X,,,],, then the 
value of A will be positive when [X,,,],, > [X(,,],.560,564 

Temkin and P y ~ h o v ~ ~ '  were first to introduce the idea of virtual pressure 
or fugacity. If certain, but not all, of gas-phase components are equilibrated 
with the surface, the concept of any gas nonequilibrated but capable of being 
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formed from equilibrated gases is useful in considering conditions on the 
surface. 

Temkin and P y ~ h o v ~ ~ '  proposed the following mechanism of ammonia 
decomposition on metals 

where M is an atom of a metal and dashed arrows denote virtual equilibrium. 
The quantity of chemisorbed nitrogen may correspond to the pressure of 
nitrogen, being in equilibrium according to the scheme: 2NH3 NZ + 3H2. 
If H, and NH3 are adsorbed weakly, the reaction rate is proportional to the 
surface coverage by atomic nitrogen ON, and to the virtual nitrogen pressure 
[NZ],, 

where a, is the adsorption coefficient of nitrogen atoms. The virtual pressure 
can be very high: it equals 6000 bar for ammonia decomposition at 673 K. 
At the iron surface it is sufficient to form the nitride Fe,N, though the nitride 
does not form in the atmosphere of NZ. 

The concept of the virtual pressure received further development in the 
works of Kemba11576 and B0uda1-t.~~' De Donder's equation (8.17) enables us 
to explain the moving forces of catalytic and chain reactions. In accordance 
with Equation 8.17, a reaction can be shifted to the right if the rate of the 
forward reaction is far beyond that of the reverse one ri > > r - ,. For example, 
in the chain reaction of bromine with hydrogen 

kl 
Br + H, g HBr + H 

k- l 

k2 
H + Br + HBr + Br 

the first endothermic stage shifts to the right due to the constant removal of 
hydrogen atoms in the second reaction. It is easy to obtain that in order for 
the chain reaction to proceed, the conditions r, > r-, and k, > k-, must be 
fulfilled. These inequalities provide the kinetic conjugation which permits us 
to remove the thermodynamic restrictions for the endothermic reaction of Br 
atom with H,. 
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Note that using the energy of exothermic reactions in branched-chain 
reactions enables us to obtain tremendous concentrations of active interme- 
diates X(i, For instance, in the branched-chain reaction of hydrogen oxidation 
the concentration of active particles-hydrogen atoms is 106 times greater than 
the equilibrium one. As a result, the endothermic reaction 

becomes possible, which leads to branching. V o y e v ~ d s k y ~ ~ ~  has pointed out 
that chain reactions should be considered reactions catalyzed by active inter- 
mediates. 

The relations of the type in Equation 8.22 are also true for catalysis in 
stationary conditions. For example, using Auger spectra, B0uda1-t~~' studied 
ammonia decomposition on W and MO films at 1000 K and 10-4 Pa and 
found that the stationary surface coverage by nitrogen atoms in the course of 
the reaction exceeds appreciably its equilibrium value in the absence of the 
reaction. In the stationary state the rates of the forward and reverse reactions 
of the second stage are expressed as follows 

where is the thermodynamic activity of surface intermediates in the 
stationary state. Were the rates r, and r-, in Equation 8.23 equal to each 
other ("virtual equilibrium"), the virtual nitrogen pressure needed for such 
an equilibrium would be [N,], = (k,/k - ,) (a(, - ,,,ja(,,,,). Hence, 

For the stationary state the ratio r2Ir-, = 6400, i.e., the reaction irre- 
versibility is extremely high. The stationary value of the concentration of 
nitrogen atoms at the surface is significantly greater than the concentration 
required for the equilibrium with [N,],,,. Nitrogen desorption, while endo- 
thermic, is substantially irreversible. In addition, the catalyst is not poisoned 
by the nitrogen adsorption, which would be the case for the equilibrated 
system. Here the kinetic conjugation is achieved by obtaining the overequi- 
librium nitrogen concentrations at the surface in stages preceding the final 
thermodynamically disadvantageous one, i.e., due to the interaction with 
ammonia. N, concentration is not involved in the equation for the reaction 
rate. 

Bo~dar t~~O supposed that the dehydrogenation of methylcyclohexane in 
toluene at the Pt surface577 passes in a similar way. Here, the toluene con- 
centration does not affect the reaction rate as much, which is attributed to 



196 Nonequilibrium Processes in Catalysis 

the overequilibrium toluene concentration at the surface in the stationary state. 
Adding benzene to the mixture almost does not retard the reaction of toluene 
formation, which also supports the above proposal. Clearly, the equilibrium 
benzene concentration [B] is much less than the stationary toluene one [T] 

So, the kinetic conjugation shifts the equilibrium of thermodynamically 
disadvantageous stages both in catalysts and in chain reactions. 

8.2. DISSIPATIVE STRUCTURES IN CATALYSIS 

8.2.1. STABILITY OF STRUCTURES WHICH ARE FAR FROM 
THE EQUILIBRIUM 

So far we have considered the thermodynamics of irreversible processes 
for which there are small deviations from the equilibrium when the fluxes 
and thermodynamic forces are connected linearly in accordance with Equation 
8.1. A quite different situation arises for large deviations from equilibrium 
when the linear relationship fails. For example, Ross et al.579.580 showed that 
the principle of minimal entropy production (Equation 8.4) does not hold for 
such systems. These authors propose another function which is minimized in 
nonequilibrium stationary conditions. It is defined as the product of the driving 
force, similar to that of Equation 8.22, and the net of each intermediate and 
summing over the species. 

New stationary states appear in structures which are far from equilibrium. 
They are stabilized due to the energy exchange with the environment and 
ordered in space and time. Prigogine et al.26,572 called them dissipative struc- 
tures. 

The formation of dissipative structures is accomplished by an abrupt 
conversion from a system with a certain set of parameters to a system with 
another one. By analogy with thermodynamic phase transitions, such jump 
transitions are called kinetic phase transitions. 

Dissipative structures have been classified into four types: (1) space- 
inhomogeneous structures, (2) periodic-in-time structures (autooscillations), 
(3) structures which are periodic both in space and in time (autowaves), and 
(4) bistable structures (of the type of "trigger"). As we shall see later, all 
four types of dissipative structures are encountered in heterogeneous catalysis. 

Dissipative structures are observed in those cases when the following 
conditions are satisfied: (1) the system is thermodynamically open, i.e., en- 
ergy and matter exchange with the environment is possible; (2) dynamic 
equations of the system are nonlinear; (3) deviations from the equilibrium 
exceed the critical values; and (4) microscopic processes occur cooperatively. 
In Section 8. l .  l .  we presented the general conditions (Equations 8.7 and 8.8) 
of system stability. Glansdorf and PrigogineS8' have proved that the stability 
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FIGURE 8.1. Entropy production as a function of path coordinate (stationary states of a 
nonlinear system; X, refers to equilibrium; X,, to unstable stationary state. 

of the system in a nonlinear regime is associated not with total entropy 
production, as in Equation 8.7, but with entropy production induced by the 
perturbation SX,. In the expression for entropy production 

where p is the density of the media, the right-hand side can be either positive 
or negative. It is seen from Figure 8.1. that the stationary state is stable only 
for the case when S, = a > 0. Glansdorf and Prigogine have derived the 
following general condition of stability 

Nicolis and PrigogineZ6 pointed out that for regions far removed from the 
equilibrium, the situation changes and, generally, the thermodynamic ap- 
proach along with the relations of the type in Equation 8.27 fail. The character 
of the chemical kinetics is of the first importance in this region, namely, the 
retardation of one or other stage due to the potential barrier. 

Nevertheless, an application of the condition (Equation 8.27) has allowed 
us to analyze the stability of chemical systems in a number of cases. A simple 
chemical reaction of the type of A + B C + D has always a stationary 
solution in the open system (for the closed systems the stationary solution 
corresponds to the equilibrium). This is not the case for autocatalytic systems. 
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FIGURE 8.2. The stationary concentration of B product as a function of A concentration for 
the concentrations below and over the critical value. 

For a simple autocatalytic reaction X + Y + 2X using the relationships in 
Equations 8.13 and 8.27, we have 

6r6A = [V] 6[X] - - - - IYl (8[X])' < 0 (8.28) ( ",') - [XI 

where r is the reaction rate and A is its affinity. 
According to Equation 8.28, the reaction is not stable. The continued 

growth of the concentration [X] is observed for the autocatalytic conversion. 
When the reaction A + B passes through the autocatalytic multiplication 

of the active sites according to the scheme 

k 1 k2 
A + X 2X,X-,B 

k-l 

the existence and stability of the stationary state depend on the initial con- 
centration of A. K the concentration [A] slightly exceeds the critical value, 
then the product concentration rapidly reaches its limiting value [B]'. In the 
theory of differential equations, the value of [A],,, at which the solution 
changes, is called the branching point, or bifurcation. The stationary con- 
centration of the product [B] vs. the concentration of the input reagent [A] 
is the point where [A] = k,/kl (Figure 8.2). 

The variety of phenomena increases in the presence of two intermediates, 
X and Y. For example, for the autocatalytic system of Lotka-Volterra 
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we can obtain the single nonzero stationary solution 

and periodic solutions 

The concentrations of intermediates X and Y oscillate around the sta- 
tionary states (Equation 8.30) with the frequency o = m The auto- 
oscillations, dissipative structures of a new type ordered in time, are observed. 

In more complicated systems involving the diffusive exchange of particles 
with the environment through the interface, spatial dissipative structures are 
formed which include the spatial periodic structures as well (waves). 

Nicolis and PrigogineZ6 point out that fluctuations play an important part 
in the vicinity of bifurcation if the usual deterministic laws are valid between 
the two points of bifurcation, i.e., the laws of chemical kinetics in this case. 
It is fluctuations that initiate the kinetic phase transition and select the direction 
of motion for the branch of the differential equation solution of the system. 

In complicated multicomponent systems the exchange of matter and en- 
ergy between the system and its environment increases.570 The amplitude of 
the fluctuation gives rise to bifurcation increase as well. Therefore, suffi- 
ciently complex systems are almost always in the metastable state. 

8.2.2. POSSIBLE ROLE OF DISSIPATIVE STRUCTURES IN 
CATALYSIS 

Consider now examples of dissipative structures in heterogeneous catal- 
ysis. The first type of dissipative structure, namely, spatially periodic struc- 
tures, has been widely studied with the help of X-ray and electron diffraction 
methods. The remarkable discovery is the observation of two-dimensional 
surface phases in catalysis and adsorption. This discovery has led to the 
gradual departure from the statistical treatment of adsorption. When the ad- 
sorption process passes through a series of succeeding two-dimensional phase 
transitions until the monolayer coverage is reached, it should also reveal itself 
in the adsorption kinetic characteristics. The phase transitions are the most 
probable cause of the creation and annihilation of the active sites on the 
catalyst surface. We must take into account that these processes results in 
qualitative changes in the kinetic equations. 

The literature on two-dimensional phase transitions on the surface is quite 
voluminous. We will return to these questions again in Chapter 9. 

The autooscillations are the second type of dissipative structures. 
S h c h u k a r e ~ ~ ~ ~  observed the autooscillations in heterogeneous catalysis in the 
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t, min 
FIGURE 8.3. Autooscillations of cyclohexane oxidation on zeolite Nay; the catalyst temper- 
ature as a function of time. Cyclohexane concentration is 3.6 vol%, Nay mass is 300 mg, and 
the rate of gas mixture 100 ~ r n ~ l m i n . ~ ~ ~  

reaction of H, oxidation over a Pt catalyst as long ago as 1915. In the 1970s 
and 1980s, a host of papers on the autooscillations in heterogeneous catalysis 
appeared in the literature, mainly concerning catalytic oxidation. Tsitovskajia 
et studied the autooscillations of cyclohexane oxidation over Nay zeo- 
lite, see Figure 8.3. The main products of the reaction are CO,, CO, H,O, 
and a small amount of H,. Ukharsky et al.584 have shown that peroxide 

is an intermediate in this reaction. On further decomposition and reoxidation 
it converts into a free radical in the gas phase, which initiates the combined 
heterogeneous-homogeneous process. Fast burning out in the gas phase is 
followed by slow accumulation of species on the zeolite surface, resulting in 
cyclic repetition of the process. 

To study the causes of autooscillations it is necessary to measure simul- 
taneously both the rate of the catalytic reaction and the rates of creation and 
decomposition of surface species. IR spectra of surface compounds in the 
course of the rate of autooscillations of cyclohexane oxidation over KJ zeolite 
are shown in Figure 8.4.584 The reaction rate of autooscillations (CO, output 
concentration) at 510 to 530 K is accompanied in the same period by oscil- 
lations of IR bands of surface compounds at 1455 and 1720 cm-'. The first 
band relates to the bending vibrations of CH,-groups in the molecule of 
adsorbed cyclohexane, and the second to the carbonyl groups. Hence, it may 
be deduced that the reaction proceeds through the formation and decompo- 
sition of surface carbonyl compound. 

Experimental data on autooscillations and corresponding mathematical 
models are described in a number of review Autooscillations 
and the feedback existing in the reactions are explained by such mechanisms 
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FIGURE 8.4. The variation of CO, concentration (a) and the intensities of 1455 cm-' carboxyl- 
group band (b) and 1720 cm-' carbonyl-group band (c) in autooscillatory cyclohexane oxidation 
(cyclohexane concentration is 2 vol%, the rate of flow 60 c m Y n ~ i n ) . ~ ~  

as (1) the change of the activation energy of the reaction with surface coverage 
(for instance, as a result of its charging); (2) the thermokinetic mechanism, 
i.e., the heating and cooling, if the specific heat of the system is sufficiently 
large; (3) the homogeneous mechanism; (4) the existence of two or more 
active sites and adsorbed forms; and (5) the existence of two different phases 
(for example, oxidized and reduced). 

The evidence of two-phases models has been proved recently in a number 
of works on this subject. Ertl et. a1.587,588 have proved the existence of two 
types of active sites in the autooscillation reaction of CO oxidation over Pt 
catalyst using the Video-LEED method which registers simultaneously the 
patterns from several surface structures. The simple cubic face Pt(100) with 
a (1 X 1) structure is unstable and undergoes reconstruction into (5 X 20), 
the so-called hex-structure. When CO coverage Oco < 0.5, the hex-structure 
is stable; at larger coverage it reconstructs into ( l  X 1). The probability of 
impact interaction of 0, with CO is 10-3 to 10-4 for the hex-phase and 10-' 
+ 1 for the (1 X 1) phase. The high rate of CO oxidation at (1 X l)-phase 
leads to a Oco decrease which results in the reverse reconstruction into a hex- 
structure, and the total cycle repeats again. The phase transitions proceed 
through the mechanism of the creation and growth of the nucleating centers. 

Using tunnel electron rnicroscopy allows one to study the mechanism of 
creation of this centers. It consists in the diffusion of CO particles into the 
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overlayer above the islands.589 Several phases successively change each other 
in the course of the autooscillations 

c0902 
Pt - CO( lX1)  + O,- ,P t ( lXl )  + CO, ---+ Pt - O ( 1 X l )  

CO + Pt ( l  X l )  (clean) + CO, - Pt - CO (hex) -* Pt - CO ( l  X l )  

The boundary between phases is not abrupt. Forming phases create islands 
the size of which far exceed the atomic ones,590 but are less than the size of 
the monocrystal90 pm2. On a Pt(ll0) surface the autooscillations are observed 
in a narrower temperature interval and are sensitive to small pressure 
 change^.^^'.^^^ Ertl et al.593 explained these autooscillations by the phase tran- 
sitions ( l  X 1) (1 X 2) under the influence of an adsorbate, and Vishnevsky 
and E10khin~~" by the oxygen diffusion beneath the Pt surface. The auto- 
oscillations in CO oxidation over Pt(210)595~s96 are also attributed to phase 
transitions. The investigation using Video-LEED and in situ work function 
measurements has revealed that prior to starting the autooscillation regime, 
faceting of the (210) plane occurs, and it breaks up into pieces of (310) and 
(1 10) planes.597 The autooscillations in CO oxidation over Pd(ll0) are ex- 
plained by the periodic displacement of oxygen atoms into and out of the 
subsurface layer. 

Autooscillations on the platinum surface have been observed in other 
reactions as well, such as NH, oxidation598 and CH3NH2 decomp~sition'~~ 
over polycrystalline Pt, and the reactions NO + CO@"' and NO + HZm1 on 
Pt(100). The principle mechanism of autooscillations arising in these reactions 
has also explained through the formation and decomposition of surface phases. 

Autooscillations in the ethylene oxidation rate on Ptm2.m3 were attributed 
to phase changes. Vayenas and Michaelsm3 using electrochemical methods 
have measured directly the oxygen activity in the process of autooscillations 
and have shown that oscillations arose close to the critical value a*. Berry604 
has proved that this value corresponds to the formation of the surface oxide 
PtO. The data on autooscillations in ethene oxidation support the hypothesis 
of the periodic formation and decomposition of platinum oxide. 

Autooscillations on oxide catalysts were observed in propylene oxidation 
over CuOm5 and COO MgO.m They were attributed to oxidation-reduction 
phase transformations of oxides. 

At high temperatures the formation and decomposition rate of the two- 
dimensional surface phase (or cluster) grows, the oscillation period decreases, 
and in the limit the reaction transforms into the stationary nonperiodic regime. 
Hence, raising the oscillation regime at low temperatures may serve as a 
possible indicator of passing the catalytic reaction through the phase recon- 
struction on the surface. 

Up until now, there has been no convincing explanation of the causes of 
autooscillations synchronization in heterogeneous catalysis. Strictly periodic 
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autooscillations are often observed not only at the monocrystals, but at powder 
catalysts as well, containing a large number of grains and rnicrocrystals. Jaeger 
et al.607*608 have tried to explain the autooscillation synchronizations in CO 
oxidation on Pd-containing zeolite by the phase transitions during the oxidation 
of palladium in combination with the thermal effects. The strongly exothermic 
reaction O(ads.) + CO(ads.) -, CO, at the surface of Pt particles results in 
oxygen diffusion into the bulk and in the further phase transition Pd + PdO. 
PdO phase is inactive in catalysis, the catalyst activity drops followed by the 
slow reduction PdO + CO + Pd + CO,, and then the next reaction cycle 
proceeds. The oscillations were shown to average at small Pd microcrystal 
sizes when the reaction passes in the stationary regime. Increasing the size 
of crystals makes 0, diffusion between them easier and results in higher 
thermoconductivity and, as a consequence, in the autooscillations synchro- 
nization. For example, for Pd microcrystal of size 10 nm, the change of CO, 
concentration is 95%, whereas for a microcrystal of size 2 nm, it is only 
10%. 

One of the possible causes of autooscillation synchronization is the in- 
teraction through the gas phase.609.610 Ehsasi et used two individual 
crystals Pd(ll0) for the study of the synchronization problem. In situ meas- 
uring of the work function during CO oxidation revealed that autooscillations 
are synchronized very rapidly in a few seconds through the gas phase. Ac- 
cording to Ertl et al.,592 synchronization in the CO oxidation on Pt(100) 
proceeds through the surface reactions. At the Pt(ll0) phase, S, for 0, on 
different surface phases changes less. The reaction is very sensitive to small 
pressure changes, and synchronization proceeds through the gas phase. The 
transition from regular oscillations to chaotic ones was observed for CO 
oxidation on Pd(l 10).612 The determined chaos can be described using the 
so-called strange attractor in which all trajectories are confined to the definite 
region of three-dimensional space. The transition to chaos passed through the 
doubling of the oscillation period. 

The third type of dissipative structures, i.e., the structures periodic within 
space and time, or the autowaves, are observed on flat catalyst surfaces in 
the same cases that autooscillations are. Barelko et a1.12.562,613.614 have found 
the moving waves in NH, oxidations on platinum wire. After short heating 
of a small part of wire, the reaction transits at this segment of the catalyst 
from the initial kinetic regime with low catalyst activity to the diffusion one 
with high activity, and a moving wave can be generated in which high activity 
segments alternate with low activity ones. Similar results can be obtained 
when cooling the wire segment and transferring it from the diffusion to the 
kinetic regimen. The velocity of the wave motion depends on NH, concen- 
tration in the flow and on the wire temperature. For example, at 50 vol,% 
NH, concentration, the velocity of the wave motion grows from 0.2 to 
1.3 cmls with increasing the wire temperature from 273 to 573 K. 

Ertl et al.615 studied autooscillations in the rate of CO oxidation on Pt(100) 
using Video-LEED with surface scanning. The method has been improved 
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FIGURE 8.5. Variation of the line intensities for LEED signal in autooscillations of the CO 
oxidation rate on Pt(100) for the structure C 0  (2 X 2).615 ' 

to scan the surface structure using the electron beam 0.7 nm in diameter with 
the time resolution of 0.1 S at constant partial pressures P, = 7 10-3 Pa 
and PO, = 7 10-3 Pa. 

The diffraction line intensities of the CO (2 X 2) structure on Pt(100) 
(1 X 1) plane measured in the linear interval of 0.6 cm for different instants 
of time is shown in Figure 8.5. Along with the autooscillations, the autowaves 
are clearly seen to propagate over the surface. The autowaves propagating in 
the phase opposite to the CO (1 X 1) structure were observed on a hex- 
structure as well. All these data are explained by the above-described phase 
transitions (1 X 1) hex involving CO diffusion between the phase. The 
autowaves during CO oxidation on Pt(100) were also observed with the aid 
of scanning photoemission mic ro~copy .~ '~ ,~~ '  Vayenas et believe that 
the autowaves in CO oxidation on Pt(100) is the main mechanism for the 
propagation of autooscillation between Pt particles. 

A detached problem is the existence of stationary periodic structures or 
Turing structures in heterogeneous catalysis. Waves of such a kind have 
recently been revealed in studies of CO oxidation on Pd(ll0) using the high- 
resolution LEED method. Facets with approximately equal width of 50 to 70 
lattice periods and similar orientation in a (1 10) direction are formed even in 
the absence of rate oscillations in CO oxidation. They look like regular ordered 
sawtooth-shaped facets (430) separated by flat terraces (110) and strongly 
represent nonequilibrium frozen structures. 

The fourth type of dissipative structures, namely, the existence of two 
stationary regimes corresponding to the same parameters, has long been known 
in heterogeneous catalysis. Davis6I8 investigated the critical phenomena in 



Thermodynamics of Irreversible Processes and Dissipative Structures 205 

FIGURE 8.6. The stationary rate of CO oxidation on Pt as a function of partial CO pressure 
at different temperatures (the dashed line corresponds to the unstable state). (From Cox, M. P., 
Ertl, G . ,  and Imbihl, R . ,  Phys. Rev. Let?.. 54, 1725, 1985. With permission.) 

the oxidation reactions of H,, CO, and hydrocarbons on platinum. Frank- 
Kamenetskym explained these phenomena by the sudden change of the re- 
action rate on reaching a certain temperature, i.e., by autoheating of the Pt 
surface and by transferring the reaction into the diffusion region. Since then, 
the heating mechanism has become dominant in the explanation of critical 
phenomena over a long period of time. 

Nevertheless, further investigations revealed the nonthermal cause of the 
observed phenomena. Boreskov et al.619 have found sharp changes in the 
stationary rate of oxidation of H, on Pt, Pd, and Ni for small changes in 
reagent concentrations. Slin'ko et have attributed these changes to the 
coverage dependence of the activation energy of the reaction. Later, similar 
effects in CO oxidation on Pt have been explained by models including the 
competition between the adsorption and impact  mechanism^.^^'^^^^ The sta- 
tionary rate of the process vs. CO pressure at different temperatures is shown 
in Figure 8.6. in accordance with these models. The two stationary states 
correspond to predominant oxygen coverage at low P,, and predominant CO 
coverage at high P,,. The sharp transition from the first, more active regime 
to the second, less active one proceeds with P, growth. Similar bistabilities 
have been observed in CO oxidation on Cu,M0,0,,6~~ and LaMn03.624 

Madix et al.625 have discovered the phenomenon of "catalytic explosion" 
in HCOOH decomposition on Ni(ll0). These authors attributed the autoac- 
celeration of this surface reaction to the formation of two-dimensional nu- 
cleating centers of clean nickel surface covered earlier by Ni formate. Special 
attempts have been undertaken to check the possibility of a branched-chain 
reaction which could be responsible for the "autocatalytic explosion".626 All 
possible intermediates arising from HCOOH decomposition such as hydrogen 
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FIGURE 8.7. Temperature dependence of the stationary rate of NH, oxidation over Pt wire619 
(arrows show the diction of variation of the reaction rate; the curves ab and cd correspond to 
stable states; bc, unstable state; [NH,] = 1 ~01%; the rate of flow is 1.5 cds ) .  

atoms, CO, etc. have been introduced on Ni surface. All attempts to observe 
the branched-chain reactions have failed. 

Barelko and Volodin12 and Barelko and Merzhanov613 observed the critical 
behavior in ammonia oxidation on thin Pt wires. The thermographic method 
developed earlier by these authors allowed them to compensate for the heat 
release in the reaction in 10-4 S. Using such a technique revealed that fast 
transition from the low-temperature to the high-temperature stationary regime 
(Figure 8.7.) results from the kinetic causes, but not from the "heat explo- 
sion". In certain conditions the third, nonstationary regime can be obtained; 
it is designated by the dashed line in Figure 8.7. NH, oxidation on Pt at low 
temperatures has a long induction period followed by a rapid rate of increase; 
"the activation energy" relative to the region of rate increase exceeds 
400 Id/mol. "Memory effect" has been observed; if Pt wire was cooled at 
any point in the induction period to a low temperature and then again heated, 
the process developed from the same point as if there were no cooling at all. 
These  author^'^.^^^ attributed the observed phenomena of the branched-chain 
reaction to the formation of active sites on Pt surface. 

Aptekar and Krylov observed critical behavior in calorimetric studies of 
the propylene oxidation over supported MoO,/MgO catalyst. 

Oxygen adsorption heat vs. oxygen coverage is shown in Figure 8.8 for 
3% MoO,/MgO catalyst at 473 K (Curve 1). The catalyst has been aged in 
a vacuum and in a hydrogen atmosphere, i.e., partly reduced. With increasing 
coverage, the adsorption heat decreases from 300 to 85 kJ/mol, last portions 
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FIGURE 8.8. The differential adsorption heat of 0, (1) and 0, + C,& (2) on supported 3% 
MoOJMgO catalyst as a function of oxygen coverage at 473 K.  

of 0, being adsorbed with the noticeable activation energy. Using ESR tech- 
nique has proved the appearance of the ion-radical 0; at adsorption heats of 
80 to 100 kT/mol. 

In coadsorption experiments C,H, + O,, the first propylene portion does 
not adsorb and reacts with oxygen. The adsorption heats are the same as for 
pure oxygen adsorption, and propylene can be frozen out of the mixture at 
any point. It continues until the oxygen adsorption heat lowers to -150 M/ 
mol. At this point propylene begins to react with oxygen, the reaction heat 
increase rapidly (Curve 2), and oxygen consumption grows substantially com- 
pared with the individual 0, adsorption. 

So, propylene oxidation begins only when weakly bound 0; or possibly 
0;- molecular species arise at the surface. It is not quite understood whether 
these oxygen species initiate the following propylene oxidation or serve as 
an indicator of the completion of the surface reconstruction and the formation 
of a more active surface phase. The fact that the activation energy for oxygen 
adsorption in the form of 0; is about 45 kllmol appears to support the second 
proposal, where the activation energy is required for surface reconstruction. 

Further C,H, oxidation proceeds with the participation of strongly bound 
oxygen. For example, if the intermediate in C,H, oxidation is CO, it begins 
immediately to react with the more strongly bound (probably atomic) species 
with the adsorption heat 250 to 300 Idlmol according to the scheme 

C,H, + 0; (ads.) + X; X + 0; (ads.) + CO + H,O; 
CO + 0 (ads.) -+ CO, 
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where X is an intermediate. 
The formation of "dissipative structures" in catalysis, autooscillations 

and autowaves, and the multiplicity of stationary states are manifestations of 
nonequilibrium in catalysis on a macrolevel. The number of works on this 
subject grows every year and points to the general features of such phenomena. 



Chapter 9 

PHASE TRANSFORMATIONS IN CATALYSIS 

Two- and three-dimensional phases (2-D and 3-D phases, respectively) 
arising as a result of adsorption, for example, oxide films on metal surfaces, 
can play an important role in heterogeneous catalysis. As shown in the pre- 
vious chapter, sharp changes of activity, autooscillations, and autowaves in 
catalysis can result from phase transformations on the surface or in the catalyst 
bulk. 

The role of phase transitions in heterogeneous catalysis has been a widely 
debated topic for a long time. Opinions differ as to the equilibrium or non- 
equilibrium catalyst state in conditions of stationary catalysis. This question 
is of special importance in connection with the oxidation catalysis passing 
through the oxidation-reduction mechanism of the catalyst K (so-called Mars- 
Van Krevelen me~hanism)~~' 

where R is the oxidized molecule. 

9.1. THE POSSIBILITY OF PHASE TRANSITIONS IN 
STATIONARY CONDITIONS 

The kinetic and thermodynamic aspects of creation and decomposition of 
solid phases 

AB (solid) * A (solid) + B (gas) 

were considered by Langmiur using the decomposition of calcium carbonate, 
e.g., 

CaCO, CaO + CO, 

back in 1916.628 
When the reaction rates of the direct and reverse reactions are equal to 

each, we have 

where P, is the partial pressure of component B; k is a constant; and 8, and 
8, are surface coverages of the corresponding solid phases. When thermo- 
dynamically equalized, the partial pressure of B molecules does not depend 
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on the relation between AB and A phases and is defined only by the tem- 
perature. This result must follow from the equality of the direct and reverse 
reactions in the equilibrium as well. This condition is fulfilled by the sup- 
position that the reaction passes in the boundary between the phases. 

From the physical viewpoint, the formation of a separate A phase is due 
to the fact that the desorption of B molecules weakens the bonds of adjacent 
B molecules with the surface, resulting in the nucleating center growth. In 
the opposite case, when the bonds strengthen or do not change, the next B 
molecules desorb from sites remote from the first one, thus, a solid solution 
A + AB occurs instead of the separate phase. 

Using CO oxidation as an example Wagner and H a ~ f f e ~ ' ~  considered 
kinetic aspects of a possible coexistence of two phases for the metal-oxide 
catalyst in stationary conditions. If the process proceeds according to the 
redox scheme, it may be suggested that oxygen reacts with the reduced phase 
(metal) with a rate of klPo2, and CO reduces oxide with a rate of k2Pco. But 
when k2Pco > klPo2, the reaction will proceed on the metal surface. Con- 
versely, when k2Pco < klPo,, the reaction proceeds on the oxide surface. 
Were the rates equal by accident, the changes in concentrations as a conse- 
quence of reaction passing would result in violation of the equality k2Pc, = 
klPo2. In the case of the rate inequality, the boundary between phases must 
displace in one or another direction. This displacement of the boundary does 
not alter the relation between the rates of intermediate reactions and, thus, 
continues up to the total disappearance of one of the phases. So in stationary 
conditions any catalyst consists of the single phase.* 

This conclusion has been developed in the work by Bore~kov~~O and 
B r u n ~ . ~ ~ '  For example, B r u n ~ ~ ~ '  has shown that for a certain temperature 
region 

and r, * r, for another temperature region. The temperature at which r, = 
r, is defined by the equation 

T = (E, - %)/R ln(kLP,/k:Pco) 

i.e., the transition from the oxide phase to the reduced one occurs at a definite 
temperature under stationary conditions. The  author^'^^^.^^' opinions are that 
intermediates cannot exist as individual phases. The more appropriate sug- 
gestion is that intermediate reactions lead to the formation of surface com- 
pounds or change the composition of the homogeneous solid phase, for ex- 
ample, create the defects in this structure. 

* Note that is was LangmuiPZ8 who pointed out that concrete conditions of reaction passing 
with the phase-phase formation and decomposition cannot generally be predicted using the 
phase rule. 
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These  author^^^^.^'^ have also proposed the thermodynamic arguments in 
addition to their kinetic speculations on the failure of coexistence of two 
different phases under the stationary conditions of the oxidation-reduction 
process. Using the phase rule, it is easy show that two crystal phases together 
with the gas phase are unstable and should be substituted by a single phase 
in equilibrium. Further  investigation^^^^ with the application of the phase rule 
to 2-D surface phases resulted in similar conclusions. 

Later evolution of catalytic science proved the validity of Langmuir's 
notions connected with reaction passing in the vicinity of the boundary be- 
tween phases in the two-phase system. To the contrary, the ~ o r k s ~ ~ ~ - ~ ~ ~  con- 
cluded the existence of a single-phase system under conditions of redox 
catalysis were invalid. They were based on the mistaken assumption that the 
catalyst is in an equilibrium state, and the velocity of the oxygen diffusion 
is infinitely large. In reality, the catalyst is in a nonequilibrium state in the 
course of the reaction. Several phases usually coexist under the conditions of 
stationary redox catalysis. 

It is interesting that the same conclusion has been drawn by Wagner, one 
of the authors of the previously mentioned LateP33 he considered a 
redox reaction which proceeds through the Mars-Van Krevelen mechanism 
on the metal or oxide catalyst, for example, the reaction of hydrogen oxidation 

O,(gas) + 2 0  (adsorbed on the surface or in the catalyst bulk) 

The first reaction takes place mainly over the reduced catalyst. The phase 
composition can be characterized by the oxygen activity a, which is propor- 
tional to the square root from the oxygen virtual pressure in the gas phase, 
being in equilibrium with the surface.633 The second reaction passes over the 
oxidized catalyst, and its composition is defined by the oxygen activity pro- 
portional to the ratio. 

Let us denote the metal phase and the oxide phase by I and 11, respectively. 
Then phase I is stable in the stationary state provided that 

where a(1,II) is the oxygen activity at the transition from state I to 11. A 
similar condition for oxide stability can be written in the form 

For the reaction of hydrogen oxidation these conditions, i.e., the metal 
and oxide phase stability, respectively, can be expressed via the partial pres- 
sures 
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where P;, is the equilibrium oxygen pressure in the process of oxide disso- 
ciation and K, is the equilibrium constant of water dissociation. At thermo- 
dynamic equilibrium we have 

for the stoichiometric mixture. The relationships in Equations 9.4 and 9.5 are 
of equal importance and express the stability of one of the phases. In the 
stationary state, Equation 9.6 and Inequalities 9.4 and 9.5 should be consid- 
ered yet independently. At 500 K K, = 3.3 10-54 Pa, the pressure values of 
the oxide dissociation are P;, (PdO) = 10-8 Pa, and P:, (Pt 0 )  = 9 . 10-* 
Pa. There is a region of partial pressures at these values of equilibrium 
parameters where both inequalities are valid. 

Figure 9.1. represents the functions of the stationary oxygen activity for 
phases I and I1 via the hydrogen partial pressure at constant pressures of 
oxygen and water. Figure 9. l a  corresponds to the case when a(stat.1) < 
a(stat.II), and Figure 9. l b  to the opposite one when a(stat.1) > a(stat.11). In 
correspondence with the Inequality 9.2, phase I is stable if the oxygen activity 
is less than a(1,II). Phase I1 is stable if the oxygen activity in phase 11 is 
greater than a(1,II). The regions of phase stability are shown by solid lines, 
and the regions of instability by dashed ones. The hydrogen pressure at which 
the stationary oxygen activity in phase I reaches its top value a(1,II) is des- 
ignated by P,, (I, min). H, pressure at which the stationary oxygen activity 
in phase I1 reaches its low critical value is designated by P,,(II,max). Phase 
I is stable when P,, < P,, (1,min). 

The first case (Figure 9. la) corresponds to the situation when both phases 
are stable in the intermediate region 

P,,(I,min) < P,, < P,,(II,max) 

and the hysteresis effects are likely to arise. If at first the hydrogen partial 
pressure is less than P,, (I,min), phase I1 is stable, and the catalyst activity 
corresponds to this phase. Increasing the hydrogen pressure up to P,, (11,max) 
does not change the situation, and phase I1 remains stable. Further P,, increase 
results in the phase transition I1 -, I because phase I1 becomes unstable, and 
the nucleating centers of phase I appear. If this transition occurs in the course 
of observation with a further decrease of P,,, phase I remains stable as long 
as P,, is greater than P,, (1,min). At P,, < P,, (I,min), the phase transition 
I -, I1 occurs. 

The second case is shown in Figure 9. lb. Both phases I and I1 are unstable 
in the region 
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FIGURE 9.1. The stationary activity of oxygen in the I and II phases for reagent mixture H, 
+ 0, = H,O as a function of hydrogen partial pressure p,,, for p% = const and pHZO = const. 
(a) a(stat.1) < a(stat.11); (h) a(stat.1) > a(stat.II) (dashed line shows the unstable state). 

P,,(II,min) < P,, < P,,(I,min) 

Consider the following possibilities: 

1. The nucleating centers of phase I1 are created when a(stat. ,I) > a(I,II), 
and those of phase I when a(stat. ,II) < a(1,II); the phase transitions are 
possible in the process of preparing and aging of the catalyst. 

2. The phases I and I1 can coexist forming the phase mosaic with the 
availability of transport processes. The metal ions and electron diffusion 
from the phase with high oxygen activity to the phases with low activity 
occurs in the oxidized phases (COO, FeO, Fe,O,). Besides, the oxygen 
diffusion may proceed through the oxygen vacancies in oxides. Dif- 
fusion flux can change along the boundary between the phases in cor- 
respondence with local concentration gradients. When the size of phase 
I and I1 domains in the mosaic is not high, the value of the parameter 
a(stat. ,I) will be everywhere slightly greater than a(I,II), and a(stat. ,II) 
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slightly less than a(1,II). The rate of creation of the nucleating centers 
at moderate supersaturations is very small, so further creation of nuclei 
of another phase is essentially stopped in separate regions of the mosaic 
despite the local instabilities of phases I and 11. The catalyst becomes 
a two-phase one with a(stat.,I) = a(stat.,II) = a(1,II) in the region 
between P,, (I1,max) and P,, (1,rnin). 

In principle, if there are transport processes between the surface spots of 
different phases, the coexistence of two phases is also possible in the metal- 
oxygen system in the finite region of partial pressure P,, (II,max) < P,, < 
P,, (I,min).633 This consumption is in contradiction with the results of pre- 
viously mentioned ~ o r k s ~ ~ @ ~ ~ ~  which do not take into account the transport 
processes between different phases. In the above consideration we assumed 
that the stationary values of the oxygen activity are completely defined by 
the nature of the solid phase. 

In general, the situation seems to be more complicated. Stationary values 
of oxygen activity are different for different planes. In addition, oxygen 
transport between these planes is also observed, occumng by a variety of 
mechanisms. Therefore, the bulk stationary value of oxygen activity is an 
average over local ones for different faces. 

Rieckert et al.634.635 proved experimentally that the redox catalysts are 
two-phase in the stationary state of deep H, and C3H6 oxidation. The hysteresis 
loops have been observed on CuO/Cu,O/Cu and NiO/Ni catalysts when vary- 
ing 0, temperature and pressure for the direct and reverse processes. In a 
broad region of external parameters the oxidized and reduced phases of the 
catalyst coexist with each other. Oxygen removal from the catalyst and 0, 
absorption are independent processes which are affected by particle size, 
morphology, and impurities. For example, adding Pd to the copper catalyst 
increases the hysteresis loop and stabilizes the oxygen-deficient Cu,O phase. 

A redox reaction passing through the Langmuir-Hinshelwood mechanism 
between two adsorbed molecules H,(ads.) + O,(ads.) or CO(ads.) + 0, 
(ads.) is a limiting case of nonequilibrium where the catalyst bulk does not 
participate in catalysis. In the next section we consider an intermediate case 
when the near-surface layer is involved in the process. 

9.2. NONEQUILIBRIUM STATE OF NEAR-SURFACE 
LAYERS IN OXIDIZED CATALYSTS 

We have studied CO oxidation over the paraelectric phase of BaTi0,.636 
Donor and acceptor atoms spaced a few tens of nanometers from the surface 
were proved to participate in the catalytic reaction. 

In the temperature interval 400 to 440 K, the active sites of CO oxidation 
are impurity Mn2+ ions contained in BaTiO, bulk. Along with adsorption 
and catalytic measurements, it has been proven using in situ ESR spectra 
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FIGURE 9.2. The concentration of CO molecules adsorbed on BaTiO, as a function of con- 
centration of impure Mn2+ ions appeared after adsorption.636 

studies of Mn2+ ions that they are contained in BaTiO, as a natural impurity 
with a concentration about 0.01%. It turned out (Figure 9.2) that in the interval 
of CO coverage from 0.3 lOI5 to 2.6 1016 CO molecules/m2, CO adsorption 
proceeds in exact accordance with the stoichiometric equation 

Mn4+ + CO + 0:- + Mn2+ + CO, (9.7) 

i.e., adsorption of one CO molecule results in appearance of one Mn2+ ion. 
On the contrary, 0, adsorption (see Figure 9.3) diminishes the intensity of 
the ESR spectrum in accordance with the stoichiometry 

i.e., two Mn2+ ions disappear on adsorption of one oxygen molecule. 
At high 0, coverage, another stoichiometry is observed, two 0, molecules 

per one MnZ+ ion, which is described by the equation 

On exposure to the stoichiometric mixture 2C0 + O,, the catalytic 
reaction proceeds through the redox mechanism of Equations 9.7 and 9.8 
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FIGURE 9.3. The concentration of 0, molecules adsorbed on BaTiO, as a function of con- 
centration of Mn2+ ions disappeared after adsorption for different No (No is the initial concen- 
tration of Mn2+ ions, m-2).636 

The rate of manganese reoxidation (Equation 9.8) is almost 2 orders of 
magnitude greater than the reduction rate (Equation 9.7). In the stationary 
regime, the steady and rather low MnZ+ concentration is settled. The reaction 
proceeds predominantly over the oxidized catalyst. 

So, it is the bulk atoms and not the surface atoms that are the active sites 
in this catalytic reaction because the surface Mn2+ ions cannot be observed 
using ESR technique. They may be far removed from the surface (up to 
30 nm). At such distances electron and hole exchange of Mn ions with ad- 
sorbed (or adsorbing) molecules cannot be explained by the electron tunnel 
mechanism. The activation energy of CO adsorption on Mn4+ is equal to 
32 kJ/mol, and that of 0, on Mn2+ is close to 50 to 65 kJ/mol. These values 
are rather close to the energy levels of local impurity centers (0.5 to 0.6 eV) 
created by noninteracting with each other's ions and vacancies in BaTiO, 
forbidden zone. It is reasonable to suggest that the electron diffusion proceeds 
via the polaron mechanism. Impure manganese atoms are far apart (10 to 
20 nrn), and their orbitals do not overlap each other. 

At higher temperatures (438 to 473 K), along with manganese impurity 
Fe and Ti ions also take part in 0, and CO adsorption and CO oxidation, 
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i.e., the redox process of the base BaTiO, lattice occurs. In this case electron 
and hole diffusion is accompanied by oxygen and vacancy. 

These investigations were continued in our studies of oxidation of allyl 
alcohol into a~ ro l e in~~ '  l 

using the hexagonal phase of MOO, doped with approximately 1 wt% of V,05 
as a catalyst. This reaction proceeds at 400 to 470 K with 100% selectivity. 
The reaction rate was measured by reactant concentrations in the gas phase. 
The concentration measurements of V4+ ions in the catalyst were performed 
simultaneously in situ using ESR data. Practically all V4+ ions were in the 
bulk of the catalyst. 

Kinetic curves of the catalyst reduction characterized by the change of 
concentration [V4+] and the curves of allyl alcohol oxidation with the par- 
ticipation of lattice oxygen are opposite. Formation of one V4+ ion is accom- 
panied by the disappearance of one molecule of allyl alcohol. On long ex- 
posure, [V4+] becomes stationary, and acrolein production practically ceases. 
The reaction is first order in [V5+] concentration and alcohol pressure with 
the activation energy of 67 Wmol according to the stoichiometric equation 

V4+ ions observed in ESR spectra are uniformly distributed over the 
whole bulk of hexagonal MOO,. Minimal spacing between V4+ ions, in other 
words, the distance at which V4+ spectrum does not broaden, is equal to 1 
to 1.5 nm. The crystal size of V/MoO, is about 100 nm, and V4+ ions lie 
(approximately) at a depth of 60 nm. Continuous electron exchange between 
the surface and the catalyst bulk occurs in the course of catalyst reduction. 
One can envision the following elementary stages in the process 

CH, = CHCH,OH + 0:- + CH, = CHCHO + H20 + 0:- (9.9) 

where is the oxygen vacancy and the subscripts S and B are mean "surface" 
and "bulk", respectively. 

The function of the reduction rate vs. V4+ concentration enables us to 
calculate the limiting concentration of vanadium ions participating in the 
process. Its value is (5.7 a 4) 1019 g-' (or 5.7 1019 m-' since the catalyst 
area is 1 m2/g) which approximately corresponds to 2 or 3 oxygen monolayers 
involved in the reaction. The movement of electrons from the surface into 
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FIGURE 9.4. Kinetic curves (a) of reduction of supported VIMoO, catalyst by allyl alcohol 
and (b) of the establishment of stationary state in conditions of catalytic oxidation of allyl alcohol; 
(1) the rate of acrolein formation; (2) V4+ ion concentration (T = 485 K; [C,H,OH] = 6 . 10'' 
cm-,; [O,] = 2.6 . 10-Is; peaks on Curve 1 correspond to interruptions of alcohol flow, i.e., 
a "rest" during 15 ~nin).~,' 

the bulk (in Equation 9.10) leads to the movement of vacancies (or reverse 
oxygen diffusion to the surface, Equation 9.1 1). Figure 9.4a demonstrates 
the results obtained at 485 K in the experiment "with a rest". The catalyst 
was alternately exposed to pulses of alcohol plus helium and pure helium. If 
the concentration of forming V4+ ions is defined only by the amount of 
reacted alcohol, whether the catalyst was exposed to it continuously or in a 
pulsed manner, the rate of acrolein formation should increase after "rest" as 
a result of vacancy diffusion into the catalyst bulk and formation of the active 
0; center at the surface. 

Opposite effects have been observed on oxidation of the catalyst by 
oxygen. On exposure to oxygen, the concentration of V4+ drops in accordance 
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with the second-order law. The activation energy of the oxidation process is 
equal to 55 kJ/mol at 400 to 450 K. The hexagonal MOO, structure seems to 
facilitate the oxidation process due to the structural channels 0.6 nrn in di- 
ameter which make possible the diffusion of molecular oxygen. 

The catalyst oxidation may be described by the following elementary 
stages 

The transition process to the stationary state is shown in Figure 9.4 for 
the mixture of alcohol and oxygen under experimental conditions. At 485 K 
the rate of the catalytic reaction is proportional to the concentration of reduced 
vanadium from the bulk and to the oxygen pressure in the mixture 

At low temperature (435 K) the reaction rate does not depend on 0, 
concentration. The stationary concentration of the reduced V4+ form is in- 
versely proportional to the oxygen pressure in both cases. 

The distinction between the functions at 435 and 485 K can be explained 
by the fact that at high temperature all 6 stages (Equations 9.9 to 9.14) are 
exhibited in the catalytic reaction; they include the reactions of alcohol (9.9) 
and oxygen (9.13) interaction with V/MoO, surface, electron diffusion (9.10) 
and (9.14), and oxygen diffusion (9.11) and (9.12). At low temperature, 
electron exchange between the bulk and the surface is still retained, and the 
reaction proceeds through the stages in Equations 9.9, 9.13, and 9.14, in- 
volving only surface oxygen species. 

At the molecular level the results obtained can be represented by the 
scheme in Figure 9.5.638 In the process of surface reduction an electron rapidly 
diffuses to the "active site", i.e., VS+ ion, in the catalyst bulk. The resulting 
vacancy migrates into the subsurface layer at first; then it diffuses slowly to 
vanadium ions. Unfortunately, the ESR signal of the V4+ ion does not enable 
us to establish its location in the bulk. The planes of crystallographic shear 
can serve as "collectors" of vacancies (see Figure 9.6).638 These planes might 
accumulate a certain number of vacancies in conditions of the stationary 
process. Another possibility is layer-by-layer reduction of MOO, crystal con- 
taining dissolved vanadium ions (see Figure 9.7). In the latter case the sub- 
surface layer contains appreciable nonequilibrium vacancy concentration; the 
boundary between reduced and oxidized layers is located at a great depth. 
Enhanced diffusion coefficients are often observed in the subsurface layer of 
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FIGURE 9.5. The scheme of interaction of ally1 alcohol with the lattice of VIM&, catalyst.638 

0 - o2- 
0 - H0 - vCbr V" - shear Line 

FIGURE 9.6. The scheme of crystallographic shear on reduction of VIM&, catalyst.638 

a solid. Layer-by-layer reduction of MO and V oxides has been found by 
Hodnett and D e l m ~ n ~ ~ ~  and N a j b ~ , ~ " ~  who studied the concentration of re- 
duced ions via the distance from the surface. 

In conditions of stationary catalysis the number of anionic vacancies on 
the surface is not large, less than 1% of oxygen surface atoms. This conclusion 
appears to be general in catalysis. The surface of oxide catalysts tends to 
reconstruct in such a way as to diminish the free energy of the system. 
Contributory factors for this are orbital hybridization, vibrational instabilities 
(reduced coordination number, Jahn-Teller effect), and the lowering of elec- 
tron energy. 
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FIGURE 9.7. The scheme of layer-by-layer reduction of VIMoO, catalyst. 

Cunningham et have shown that the energy gain from this recon- 
struction increases with decrease of the forbidden band width, i.e., it is greater 
for semiconductors than for dielectrics. 

In the light of the data obtained, a well-known discrepancy between the 
so-called electron theory of catalysism2 and experiment can be elucidated. On 
chemisorption and in the course of catalysis, the surface of a semiconductor 
can be characterized by positive or negative bending of energy bands due to 
the formation of a layer of charged particles. It follows from the theory that 
in a large zone bent, charged particles occupy about 1% of sites, and further 
adsorption in the charged form stops due to high electric fields. It is still 
known from the experiment that chemisorption often continues up to mon- 
olayer and even multilayer coverage. This conflict can be explained by con- 
tinuous electron exchange between the bulk and the surface and reconstruction 
of the coordination polyhedrons during adsorption and catalysis. 

It has been shown in a number of recent experiments that the quantity of 
charged adsorbed particles or charged surface sites is not large; using the data 
on field effect 1014 to 10'' m-2, i.e., less than 1% of the number of surface 
atoms.132 Many researchers explain the temporal change of the number of 
surface levels of the freshly prepared semiconductor surface by the recon- 
struction. For example, Jacobi et aLm3 observed the changes in work function 
and UV angular-resolved photoelectron spectra for the newly made ZnO 
monocrystal. The changes have been attributed to the migration of surface 
oxygen ions into the subsurface layer. 

Surface reconstruction of transition element oxides is aided by crystal 
field stabilization. Increasing the coordination number, for example, 
C,, + 0, gives rise to additional stabilization. As far back as 1965, Stone644 - 
explained increasing Lewis acidity of supported Cr203/A1203 catalysts com- 
pared with pure A1203 by the fact that C?+ ion attracts additional oxygen 
ions in its close proximity due to the stabilization energy of the crystal field. 
Henrich and  co-worker^^^^^ canied out systematic investigations of the 
concentration of surface levels on simple oxides using ultraviolet photoelec- 
tron spectroscopy (UPS) and X-ray photoemission spectroscopy (XPS). There 
are sometimes large zone bends (up to 5 eV) and high concentration of charged 



222 Nonequilibrium Processes in Catalysis 

surface levels (up to 1 electron per 10 surface levels) for freshly prepared 
monocrystal surface NiO and TiO,. Then the surface undergoes fast recon- 
struction, and zone bend in the stationary state does not exceed 1 eV, and 
the concentration of surface levels 1017 m-2. 

So, in the stationary state the surface of oxide catalyst is covered by 
oxygen polyhedrons or a strongly bound chemisorbed layer. In particular, 
this may be a layer of hydroxyl groups. Nonequilibrium active sites, namely 
vacancies, can be created in this layer under catalytic conditions. Active sites 
may also exist as crystal defects such as dislocations, crystal shear planes, 
and edges and tops of crystallites. The continuous exchange of vacancies and 
electrons occurs between the surface and the bulk of a catalyst in conditions 
of redox catalysis. Catalytic stages may also include exchange between weakly 
adsorbed and chemisorbed layers. In the previously mentioned example of 
alcohol oxidation over V/Mo03, the first stage of molecular oxygen interaction 
with the surface may be the generation of 0- species which rapidly convert 
into strongly bound 0'- ions. 

Three types of catalytic reactions passing via the redox mechanism can 
be distinguished: 

1. At low temperatures a charge can be transported for distances of 1 to 
2 nm through the electron tumeling mechanism. The reaction has a low 
activation energy, provided that E, is not determined by other factors. 
Then relaxation occurs, resulting in the reconstruction in the close en- 
circlement of the electron donor (or acceptor) ion and, possibly, recon- 
struction in the vicinity of an adsorbed molecule. 

2 .  At higher temperatures the mechanism of charge transfer is polaronic 
or zonal. All ions encountered in the path of the polaron undergo re- 
laxation. 

3.  Further temperature increase gives rise to oxidation and reduction of 
the base lattice of the catalyst. A deep lattice reconstruction occurs. 

A certain stationary state of the catalyst and catalytic process corresponds 
to each of these mechanisms. Note that even for the third mechanism, i.e., 
lattice oxidation and reduction, it is not necessary for the catalyst in the 
stationary state to be totally reduced or oxidized. It has been shown previously 
that in conditions of oxidative catalysis the exchange of lattice oxygen with 
that of the gas phase and reaction products may involve atoms for distances 
of tens of angstroms from the surface, but does not include the whole body 
of the catalyst. 

One more peculiarity connected with the redox catalytic reactions on 
oxides should be mentioned. These reactions are often run by the Mars-Van 
Krevelen redox mechanism.627 In particular, this is the case for the reactions 
of CO oxidation on BaMnTiO, and ally1 alcohol oxidation on V/Mo03. In 
the stationary state the oxidation rate of the catalyst is equal to its reduction 
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FIGURE 9.8. The rates of interaction stages as a function of surface reduction degree on the 
surface of mechanically activated SnO,. (1) CO interaction with the surface; (2) 0, interaction 
with the surface. 

rate. This rule is often used as a proof of an equilibrium state of the catalyst.647 
However, in the experiments previously described, only the surface layer of 
the catalyst has been involved in the redox process. A thickness of this layer 
is defined by the oxygen diffusion rate through the lattice. The catalyst 
composition is this far from equilibrium. Forzatti et demonstrated that 
in an excess of oxygen, the surface of a SrTiO, catalyst has been covered by 
a layer of SrO incorporated in the same crystal phase. Lower layers are 
depleted in oxygen. 

Bobyshev studied the catalytic CO oxidation on SnO, powder activated 
mechanically using a ball mill at the Institute of Chemical Physics, Moscow. 
The results of his work are demonstrated in Figure 9.8. With an increase in 
the reduction degree of the oxide surface, the rate of 0, interaction with the 
surface (oxidation of the surface) increases, but the rate of CO interaction 
(reduction of the surfaces), on the contrary, drops. As seen in Figure 9.8, 
the curves k[CO] and kr[0,] cross each other at a reduction degree of about 
35%. Upon exposure of the catalyst by the stoichiometric mixture 2C0 + 
0, with such a reduction degree, the reaction proceeds in the stationary regime 
with the creation of CO,. 

Without milling, the tin oxide is absolutely inactive even compared on a 
unit area basis. Heating the catalyst up to 773 K results in its complete 
deactivation. 

So, the equalization of the oxidation and reduction rates of the catalyst 
in the stationary state does not mean catalyst equilibrium is relative to the 
gas phase. Only a thin near-surface layer participates in the reaction in this 
case. The process is stationary, but in nonequilibrium. When the reaction of 
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active sites Z* is sufficiently fast, but restricted to the near-surface layer, 
similar schemes will probably be applied to the step-wise catalytic processes 
as well. In the example with milled SnO, the active sites Z* were created 
before the reaction. 

9.3. 2D-PHASE TRANSFORMATIONS AND THEIR 
ROLE IN CATALYSIS 

The widespread use of LEED gave rise to discovery of the 2-D phase 
 transformation^.^“^.^^^ There is no strict definition of the notion of 2-D phase 
and corresponding phase transitions at present. We shall use the name "surface 
phase transition" to denote the reconstruction of the catalyst surface resulting 
in structural changes in ordered layers of chemisorbed atoms. In some cases 
the localized form of adsorption is referred to as a phase, no matter whether 
the clusters formed on the surface have a 3-D crystal lattice or not. 

The literature on 2-D phases arising in the course of adsorption and 
catalysis is rather voluminous. We will concentrate on the formation of oxygen 
and CO phases during catalytic CO oxidation on metals. This system has 
already been regarded in Section 8.4.2. Conrad et al.65' and Engel and ErtP2 
studied this reaction on a Pd(1 l l )  face using LEED, UPS, thermodesorption, 
and isothermal kinetics techniques. Theirs appears to be one of the first works 
where LEED was directly applied for the study of the catalytic mechanism. 
The patterns illustrating 2-D phase structure transformations in the process 
of CO and 0, adsorption on Pd(1 l l )  are shown in Figure 9.9. They help to 
explain the observed CO oxidation kinetics. These authors intimate that similar 
structural transformations are inherent for 2-D layers and CO oxidation ki- 
netics on other metals. 

At very low surface O(ads.) and CO(ads.) coverages, when 0 is less 
than 10% of a monolayer, the ordered layers do not form (see Figure 9.9a). 
Preliminary adsorption has been performed at less than room temperature. 
On heating, a second-order reaction occurs with E, = 105 Idlmol 

CO(ads.) + O(ads.) += CO, 

When CO coverage 8 < 113, and the surface is saturated by oxygen, 2- 
D islands of CO(ads.) structure (fi X fi) R30° and islands of O(ads.) 
(2 X 2) structure (with 0, = 0.25) are formed. On CO exposure, more 
distinct regions of (2 X 2) 0-structure are formed (see Figure 9.9b). The 
reaction proceeds in this case in the island boundaries and cannot be described 
by a simple second-order kinetics with E, = 105 Umol.  

If saturation by oxygen is achieved, the (2 X 2) structure with 9, = 
0.25 is formed (see Figure 9 .9~) .  But adding small amounts of H, and CO 
enables the adsorption of additional amounts of oxygen up to 0 = 113, with 
the formation of a contracted structure (fi X fi) R30°. Further CO ad- 
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FIGURE 9.9. The adsorption scheme for oxygen (black circles) and CO (white circles) on 
Pd(ll1). (a) For very low CO and 0 coverages; (b) for CO coverage up to 0 = 0.33, and 0 
coverage up to 0.25; (c) for 0, = 0.25; (d) formation of islands at 8, = 8, = 0.33; (e) 
formation of mixed structure at 0, = 0, = 0.5. (From Enge. T. and Ertl, G . ,  Adv. Catalysis, 
28, 2 ,  1979. With permission.) 

sorption leads to appearance of the same CO structure (see Figure 9.9d). On 
reaction of CO(ads.) and O(ads.) with the formation of CO,, the partly con- 
tracted O-structure relaxes to the initial (2 X 2) phase. LEED data confirm 
the scheme CO + CO(ads.), CO(ads.) + O(ads.) + CO,. The observed 
reaction is first order in P,, with E, = 75 Wmol. Earlier, such kinetics were 
explained by the Rideal mechanism, though really the reaction does not occur 
due to the CO molecule collision from the phase with adsorbed oxygen. In 
this case, CO (or H,) reconstructs a 2-D phase of adsorbed oxygen in such 
a way that it becomes reactive toward catalysis. On oxygen saturation followed 
by saturating CO adsorption a co-operative adsorption with the formation of 
the mixed (2 X 1) structure with 0, = Oc0 = 0.5 is observed (see Figure 
9.9e). UPS points to changes in electron structure of 0 and CO surface species 
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at different coverages. CO, formation inside the islands requires significantly 
lower activation energy. 

Using a scanning tunnel microscopy (STM) technique enables us to elu- 
cidate the mechanism of phase formation during CO oxidation on Pt(100).653 
It turns out that gas adsorption on the Pt(100) face proceeds via the mechanism 
of creation and growth of the nucleating centers of a 2-D phase. On exposure 
of initial hexagonal phase to CO (and NO), the islands of (1 X 1) phase of 
size 0.2 (at 300 K) to 7 nm (at 460 K) and 0.2 nm in thickness are observed 
using STM. Then the island growth with the speed of 300 nmls is observed. 
The creation of nucleating centers proceeds in accordance with the fluctuation 
mechanism through the formation of the intermediate [hex Pt(100) + CO(ads.)] 
which converts successively into the ultimate 2-D phase after reaching the 
critical concentration O,, = 0.07 

hex Pt(100) + CO(gas) +- [hex Pt(100) + CO(ads.)] -, 
(1 X l)Pt(100) + CO(ads.) 

Another mechanism has been found for C,H, adsorption on (100)Pt. Under 
experimental conditions (510 K, 5 10-' Pa) the nuclei appear on a defect, 
namely on a step with further growth on the top and lower terraces. The 
aggregate of parallel belts consisting of successive hills and hollows arises. 
The growth of a (1 X 1) phase results in increasing the hill width. In this 
case the process proceeds via two metastable states 

where n = 2 or 3. 
Chang and ThieP4 have shown that at a sufficiently low temperature fast 

adsorption followed by slow diffusion takes place. This gives rise to the 
formation of ordered but nonequilibrium phases. For example, at 160 to 180 
K the adsorption of 0, on Pd(100) results in the creation of a nonequilibrium 
c(2 X 2) phase formed by initial "hot" 0-atoms. On heating, this phase 
disproportionates with the formation of two surface phases, usually c(2 X 2) 
and p(2 x 2) ones. 

In our ~ o r k ~ ~ ~ . ~ ~ ~  the model of the creation and growth of nucleating 
centers has been utilized for the description of 2-D phase transition kinetics. 
This model enables us to explain a number of anomalous effects in the kinetics 
of heterogeneous catalytic reactions. 

Consider the adsorption of one of the reagents as a process of the formation 
of a new phase on the catalyst surface. Following DelmoP7 who described 
the kinetics of 3-D phase transitions, we shall use his model of the creation 
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and growth of the nucleating centers for the kinetics of a 2-D process. The 
first stage of the formation of a new phase on the catalyst surface is the 
creation of nucleating centers, i.e., clusters consisting of a few atoms of a 
new phase. To describe the kinetics of this process we shall use the idea of 
homogeneous (fluctuation) nucleation based on the concept of a critical size 
of the nucleus. The thermodynamic definition of the critical size of a nucleus 
is given by the equations 

where F is the Helrnholtz energy of the system and N is the number of particles 
constituting the nucleus. 

If the creation of the nucleus is treated as a kinetic process in which the 
number of particles N varies as a function of time, we may postulate that 

where f(N) is a function of the number of particles only. Then the kinetic 
definition of the critical size can be expressed in the form 

dNldt > 0 at N > N,, 

where N,, is the number of particles in the nucleus having a critical size. Both 
definitions (Equations 9.16 and 9.18) can be proved to be equivalent. 

The kinetics of nucleation may be regarded as a system of consecutive 
reversible reactions 

Sometimes the reaction of nuclear coalescence is also included in the 
system658 

In the simplest case, if the reaction of nuclear coalescence is neglected, 
the rate of nucleation in the stationary state can be found to be 
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where k' and m are constants and c is the concentration of nucleation sub- 
stance. 

The validity of Equation (9.19) has been proven e~perimental ly.~~~ The 
value of a power index depends strongly on a given system; m = 37 for 
water condensation. In other cases it is substantially less. Data on the for- 
mation of critical nuclei in the process of metal oxidation are few in number. 
The reaction 

2Pb + M -t Pb, + M 

has to be a limiting step in the oxidation of lead with a rate constant of 
2 10-3 cm6/s. Here M is a third particle, and m = 2 in this case.659 

Suppose the rate of nucleation is defined by the equation 

dyldt = he" (9.20) 

where dyldt is the number of nuclei arising in a unit time on a unit area, 9 
is the coverage by adsorbed species, n the number of particles required for 
the nucleation, and h is a constant. 

The rate of growth of a 2-D nucleus along either coordinate axis is taken 
as being proportional to the concentration of adsorbed particles 

Then by time t, the area of the nucleus appearing at the moment r is 
equal. 

The total area of all nuclei is 

From Equation 9.23 for the reaction rate, we easily obtain the equation 

Equations 9.23 and 9.24 do not take into account the decrease of the 
reaction rate due to the possible overlap of the nuclei. This effect can be 
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taken into account in the calculation by the introduction of a fictitious con- 
version degree. Then instead of Equations 9.23 and 9.24, we have 

where k is the rate constant and 8, is the coverage by the new phase. If the 
coverage of adsorbed particles is constant over the course of the whole process, 
then Equation 9.26 reduces essentially to the known power-law equation 

Equation 9.26 or 9.27 describes the kinetics of 2-D phase creation on the 
catalyst surface. If the assumption is made that in the course of the surface 
phase transition the active sites are created and exterminated, then an equation 
of the type in Equation 9.26 or 9.27 describes the nonstationary period of 
the catalytic process. In this case the time curves of the catalytic activity have 
inductive pauses and autoacceleration portions. 

Now consider the more complicated case of reversible phase transitions. 
Suppose that adsorption of one of the reagents induces nucleation. A new 
phase appears at the surface in the process of the increase in nuclei. Adsorption 
of the second reagent and destruction of the new phase proceeds through the 
same mechanism, i.e., through the creation and increase of old phase nuclei. 
For example, the process of catalytic oxidation and reduction may be inter- 
preted in this way. There are several different cases depending on the phase 
in which the reagent adsorption takes place. 

Case 1 - suppose that the reagents A and B adsorb on either phase with 
equal rate constants for adsorption and desorption. In this case the process 
may be described by the following system of kinetic equations 

where 8, and 8, are surface coverages of the components A and B; 0, is 
the relative area occupied by the new phase; ktb, and kB,, are the rate constants 
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for adsorption and desorption; k, and k, are effective rate constants for the 
creation and destruction of the new phase; r, and rB are consumption rates 
of A and B components; n, and nB are the critical number of type A and B 
molecules required for nucleation; and P, and P, are partial pressures of A 
and B. 

Equations 9.28 and 9.29 describe the ordinary kinetics on the homoge- 
neous surface, and Equation 9.30 is a formal one describing phase transitions 
on the surface. 

Consider a first-order reaction in A for the case when the new phase is 
a catalyst, i.e., 

We have for this case in the stationary state 

where a is the adsorption coefficient. 
If ken, < kk,, Equations 9.32 and 9.33 do not differ from that of the 

homogeneous surface. For simplicity, suppose that this condition is fulfilled. 
Now we can find the stationary solutions of Equation 9.30 by setting 
denJdt equal to zero. Then the following condition is obeyed in the stationary 
state 

As seen from Equation 9.34, in this case the system has a single stationary 
state. The stationary surface portion occupied be the new phase is equal to 

The kinetic equation has the simplest form when n, = nB = n and 
ken, < kk,. Then we have 
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FIGURE 9.10. Schematical dependence of the surface coverage by 2-D phase on the pressure 
of input product that results in Equation 9.27. 

At P, = const, the function r vs. P, can be conceived of as a curve with the 
initial first-order interval followed by the regions of sharp increase and sat- 
uration (see Figure 9.10). For the first-order reaction in B, we have, similarly, 

It is seen from Equation 9.38 that the reaction rate is extremely dependent 
on P,. At low P, the rate grows proportionally to P,, but then sharply drops, 
practically to zero. The reason is that the reaction rate increases with the 
growth of P, at a constant number of active sites, but then adsorption of the 
B component results in the destruction of the active catalyst surface. It is seen 
from Equations 9.36 and 9.38 that the reaction rate for the simplest cases of 
kinetics of heterogeneous reactions taking into account phase transitions on 
the catalyst surface, can be written in the stationary state as follows 

where r, is the rate of change of the phase composition and r, is the reaction 
rate on the unaltered catalyst surface. The characteristic feature of such ki- 
netics is the presence of a reaction with an anomalous high order n 3 3. An 
equation of the type in Equation 9.39 can explain experimental curves with 
inductive periods and intervals of autoacceleration and abrupt retardation of 
the reaction. 

Such kinetic characteristics make possible the existence of regions with 
multiple stationary states and limiting cycles for open systems. 
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Case 2 - Now consider the case when A and B components adsorb 
predominantly on the catalytically active phase, which has been formed in 
the course of the reaction. In this case increasing the portion of the surface 
occupied by the new phase results in the growth of catalytic activity. At the 
same time the process of origination and extermination of new sites is also 
accelerated. The complicated behavior of the system is determined by the 
competition of these processes. In the case under consideration the adsorption 
kinetics can also be described by Equations 9.28 and 9.29, implying that 0, 
and 0, are now relative areas of the new phase covered by A and B molecules. 
The following equation is valid for the kinetics of phase transitions: 

The following condition which is similar to that of the previous case is 
satisfied in the stationary state: 

Let nl = n, - n,, then we have 

The stationary states correspond to the solution of Equation 9.42 for On,. 
It follows from Equation 9.42 that the system may have up to three stationary 
states depending on the value of n,. The scheme of the graphic solution of 
Equation 9.42 is shown in Figure 9.11a. The lower (1) and upper (3) points 
correspond to stable states, but the middle point to an unstable one. 

Case 3 - Suppose that component A adsorbs on the new phase, but B 
on the old one. The new phase is assumed to be catalytically active. In the 
stationary state 0, is defined from the condition 

The scheme of the graphic solution of Equation 9.43 is shown in Figure 
9.1 lb. It is seen that four stationary states are possible in this case. 

The above consideration points to the possible connection of 2-D phase 
transitions with nonstationary phenomena in heterogeneous catalysis. The high 
kinetic orders which arise in equations for the reaction rate can be connected 
with the creation of nuclei of the surface or bulk phase. 

The actual mechanism of phase transition cannot be reduced to the simple 
motion of the boundary between phases, but is much more complicated.660 
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FIGURE 9.11. Graphic solution of Equations 9.33 and 9.34 (figures denote the stationary 
solutions).655 

The processes occurring at the metal-oxide, metal-gas, or oxide-gas bound- 
aries play a leading role. Besides, it should be taken into account that the 
boundary structure of nuclei A in matrix B may differ from that of nuclei B 
in matrix A due to different interphase e n e r g i e ~ . ~ ~ ~ ~ ~  Figure 9.12 illustrates 
the growth of A phase surrounded by B phase and vice versa.662 Different 
energy required for the nucleus origination results in different patterns of the 
processes A + B and B -, A. Due to this fact hysteresis is observed in the 
curves for the degree of the phase transition vs. temperature. The system is 
two-phase in the hysteresis loop. 

So, our mode1655.656 is free from self-contradictions. It should only be 
noted that the kinetic equation (9.30) obtained above describes the whole 
process approximately, and it is inadequate for mathematical treatment of the 
motion of an individual interphase boundary. Besides, the competition scheme 
of nuclear growth suggested by us may be applied not only to the formation 
of surface oxides, but to the formation of 2-D structures of ordered atoms on 
adsorption of a mixture, for example, carbon oxide and hydrogen or CO and 
oxygen on Pt.651 It is evident that in these cases the boundaries of "spots" 
covered by different components cannot be conceived as a single homoge- 
neous boundary between phases. In general the two terms in Equation 9.30 
may be thought of as relating to the different motion segments of the interphase 
boundary. 

The concentration of components at the phase boundary may vary due to 
the difference of the diffusion coefficients or strong changes in the catalytic 
activity in the course of the phase transition. The boundary between phases 
by itself can be not only inhomogeneous, but even unstable. Martin and 
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FIGURE 9.12. The scheme of nucleating growth of the A phase in B (a) and vice versa (b). 
(From Porter, S. K.  et al., J. Chem. Soc. Farraday Trans., 79(9), 2043, 1983. With permission.) 

S~hrna l z r i ed~~~  have found that if new additional molecules appear at the 
boundary between phases, for example, in the process of the interaction of 
the reduced phase with oxygen, 

(where OM2+ is the cation vacancy), the interphase boundary is morphologically 
stable. In the reverse- process, 

resulting in the formation of "subtraction structures", the boundary is mor- 
phologically unstable. In the 3-D case the morphological instabilities give 
rise to deep pores and loose surface. 

Naumovets et al.- have proved experimentally that the existence of 
nonequilibrium frozen defects leads to the conversion of the two-phase system 
into individual islands of separated phases, but the total energy of the system 
decreases due to the energy gain in atomic interactions of the inhomogeneous 
system. Using LEED, these authors observed the evolution of an initially 
abrupt, straight boundary between two coexisting 2-D phases: c(2 X 2) at 
8 = 0.25 and c(l X 3) at 8 = 0.5 for the system LilW(O11). As time 
elapses, the islands of the first phase inside the second and vice versa appear. 

The data testify that 2-D phase transitions may be the cause of abrupt 
kinks in the coverage, adsorption and reaction rate curves vs. pressure tem- 
perature, or the gas-phase composition. We have considered the mechanism 
of phase transition through the formation and growth of nuclei. But other 
mechanisms can exist as well, namely, the so-called kinetic or nonequilibrium 
phase transitions. Their possible role in heterogeneous catalysis has been the 
subject of considerable discussion in the last few years. 
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Many researchers take advantage of the model of Ziff-Gulari-Barshad 
(ZGB). These authorP5 considered similar kinetic transitions for the square 
homogeneous lattice. The adsorption probability CO 4 CO-Z and 
0, -, 2 0 2  for each collision of a molecule with active site z has been taken 
to be unity. Similarly, when a CO molecule or 0 atom strikes the adjacent 
site: CO-Z + 0-Z 4 CO, + 22, the reaction probability is also taken to be 
unity. The mere fact that a CO molecule occupies one site on the surface, 
but an 0, molecule two, results in sharp kinks in the coverage vs. gas com- 
position curves, and, as a consequence, in the reaction rate variations. For 
example, if the CO molar fraction in the mixture y, is less than 0.389, the 
surface is fully covered by oxygen; at y, > 0.525 the surface is covered by 
CO, and only in the interval y, < y < y, is the surface covered by the mixture 
CO + 0 and can the catalytic reaction proceed. The kinetic phase transitions 
occur at the points y, and y,. Using the ZGB model, these authors have found 
conditions at which periodic interaction of the metal alternately with CO and 
0, results in greater production output than interaction with the mixture 
CO + 0,. 

Further development of the ZGB model has been used in the investigation 
of other lattice types, for instance, the hexagonal one, the account of the 
desorption rate diffusion, and the finite reaction probability The 
stationary process of CO oxidation is possible only in the middle region of 
g,, values. At the extreme points of this interval, kinetic phase transitions 
shows an abrupt change of catalytic activity. Recent experimental 
agrees in general with the ZGB theory. 

Experimental data on the kinetics of 2-D phase transitions have been few 
in number for a long time, but recently more extended studies have been 
undertaken672 due to the progress of two methods: Video-LEED (dynamic 
LEED studies) and tunnel electron microscopy. The first of these methods 
has an evident disadvantage since it can be used only in a high vacuum. 
Besides, the vast majority of investigations have been performed at the abrupt 
conversion of the equilibrium into the nonequilibrium phase by way of rapid 
temperature increase or decrease. Such a procedure does not enable us to 
study initial stages of phase formation, i.e., the stage of nucleation. 

The kinetics of 2-D phase transformations has been studied in detail for 
adsorbed 0, layers at W(110), S/Mo(l lO), 0, and CO/Ir(100) and Pt(100), 
as well as for the kinetics of the reconstruction of the clean Si(1 l l )  surface. 
In the last case the silicon surface transforms from a (2 X 1) structure at low 
temperature to a (7 X 7) structure at a high one. In all cases the kinetics 
corresponds to the growth of the already formed islands of the new phase 
according to the law L - tn, where L is the linear size of the island and 
n = 0.33 to 0.5. There are also examples of the cooperative effects in 2-D 
phase transitions. For example, the conversion of the structure (1 X 1) into 
(1 X 5) has been observed on clean Pt(100) followed by the transition into 
the hexagonal phase as a result of the shift of linear atomic layers. 
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FIGURE 9.13. Temperature dependence of the rate constant of NiO reduction by hydrogen 
in the vicinity of the Neel point. (From Delmon, B. and Roman, A., Trans. Farraday Soc., 67, 
971, 1971. With permission.) 

9.4. CATALYSIS IN THE VICINITY OF THE PHASE 
TRANSITION POINT 

The problem of catalytic transformations in the vicinity of the phase 
transition point is worthy of separate consideration. There is some information 
in the literature that the formation of the new phase in the process of catalysis 
and adsorption can promote or inhibit the catalytic reaction or radically change 
its rate. Singularities in the temperature dependence of a catalytic reaction in 
the vicinity of the phase transition point should be expected for rapid non- 
diffuse phase transitions like those of martensite or for transitions of the type 
antiferromagnetic * paramagnetic and ferroelectric $ paraelectric. 

The theory of such processes has been considered by S ~ h l . ~ ~ ~  The degrees 
of freedom of particles in thermally activated motion are coupled to the 
parameter order associated with a phase transition of the bath, fluctuation in 
this parameter causing a modulation of the activation bamer near To. The 
data by Delmon and Roman674 on the rate variation of NiO reduction by 
heterogen are presented in Figure 9.13. It is seen that the abrupt change of 
the NiO reduction rate takes place in the vicinity of the Neel point when NiO 
transits from the ferromagnetic to the paramagnetic state. 

Systematic studies of the catalytic and adsorption properties of ferro- 
electrics in the vicinity of the Curie point To (the transitions ferroelectric * 
paraelectric) have been undertaken at the Institute of Chemical Physics using 
ESR.636 The Curie point of barium titanate (403 K) is offset by several degrees 
on adsorption of different gases, donors and acceptors shifting it to opposite 
directions, namely, NO and oxygen increase To, but CO and propylene de- 



Phase Transformations in Catalysis 

FIGURE 9.14. The transition: ferroelectric FL paraelectric in BaTiO,. Variation of Fe" ESR 
signal intensity in BaTiO, in vacuum and after adsorption of different gases.636 (1)  Vacuum; 
(2) 0 2 ;  (3) C3H6; (4) CO. 

crease it (see Figure 9.14). ESR lines of Mn2+ and Fe3+ ions contained in 
BaTiO, as natural impurities serve as indicators of the ferroelectric transitions 
in this case. These lines are observed in the cubic paraelectric phase and are 
not present in the tetragonal ferroelectric one. As a result of sample poly- 
crystallinity, the transition is spread by several degrees. 

Ferroelectric phase transitions, in turn, affects catalysis and adsorption; 
for instance, adsorption of reagents and CO oxidation occur at the paraelectric 
BaTiO, phase but do not occur at the ferroelectric one. The temperature 
dependence of the BaTiO, reduction rate by carbon monoxide is shown in 
Figure 9.15. In the course of catalytic reduction the Mn4+ ion transforms into 
Mn2+. This process was traced using ESR spectra. Arrhenius dependence 
inflects at point To. The catalytic process of CO oxidation proceeds through 
the mechanism of alternative oxidation and reduction of the catalyst. Kinetic 
behavior alters in the region of the ferroelectric phase transitions; the rate of 
catalyst oxidation can be proportional not only to the pressure of O,, i.e., 
the gas-oxidizer, but to CO, i.e., the gas-reducer, as well. The role of CO 
in this case resides in the fact that it shifts Tc in the direction favorable for 
adsorption and catalysis.636 Kiselev et al.675 observed anomalies on adsorption 
of H20 and NH, on VO, in the vicinity of the point of semiconductor-metal 
transitions. 

Sharp decrease of the sticking coefficient that was observed by many 
researchers at the point of phase transition is one such anomaly. The oxygen 
sticking coefficient vs, coverage at Ni(100) is shown in Figure 9. 16.676 It is 
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FIGURE 9.15. Temperature dependence of Ba(Mn)TiO, reduction rate by carbon monoxide 
using kinetic measurements of Mn2+ ESR signal (1) and CO absorption (2) (the kink point 
corresponds to the Curie temperature).636 

seen that the transition from one structure to another is accompanied by the 
minimum, which is likely due to passing through an unordered state. 

Oxidation reactions on an oxide surface in the presence of a small doping 
amount of metal may serve as examples of nonequilibrium phase formation 
in catalytic conditions. Ilchenko et revealed that a small amount of 
platinum activates oxide catalysts of oxidation, for example, V205. 

Using the method of scanning calorimetry, Bychkov et al.678 studied in 
situ methane oxidation into CO, and H20 over supported Pt/V20, catalyst 
with a very small Pt contamination of 0.15%. Heating Pt/V205 catalyst up 
to 823 K in the reaction mixture resulted in the formation of well-known V204 
stable phase. The presence of this phase is confirmed by the appearance of 
a heat effect of the reverse phase transition at 341 K: V204 (monoclin.) G 
V,O, (tetragon.). The stable phase was completely inactive in the catalytic 
process at 548 K. 

At the same time the reduction by methane at 548 K results in the for- 
mation of the metastable phase of reduced vanadium oxide. Under these 
conditions 20 to 25% of oxygen is removed from the catalyst, and its effective 
stoichiometric formula is close to V204 as well. However, the heat effect that 
is characteristic for the transition V204 (monoclin.) @ V,O, (tetragon.) is 
not observed. The stable catalytic activity of the metastable phase remains 
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FIGURE 9.16. The sticking coefficient s as a function of coverage 0 on Ni(100) at different 
temperatures (arrows indicate the appearance of 2-D phase).676 

unchanged on cooling the catalyst to 458 K. The temperature of this reoxi- 
dation by oxygen is almost 200°C lower than that of the stable phase. The 
low-temperature (323 to 623 K) oxidation stage of the metastable phase has 
anomalous high heats AH (340 to 500 Idlmol of 0,). On heating, the met- 
astable phase V,O, transforms into the stable one with high heat liberation. 

Study of the surface of the WV205 catalyst with the aid of XPS shows 
that the surface of the oxide phase after the catalytic process contains vanadium 
atoms in the oxidation degrees 5 + , 4 + , and even lower than 4 + for both 
stable low-active and metastable high-active phases of V,O,. Surface com- 
positions of active and inactive phases are little different from each other. 
As to the platinum state, XPS data indicate that on heating in a methane 
atmosphere the catalytic activity of the supported WV,05 catalyst aries si- 
multaneously with the disappearance of the oxidized Pt forms (with the elec- 
tron binding energy of 4D5,, state 317.1 eV) and with the appearance of 
metallic Pt (with the binding energy of 3 14.1 eV) . 

Hence, CH, dissociation at Pt clusters occurs in the reaction of CH, 
oxidation over WV205 catalyst 

Pt + CH, -+ Pt - H + Pt - CH, 
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Atomic hydrogen diffuses in the V205 phase and reduces it to the non- 
equilibrium V204 phase 

The nonequilibrium V,04 phase makes easier oxygen transport to the 
boundary of Pt/V,O, where the methane oxidation takes place. Adsorption 
sites of 0, and CH, are likely separated in this case. 



Chapter 10 

NONEQUILIBRIUM STATES OF CATALYST 

In Section 9.2. we gave a set of examples that demonstrated the formation 
of a nonequilibrium near-surface layer in the course of catalytic reaction. The 
reaction of the active site deactivation compared with the rate of the catalytic 
transformation keeps it in the active state. 

In the simplest case, interaction between the catalyst C and the reagent 
R can be represented by the scheme 

In this scheme Step 1 is the formation of an intermediate complex CR*, 
Step 2 is the formation of the reaction product P and the catalyst C* in which 
atomic spacing and valence angles are different from the initial catalyst state 
C, and Step 3 is the return (relaxation) of the catalyst to the initial state. One 
can conceive a more complicated scheme, for example, the scheme in Equa- 
tion 10.2 with the reverse catalyst transition from the umelaxed state C* to 
the relaxed one C 

The relation between the rate r2 of the catalytic Step 2 and the rate r, of 
the relaxation Step 3 in Equation 10.1 defines the behavior of the whole 
process. When r, > r2, the reaction step can be omitted in the kinetic scheme. 
If r, > r,, the specific role of umelaxed and, to some extent, nonequilibrium 
active structures of the catalyst should be taken into account. 

If the activity of structure C* is greater than that of C, the catalytic process 
proceeds dominantly via an "excited" C* structure. We have already pointed 
out that characteristic catalytic times are of the order of 10-2 to 102 S. Hence, 
if the relaxation time is close or exceeds this value, the relaxation step can 
significantly affect the catalytic one. As we demonstrated in Section 7.1, this 
results in nonequilibrium catalytic effects. Electron transport processes be- 
tween the catalyst surface and its bulk have the shortest times in a solid. 

10.1. NONEQUILIBRIUM ELECTRON TRANSITIONS 
IN ADSORPTION AND CATALYSIS 

The simplest adsorption stage is the trapping of an electron or hole by 
the surface. It can have different characteristic times. Studies of the electric 
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field effect in silicon, germanium, and other covalent semiconductors revealed 
the existence of "fast" surface states with the cross-section of U - 10-l3 to 
10-l5 cm3, which corresponds to the time 10-8 to 10-l0 S, and "slow" 
surface states with U - 10-'8 to 10-21 cm3 and corresponding time 10-4 to 
10-' S. "Superslow" traps with the cross-section U = 10-20 to 10-30 cm3 
have been observed. They are likely connected with the adsorption states. It 
is precisely these superslow states that define surface charging and potential. 
In this case the trapping times vary in the interval 10-' to 103 s at low 
temperatures, which equal or exceed the characteristic times of the catalytic 
reaction.I3' For such times the suggestion of the electron equilibrium in the 
system, as was assumed in the so-called "electron theory of catalysis" on 
semiconductor surfaces, which was in general use in 1950 to 1980, seems to 
be incorrect.642 

The kinetic of slow conduction relaxation in the process of charge carrier 
trapping has been a subject of a number of works (see, for example, the 
review in our An expansion of the function Au,(t) in a series of 
exponents is the most common. The first exponent accounts for the recon- 
struction in the closest surrounding of the center which has captured an 
electron; the second one is due to more distant fragments, etc. One of the 
most successful approximations is the so-called Kocs law 

where T and a are parameters. 
Usually for dry media or in a vacuum a = 0.3. Kiselev and K r y l o ~ l ~ ~  

have proved the validity of Kocs law with a large number of experimental 
data concerning the relaxation at a Ge or Si surface. The characteristic re- 
laxation time T,  varies with increase in temperature according to the law 

where AE, depends strongly on environment. 
The AE, value cannot be considered as the true activation energy. Strictly 

speaking, the function Au,(t) in Equation 10.3 is nonexponential, and, there- 
fore, AE, can be regarded as some effective parameter. Weak dependence of 
T,  on T for Ge and several other semiconductors points out that the tunnel 
mechanism can be a possible mechanism of charge exchange between slow 
states and the conduction zone of a semiconductor. 

Frenkel was first to show that an electron capture increases the probability 
of defect origination exp (@T) times, where E, is the well depth of the 
trapping center in the forbidden band of semiconductors. The energy con- 
sumed in the process of reaction of the defect is compensated by the energy 
released in the process of electron capture. The greater E, is, the less effective 
the multiphonon energy dissipation is, and, in contrast, the more effective, 
the process to create a defect transfer into vibrational energy of the defect is. 
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Vinetsky and Khol~daF'~ have shown that the temperature threshold (T,) of 
the defect formation in an ionic crystal obeys the relation 

where E, is the energy of the defect formation, E, is the depth of a polaron 
level, E, is the energy of the trapped electron measured from the bottom of 
the conduction band, R is the density of states in the zone (-1019 cm-3), N 
is the number of lattice nodes (-1OzZ and V is the crystal volume. 

It has turned out that in many crystals the defects arise at rather low 
temperatures, T, S 150 K. The energy of the defect formation is even lower 
at the surface; therefore, T,, < TL, (S and B superscripts mean "surface" 
and "bulk", respectively). 

Trapping by the adsorbed molecule is a special case of electron capture 
by a defect. If electron levels at the trapping center are deep enough, the 
value of released energy is greater than half the forbidden band width, and 
is usually more than the energy of lattice phonons by a factor of 10. The 
probability of energy transfer in the process of simultaneous creation of a 
large number of phonons is low. Therefore, when the adsorbed molecule traps 
an electron, its vibrational modes usually become excited. As a rule, the 
lifetime of local vibrations of the adsorbed complex is much longer than 
vibrational relaxation times in condensed media. In the course of relaxation, 
chemical transformation of the adsorbed molecule or its desorption is 
possible. '32 

Kiselev et studied experimentally the dissipation of energy released 
in the process of trapping the charge carriers in slow adsorption states of Ge 
arising on adsorption of polar molecules: HzO, D,O, CH30H, NH,, and 
benzoquinone. The relaxation has been found to be accelerated on adsorption 
of polar molecules at the Ge surface and accompanied by the simultaneous 
increase of AE relaxation value and the frequency factor T; ' . In this case the 
relaxation occurs due to electron-vibrational interaction in the whole complex: 
adsorbed molecule plus active surface site plus adjacent bulk atoms of a solid. 

The total potential energy of the system as a function of the configuration 
is shown in Figure 10.1 .680 The charge transfer from the free (Curve I) to the 
localized state (Curve 11) in the trapping process results in significant atomic 
rearrangement at the center of localization. The bond strengthening is accom- 
panied by a change of the coordinate Q, -, Q,. The larger is the shift in AQ, 
the less is the overlap integral for electron wavefunction (dashed curves) 
which defines the transition probability from I to 11. In isolated complexes 
the energy of electron transition gives rise to excitation of high vibrational 
levels. In this case the activation energy AE, is determined by electron ex- 
citation into the conduction band (E,,), i.e, AE, = E,, - F, where the 
subscript S refers to "surface" and F is the Fermi level. If an adsorbed 
molecule is surrounded by another adsorbed molecule, the energy exchange 
between them requires substantially fewer lattice phonons participating in the 
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FIGURE 10.1. The total energy in the system "electron-lattice" as a function of the config- 
uration coordinate. (From Kislev, V. F., Kozlov, S. N., and Levschin, N. L. ,  Phys. Status 
Solids, 6 ,  93, 1981. With permission.) 

process. The overlap integral increases with the increase of the vibrational 
level number (see Figure 10. l), and transitions between higher vibrational 
levels, for example, I, + 11, or I, 4 11,, become more probable than 
I, + 11, as in the first case (in the absence of other adjacent molecules). The 
activation energy increases: AE, = E,, - F + hv, where hv is the energy 
transferred to the ensemble of adsorbed molecules. Due to the larger overlap 
integral and more effective energy dissipation, the frequency factor 7;' in- 
creases more effectively than exp (-  AEJkT). This is also true for all ex- 
perimentally studied molecules at the Ge surface. A linear constraint between 
lg~;' and AE, is attributed to characteristic properties of energy dissipation. 
The probability of energy dissipation increases with the increase in surface 
coverage. 

Later, the same group of researchers6" proved the direct participation of 
trapped electrons and holes in catalytic reaction at the surface. Upon light 
exposure of modified silicon (Si + F or Cl) by light with hv > 2E,, the 
linear dependence of the yield of HCOOH dehydrogenation 
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where hv is the quantum of vibrational excitation of the adsorption complex, 
was observed on a number of recombined charge carries. An average quantum 
yield increases with the growth of hv - 2E,. This result cannot be understood 
in the context of "the electron theory of catalysis at  semiconductor^",^^^ but 
it can be explained by the electron-vibrational capture model, i.e., excitation 
of vibrational modes of adsorbed c ~ m p l e x e s . ' ~ ~  

In a number of studies carried out at the Institute of Chemical Physics, 
it was shown that electron or hole transport to adsorbed molecules can be 
performed at a considerable distance from the solid bulk. Adsorption does 
not require the immediate overlap between orbitals of adsorbed molecules 
and a surface atom-active site. It has been shown in these studies that a 
granule of oxidation catalyst can consist of a rather thick envelope of a certain 
composition and the kernel of another one, i.e., the nonequilibrium structure 
is formed. It can be suggested that a thickness of such an envelope should 
correspond to the thickness of a layer of "net charge transfer" via the tunnel 
or polaron mechanism from an electron donor or acceptor in the catalyst bulk 
to the surface molecules. Net charge transfer leads to the following motion 
of atomic particles, for example, oxygen diffusion in the oxide that often 
limits the rate of catalytic oxidation. 

The well-known phenomenon of adsorboluminescence was discovered by 
Roginsky, Kadushin, and Rufov131 at the Institute of Chemical Physics. Il'ichev 
and Rufov6" studied in detail its characteristic properties on 0, adsorption at 
the oxide surface. Oxygen adsorption on MgO is the most extensively studied 
case. On the basis of these experiments, the diffusion model of oxygen 
adsorboluminescence on magnesium oxide has been proposed.683 On oxygen 
adsorption, a substantial proportion of 0, is in a weakly bound mobile state. 
Mobile oxygen interacts with F-centers when they come within short distances 
of each other. An electron tunnels into the 0, molecule, resulting in 0;-ion- 
radical formation. Then 0; migration occurs, followed by the secondary 
electron t u ~ e l i n g  into the V,-center of MgO, with the formation of the excited 
(02Z)* complex accompanied by emission of a luminescent quantum. The 
process can be represented by the following scheme 
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where k, is an adsorption rate constant, k2 is that of adsorption of mobile 
oxygen, and k, is the rate constant of mobile oxygen trapping by defects. 

The activation energy of the oxygen diffusion over the MgO surface is 
equal to 15 kllmol, the probability of elementary diffusion jump per unit time 
exceeds 5 10- l, and the diffusion coefficient D > 10- l0 cm2/s. 

Electron transfer probability depends on the distance between the F-center 
and 0, molecule, according to the well-known law which is typical for electron 
tunneling at a large distance 

where ro is a radius of electron +-function of the acceptor. 
It has been calculated that on oxygen adsorption the luminescent emission 

depletes the donors up to a depth of 2 nm from the MgO surface. Cross- 
section is of the order of 10-l2 cm2, and it is likely defined by the characteristic 
properties of electron tunneling to mobile oxygen and by the following re- 
laxation. 

The characteristic time of solid excitation induced by oxygen adsorption 
can be estimated from these works. The calculated value is - 100 S. Actually, 
these times are significantly less. Thus, the earlier reported value is 
-10; S which is still a very long time. Roginsky and Rufov observed a 
luminescence of a solid in the course of hydrogen oxidation and N20 decom- 
position over Mg0.684 E r e m e n k ~ ~ ~ ~  observed a similar effect during N,O 
decomposition on thorium. 

10.2. MULTIPHASE CATALYSTS 

10.2.1. NONEQUILIBRIUM PROCESSES IN MULTIPHASE 
CATALYSTS 

In Chapter 9 we already considered the nonequilibrium phase transitions 
occurring in the process of catalytic reaction. It was shown that in several 
cases adsorption and a catalytic reaction can proceed according to the mech- 
anism of the phase transformation, i.e., nucleation and growth even in con- 
ditions of stationary catalysis. Despite the requirements of equilibrium ther- 
modynamics (the phase rule), simple catalytic systems can convert into two- 
phase systems in the course of catalysis. 

Multicomponent catalysts are, as a rule, multiphase systems. SpenseP6 
has shown that in the multicomponent system the previously mentioned ther- 
modynamic restrictions concerning the multiphase state, in accordance with 
the phase rule, are absent. Such restrictions are true only for the two-com- 
ponent system. In many cases the multiphase state is of fundamental impor- 
tance in devising active and selective catalysts. 
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One of the benefits of the multiphase system is the possibility of inter- 
mediate species transport from one phase to another, thus, shifting the un- 
favorable equilibrium conditions. 

In Section 8.1.3 we presented Equation 8.22. It follows from this equation 
that the endothermicity of intermediate stages can be overcome on account 
of substantial concentration increase of the intermediate XI in the left-hand 
side of the stoichiometric equation, or due to substantial concentration de- 
crease of the intermediate X, in the right-hand side of the equation. The 
second case seems to be of widespread occurrence in heterogeneous catalysis. 

One of the pioneer investigators of this problem was we is^,^^' who studied 
in detail hydrocarbon transformations over so-called bifunctional catalysts. 
In particular, it was shown that in the reforming reaction over supported 
Pt/Al,O, SiO, catalyst, n-paraffin dehydrogenation into n-olefins occurs at 
platinum, but further skeletal isomerization of n-olefins into iso-olefins pro- 
ceeds at A1,0, or aluminosilicate. High rates in this reaction can be reached 
as a result of spatial separation of different steps. Suppose that the reaction 
runs as follows 

k l k, 
A(n-paraffin) B(n-olefin) -, C(iso-olefin) (10.7) 

k-l 

where the equilibrium constant for the first step is K = kl/k-, << 1. If both 
steps are of the first order, the summary reaction rate is 

A proper choice of rate constants k, and kl may substantially increase output 
C according to the scheme (Equation 10.7) in comparison with a simple 
consecutive scheme A + B + C. It is possible to arrange by choosing one 
phase for stage A + B, and the other for stage B C, provided that a high 
removal rate of B intermediate from the reaction zone A F?. B is realized. In 
this case the maximal rate of B production is limited by the rate of diffusion. 
Taking into account the rate of diffusion, Weisz found the following expres- 
sion for the reaction rate 

where D is the diffusion coefficient and L is the diffusion distance for B 
molecules which is of the order of the size of catalyst particles or interparticle 
spacing. 
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Increasing the diffusion coefficient as well as decreasing the distance 
between dissimilar catalyst particles facilitates the attainment of complete 
conversion. Even higher selectivity can be obtained for more complicated 
cases with a set of consecutive and parallel stages proceeding on different 
phases. 

W e i ~ z ~ ~ ~  pointed out that the simplest method to check the joint action 
of different components is the method of mechanical mixing. It consists of 
the comparison of a separate action of catalysts X and Y with the action of 
catalyst mixture X + Y, which is composed of equal amounts of X and Y. 
If the reaction rate in the last case is higher than the sum of rates for the 
individual catalyst, it implies that the process is multistep, with the partici- 
pation of different phases. The order of conversions can be established in 
experiments with different layer-by-layer catalyst mixtures. Using this tech- 
nique, Weisz has proved that the reactions of isomerization, hydrocracking, 
and paraffin hydrogenolysis are multistep. He found the optimal selectivity 
conditions for different products and defined the realization criterion of the 
multistep reaction using an expression of the type in Equation 10.9. An 
estimation with a typical gas-phase diffusion coefficient D = 2 10-3 cm2/s 
and a reaction rate value dN/dt = 10-6 moV(s cm3) gives 

where P, is the partial pressure of the intermediate B in bars and L is the 
characteristic size of catalyst particles. For mechanically mixed particles with 
L = 10-4 cm, the reaction can pass even if the intermediate is created in the 
gas phase with a partial pressure P, = 10-7 bar. Using similar criteria, 
different active and selective catalysts with particles of optimal size have 
been developed for such complicated catalytic processes as hydrocarbon re- 
forming and cracking, the transformation of xylene into ethylbenzene, and 
others. 

Thus, the endothermicity in catalysis may be overcome both due to the 
generation of a superequilibrium concentration of active sites and due to 
continuous removing intermediates to other reaction zones. 

we is^^^^ considered nontrivial multistage reactions of the type A * B 
+ C from the viewpoint of thermodynamics as well. The summary variation 
of the free energy AG,, must, of course, be negative, but an intermediate 
stage can, in his opinion, have a positive value. In the case of simple mono- 
molecular transformation we have 

and Equation 10.10 transforms into the condition 
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FIGURE 10.2. Catalytic chromatogram obtained for cyclohexane dehydrogenation into ben- 
zene over WAI,O, catalyst.@"' 

One can conceive of even a more trivial case, i.e., a reversible ther- 
modynamically unfavorable reaction without intermediates: A G B + C. In 
this case the shift of unfavorable equilibrium may occur as a result of con- 
tinuous migration of X component to other surface sites with higher adsorption 
binding energies. Roginsky et al.688 were the first to investigate the so-called 
chromatographic regime in the catalytic reaction of cyclohexane dehydro- 
genation into benzene over supported Pt/A1,0, catalyst 

At 400 to 500 K this thermodynamically unfavorable reaction can be almost 
absolutely shifted to the right in the pulse regime when adding cyclohexane 
portions to the flow of inert gas. In the reaction zone the concentration of 
intermediates is significantly lower due to continuous removal of reaction 
products. A typical "catalytic chromatogram" shown in Figure 10.2 repre- 
sents the concentrations of reaction (products) just behind the reaction without 
special separation. It is seen that benzene and cyclohexane outputs are sep- 
arated. The conversion degree of cyclohexane into benzene vs. lgllc in the 
chromatographic regime (Curve 1) is shown in Figure 10.3 in composition 
with the equilibrium Curve 2 and Curve 3 for the stationary dynamic regime. 

The theory of catalytic reactions in the chromatographic regime was 
developed by Roginsky and co-workers.689 In particular, it was shown that 
especially high enhancement of endothermic reactions should be expected at 
small equilibrium constants and, on the contrary, high rate constants. Doping 
the catalyst with adsorbent which adsorbs dominantly only one of the reaction 
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FIGURE 10.3. The conversion degree a as a function of lg (llc) in the reaction of benzene 
dehydrogenation. ( 1 )  Chromatographic regime; (2) equilibrium curve; (3) in a flow setup.688 

products (for example, C6H6 in the reaction of cyclohexane dehydrogenation) 
can result in still further shifting of the reaction to the right. So, in this case 
the benefits of the multiphase system are also evident. 

 pone^^^' has pointed out that the activity and selectivity of some reactions 
can be enhanced using zeolites as adsorbents of the reaction products. For 
example, zeolites have been used for removal of water in some reactions of 
condensation and for removal of lower alcohols in exchange reactions of 
alcohols with esters. 

In conditions of stationary heterogeneous catalysis the gradients of catalyst 
composition inside each of the phases can arise along with the concentration 
gradients of intermediates migrating in pores between different phases or via 
the mechanism of surface diffusion. S ~ h m a l z r i e d ~ ~ ~  studied in detail the mech- 
anism of gradient origination for redox reactions of oxides. He considered a 
crystal of MO oxide having two boundaries with different partial oxygen 
pressures P;, and P;, (Figure 10.4). In such oxides the 02- ions remain 
fixed, but there are fluxes of cations, cation vacancies, and holes due to the 
gradient of oxygen concentration. The motion is aided by the existence of 
some initial concentration defects. 

In solid solutions M(,,M,,8 the ions M:; and M?; migrate with different 
velocities. This leads to segregation in the initially homogeneous crystal. 
Using the solution Co,,M&,,O as an example, it has been experimentally 
shown that at different 0, pressure at two crystal boundaries it becomes 
enriched with CO on one side, and with Mg on another.691 If we have a 
combined crystal, for example, spine1 AB204 with a narrow interval of ho- 
mogeneity, then phase decomposition instead of segregation occurs. 
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FIGURE 10.4. The scheme of MO oxide crystal restricted from both sides by gas phases with 
different oxygen pressure (p',, and pug) (V is a cation vacancy; h, hole). (From Schmalzried, 
M., React. Solids, 1(2), 117, 1986. With permission.) 

as a result of accumulation of the more mobile A 0  component. The kinetic 
decomposition of spine1 was actually observed experimentally, including the 
formation of periodic layers with different phases of a type of Liesegang 
rings.692 It should be noted that such a kinetic decomposition has been observed 
in the presence of the gradient of oxygen potential as well as other gradients 
(temperature, mechanical compression, etc.). When the AB,O, crystal is 
maintained at surrounding, stationary oxygen, the crystal is absolutely stable, 
neither oxidation nor reduction occurs. 

In heterogeneous redox catalysis the stationary gradients of oxygen and 
vacancy concentrations can originate in multiphase catalysts only in the pres- 
ence of crystallographically coherent oxide lattices. This condition seems to 
be of fundamental importance in the development of active and selective 
oxidation catalysts. 

10.2.2. CATALYSTS OF PARTIAL OXIDATION 
The growth of catalytic selectivity for propylene oxidation into acrolein 

and acrylic acid is shown schematically in Figure 10.5 as a function of time. 
In the 1950s the best catalyst was Cu20 with a maximum selectivity of 50%, 
in the 1960s bismuth molybdate (with a selectivity of 85% and conversion 
of 82%). At the present time four-, five-, and six-component oxide catalysts 
are employed. The necessity of several components in active and selective 
catalysts of partial oxidation is not accidental. 
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FIGURE 10.5. The growth of catalyst selectivity in the reaction of propylene oxidation into 
acrolein and acrylic acid with an increase of catalyst components number for the past 40 years. 

We have studied the activity and selectivity of oxide catalysts of partial 
oxidation as well as the role of multiphase systems in In the 
complex Bi-Fe-CO-MO-0 catalyst of partial propylene oxidation into acrolein, 
the role of individual phases has been understood with the aid of X-ray 
structure investigation and Mossbauer spectroscopy in situ (in the course of 
the catalyst r e a ~ t i o n ) . ~ ~ ~ - ~ ~ ~  From the very beginning after preparation the 
catalyst consists mainly of four phases: P-CoMoO,, Fe,(MoO,),, P-Bi,(MoO,),, 
and an excess MOO, phase. Fe,(MoO,), and Bi,(MoO,), lattices are struc- 
turally close to each other. 

Experiments have been canied out for mixtures of C,H, and 0, at 3: 1, 
2: 1, and 1 : 1, respectively. In the course of the catalytic reaction the content 
of the Bi,(MoO,), phase does not vary, the concentration of CoMoO, increases 
to some extent, and the concentration of Fe,(MoO,) substantially decreases 
due to its reduction into P-FeMoO,. The last form originates only in the 
presence of the P-CoMoO, phase. The study of the Bi-Fe-MO-0 catalyst 
without CoMoO, revealed that the Fe,(MoO,), phase is not reduced. The pure 
Fe,(MoO,), phase also is not reduced in the course of the reaction. Thus, the 
iron-molybdate phase is the most labile under catalytic conditions; its reduction 
occurs due to the crystallographic coherency between P-CoMoO, and 
P-FeMoO, lattices, and the P-FeMoO, phase has been observed in the catalyst 
using Mossbauer spectroscopy. X-ray analysis fails to identify it because of 
the very close coincidence between parameters of the P-FeMoO, and 
P-CoMoO, lattices. Some enhancement of P-CoMoO, reflexes is due to the 
formation of P-FeMoO,. 

The output of the reaction product, i.e., acrolein, becomes stationary 
much more rapidly than the stationary phase composition. It can be explained 
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by the fact that the reaction occurs in the vicinity of the boundary between 
the oxidized and reduced phases of iron molybdates; the reaction rate depends 
on the boundary length rather than on the surface area of each phase. This 
length only slightly changes at different reduction degrees. 

The process of catalytic oxidation and reduction can be schematically 
written in the following form 

It is followed by the electron and oxygen exchange at the interphase boundary 

Co2+ ion from CoMoO, seems to take no part in the redox process of 
the acrolein synthesis because the change of CoMoO, by MgMoO, with a 
similar crystal lattice only slightly affects the catalytic process. 

Temperature dependencies of the isomer shift (IS) value in the Mossbauer 
spectrum of iron molybdate as well as the summary rate of the propylene 
oxidation r are demonstrated in Figure 10.6.697 The theoretical IS temperature 
dependence in Debye approximation is depicted by solid lines. Arrows mark 
the temperature boundary between selective and deep propylene oxidation; it 
corresponds to 680 ? 20 K. At lower temperatures, partial oxidation of C3H6 
into acrolein dominates; at higher ones total oxidation occurs. 

As seen from Figure 10.6, in air the IS temperature dependence (Curve 1) 
is in a agreement with the theoretical curve. The same is valid for experiments 
in situ at 300 to 520 K. However, at T 2 520 K, the isomer shift undergoes 
strong anomaly, deviates from the theoretical value, and reaches a constant 
value of 0.52 + 0.02 m d s  in the region of selective catalysis. In the interval 
520 to 680 K the IS described by Curve 2 varies in a reversible way. At 680 
K (the beginning of deep oxidation) substantial changes occur in the catalyst. 
A portion of P-FeMoO, increases, and the value of L = [Fe2+]/([Fe2+] + 
[Fe3+]) changes from 10 to 35%. Thereafter the temperature IS dependence 
is described by a straight line 3 with a slope differing radically from the 
theoretical value. The last dependency remains unchanged in the temperature 
interval 300 to 750 K in experiments in situ as well as in air. Irreversible 
changes of iron molybdate at 680 K are confirmed by X-ray data analysis 
which reveals its structural changes. 

The results obtained are explained in the following way. The anionic 
vacancy formation occurs at the boundary of the iron molybdate in the course 
of selective oxidation due to lattice oxygen elimination and to the formation 
of anionic vacancies 
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FIGURE 10.6. Temperature dependencies of the isotopic shift in the Mossbauer spectrum and 
of the summary oxidation rate of propylene r and the ratio L = [Fe"]/[Fe2+ + Fe3+] for Co- 
Bi-MO-Fe-0 catalyst. (1)  In air; (2) in situ in the region of selective propylene oxidation into 
acrolein; (3) in siru after experiments at 680 K (arrows denote the boundary between the partial 
and total oxidation). (From Krylov, 0. V. et al., J .  Catal., 25, 948, 1984. With permission.) 

Thermally activated vacancy ionization results in the appearance of an excess 
negative charge that affects the electron state of iron ions in the molybdate. 
Spectral changes of the whole iron molybdate crystal are observed experi- 
mentally, which is indicative of a rapid migration of electron density over 
the excited [Fe2Mo,0,2-x0,]* crystal in a time of 10-' to 10-8 S. The iron 
ion transits from an initial 3d5 state into a 3d5 + A state. The last is intermediate 
between the states of Fe3+ in oxidized molybdate and Fe2+ in the reduced 
one. 

At the interphase boundary between iron and cobalt molybdates, 
Fe2(Mo04), reduces to FeMoO,. The close coincidence between P-FeMoO, 
and P-CoMoO, structures aids the formation of P-FeMoO, nuclei. The su- 
perequilibrium concentration of vacancies n, arises at the boundary between 
Fe2+ and Fe3+ molybdates in the course of the reaction. These vacancies can 
diffuse to the surface and serve as sites for oxygen dissociation adsorption 
from the gas phase with the formation of lattice oxygen 0'- (or 02). Oxygen 
adsorption likely occurs at the P-FeMoO, phase. The nonequilibrium polarized 
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[F~MO~O,~- ,U~]*  structure is a "transport channel" which supplies the nec- 
essary 0, amount to active sites responsible for propylene oxidation into 
acrolein. According to the above the latter sites are concentrated 
at the interphase boundaries. Irreversible changes of the Fe,(MoO,), phase 
occur in the region of deep oxidation. The amount of P-FeMoO, phase which 
cannot be reoxidized grows abruptly. The total C3H6 oxidation mainly involves 
surface molecular oxygen with the formation of CO and CO,, but not 0,. 

Based on the data obtained, the following conclusion about the role of 
different phases in a Bi-Fe-MO-CO-0 catalyst of partial oxidation can be 
drawn. 

The P-FeMoO, phase is necessary for oxygen adsorption 

The defective structure of partially reduced Fe,(MoO,), is a good con- 
ductor for oxygen ions. An 02- oxygen ion migrates to the boundary between 
the Fe2(Mo04), and Bi,(MoO,), phases where adsorption and activation of 
propylene, followed by the reaction of formed ally1 with oxygen, occur 

Oxygen and electron exchange take place at the interphase boundary. The 
CoMoO, phase stabilizes the nonequilibrium phase P-FeMoO, in a process 
of reaction which is structurally coherent with it. 

The active sites in the reaction of oxygen and propylene with the catalyst 
are concentrated in the vicinity of FeM00~1Fe,(Mo0,)~ and Fe,(MoO,),/ 
Bi2(Mo04), interphase boundaries, respectively. The concentration of active 
intermediates at these sites can be substantially increased in comparison with 
the monophase catalyst that, in turn, increases the activity. The activity of 
the multicomponent catalyst is two orders of magnitude higher than the activity 
of bismuth molybdate catalyst, while the selectivity is practically the same. 
The relative arrangement of different phases in the operating catalyst is shown 
in Figure 10.7. 

So, the enhanced activity and selectivity of the complex oxidation catalyst 
are explained by separation of the following steps: the hydrocarbon activation, 
oxygen adsorption, and its diffusion between different phases. Nonequilib- 
rium vacancy concentrations together with concentration gradients of lattice 
oxygen appear in the catalyst. To prevent the undesirable reaction of deep 
oxidation, the absence of active 0; and 0- forms is required in the vicinity 
of an activated molecule. 

In order for the deep oxidation process at molybdate catalysts to be 
understood, the Weisz method of comparison of the activity of the complex 
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FIGURE 10.7. Relative position of phases in the operating CO-Bi-MO-Fe-0 catalyst in the 
reaction of propylene oxidation into acrolein (Fe2Mo0,0,2_,o, phase-containing vacancies is 
shown by hatching; here q is an oxygen vacancy in the anion lattice; hollow arrows show the 
path of oxygen through the catalyst; black arrows denote electron exchange). (From Krylov, 
0. V. et al., J. Catal., 25, 948, 1984. With permission.) 

catalyst with the activity of separate components has been used.698 In the 
process of propylene oxidation over a CoMoO, + MOO, or over a CoMoO, 
+ Bi,(MoO,), mixture the overadditive propylene conversion compared with 
the sum of conversions over each component has been observed. The outputs 
of acrolein and CO, are practically additive, but CO output increases sub- 
stantially (tenfold and more). This is explained by the fact that there are 
intermediates at one or both phases which can desorb into the gas phase and 
convert into CO on adsorption at another phase. 

Experiments with a two-layer arrangement in the reactor have been per- 
formed on individual components to investigate their part. The overadditive 
increase of propylene conversion was not observed when CoMoO, was first, 
and Bi,(MoO,), behind it along the way in the reagent mixture (5% of C3H6 
in air). In the opposite arrangement CO output increases more than tenfold. 
This is indicative of the formation of active intermediates X at bismuth 
molybdate followed by their conversion at CoMoO, 

Bi,(Mo,), CoMoO, 
C3H6 + 0, - X - CO + H,O 

Further experiments for freezing out this X intermediate in the ESR cavity 
have shown that X is a radical. 

These data are supplemented by the data obtained with the aid of Moss- 
bauer s p e c t r o s ~ o p y ~ ~ , ~ ~ ~  that elucidate the part of different phases of the 
Bi-CO-MO-Fe-0 catalyst. Coverage of the CoMoO, phase by another one is 
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necessary to prevent the undesirable reaction of total oxidation. Nevertheless, 
in a number of works on this subject a statement is made that in stationary 
conditions the catalyst is always monophase. Thus, SleighP9 relates the 
selectivity of a modified oxide catalyst to the vacancy formation in the catalyst 
lattice. Forzatti et al.700 have pointed out that highly selective Te-containing 
catalysts are monophase and form CdTeMoO,, CoTeMoO,, MnTeMoO,, and 
ZnTeMoO, phases. 

In the majority of papers that apply X-ray analysis of oxide catalysts, 
these catalysts have been shown to be multiphase. Even though a catalyst is 
initially monophase, it becomes multiphase in the course of the reaction 
because of segregation inducted by concentration gradients. For example, in 
contrast to the results obtained earlier,700 the same authors701 found that a 
Te-MO-0 catalyst of propylene ammoxidation converts in the course of the 
reaction into a mixture of phases (TeO,, TeMo5016, MOO,, and Mo60,,). 

An Fe-MO-0 catalyst of partial methanol oxidation into formaldehyde 
includes an excess of a MOO, phase together with an Fe,(MoO,), phase. 
Stabilization of these phases on an a-A1,03 support has a beneficial effect 
on the establishment of constant catalyst activity.702 Application of Mossbauer 
spec t ro s~opy~~~  revealed that in an Fe-MO-0 catalyst with a ratio MoIFe = 
2:4, there are a-FeMoO, and a metastable phase, with the Fe3+ ion being in 
a high-spin state in a distorted tetrahedron. 

Many researchers report that selective catalysts containing V205 are mul- 
tiphase. V205 doped with TiO, is a selective catalyst for oxidation of aromatic 
hydrocarbons. In this system the reduction of V205 is promoted by the struc- 
tural correspondence between VO, and TiO, phases.704 However, in V205 
there are also crystallographic directions similar to those of the anatase lattice. 
For example, the (010) plane of V205 is coherent with (001), (loo), and (01 1) 
anatase planes. On V205 reduction, a V6011 phase coherent with V205 is 
formed as Yabrov et al.'% have found the formation of a solid solution 
of V4+ ions in TiO, in the course of o-xylene oxidation. Yet catalysts with 
a higher (90%) content of this solid turned out to be less active. Cole et al.707 
have drawn a conclusion that atoms at the boundary between V205 and V6013 
are the active sites. 

The vanadium-phosphorus catalyst of selective butylene oxidation into 
rnaleic anhydride is usually considered to be monophase. However, C ~ u r t i n e ~ ~ ~  
and Bordes and Courtine708 have found in this catalyst the microdomains of 
a VOPO, phase along with (VO),P,O,. In this case the active sites also appear 
to be located at the interphase boundary. The multiphase state of the operating 
vanadium-phosphorus catalyst has been confirmed with the help of Raman 
spectroscopy in situ. 709 

A two-phase system arises in the reaction of stationary oxidation of ben- 
zene and xylene over V,O,-MOO,; these are VJVlo,O, and V205 phases 
enriched with MO. Ioffe and co-workers710 note that in contrast to the results 
of Yabrov et al.706, the thermal equilibrium state of the catalyst cannot be 
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reached under these conditions. Berry and Brett71' have found the segregation 
of a Sb,04 phase in the reaction of hydrocarbon oxidation over Sn, -, Sb,O, 
and V, -, Sb,04 catalysts. 

Courtine705 reviewed the whole aggregate of data on selective oxidation 
catalysts and arrived at the conclusion that multiphase systems are of fun- 
damental importance in redox catalysts. At nearby planes of the oxidized and 
reduced phases the atoms are in excited states compared with normal ones in 
the lattice bulk. Whereas in the oxide reduction process a stress at such 
boundaries is compensated for by the mechanical relaxation (for instance, by 
a crystallographic shift), in the stationary state part of the energy is transferred 
to the reagents. The ground energy state is turned back on reoxidation. Sup- 
ported oxide systems also operate due to the formation of coherent boundaries, 
at least in small areas. One can easily understand that these views agree very 
closely with the results of our work. 

Thus, in many cases (but not always) two- and multiphase systems arise 
in the process of oxidation catalysis over complex oxide catalysts.712 Cullis 
and Hu~kna i l ' ~~  have made an even more radical statement that solid solutions 
do not play an important part in catalysis. Multicomponent catalysts are always 
multiphase. 

One of the possible explanations of higher activity of a multicomponent 
system is also an increase in electron and ion conductivity of each phase in 
the multiphase system. As shown by Wagner,713 an increase in conductivity 
is observed, even though one of the phases is dielectric. For example, AgI 
conductivity increases in the presence of a small amount of A1203 that intro- 
duces additional defects into the system due to the interphase boundaries. 

As already demonstrated, in the stationary process the origin of concen- 
tration gradients of intermediates is of principal importance for multiphase 
systems. Such gradients allow an unfavorable shift in equilibrium conditions 
of intermediate stages. As an example of such an intermediate, take an oxygen 
ion migrating through the lattice in oxides. The phenomenon of interphase 
diffusion of active particles received the name spillover. 

De1mon714.715 suggested the new term "remote control" to designate the 
enhancement of the catalytic effect in multiphase systems. Other names are 
"synergy effect" and "phase cooperation". He gives numerous examples of 
such synergy effects, for example, in thiophene hydrogenolysis over supported 
(MoS, + CoS)ly-Al,03 catalyst, in isobutylene oxidation into metacrolein 
over SnO, + Sb204, in dehydration of N-methylformamide over 
MOO, + Sb204. He also intimated that our s t~d ie s@~-~% were among the first 
to suggest an important part of multiphase systems in catalysis. 

The effect of "remote control" is of practical use when preparing a 
catalyst in the form of several layers from different substances. Another 
practical application is to carry out a redox reaction with spatial separation 
of reagents using membranes. For example, DiCosimo and CO-workers716 
performed oxidative dehydrodimerization of propylene into diallyl C,H5-C3H5 
over Bi203 L40 ,  catalyst in the form of a disk separating C,H, and oxygen. 
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At 873 K the selectivity for diallyl reaches 76% compared with 38% without 
separation. 

10.2.3. CATALYSTS OF REACTIONS WITH HYDROGEN 
Nonequilibrium effects are also extensively distributed in catalysis on 

metals. Gryaznov et a1.717,718 have shown that the application of catalytic 
membranes fabricated of palladium alloys increases selectivity in the reaction 
of butane dehydrogenation into butadiene because of hydrogen removal on 
the other side of the membrane. Oxidation of diffusion hydrogen increases 
the butadiene yield. 

The part of surface diffusion in activity and selectivity of heterogeneous 
catalysts seems to be much greater than has been thought up to now. The 
hydrogen spillover discovered by Neikam and Vannice719 in the WWO, sys- 
tem provides H-atom transport from the metal to the oxide. In the absence 
of metal the hydrogen adsorption fails to occur on oxide. This phenomenon 
must be of fundamental importance in a reaction with hydrogen participation 
since it shifts the equilibrium of H-atoms. 

Spillover was also observed for CO and NCO species. Matyshak et al.720 
studied the diffusion of NCO species from the surface of Pt or Rh to y-Al,O, 
support and vice versa. These species are intermediates in the selective con- 
version of NO + CO into N, + CO,. 

The Fischer-Tropsch synthesis, which likely proceeds via the redox mech- 
anism, can also be explained by the formation of spatially separated active 
sites and by passing different reaction steps at different phases or at the 
interphase boundary. 

Wang and Eckerdt7,' showed that after the reaction, CO + H, over 
supported FeISiO, catalyst it consists of the phases Fe,O,, Fe,C, and metallic 
Fe. Bianchi et al.722 applied the method of Mossbauer spectroscopy to check 
the hypothesis according to which the activity of FelA1,0, catalyst is connected 
with the formation of carbides. It was shown that the reaction rate peaks on 
the reduced catalyst within the first hour of operation, and then drops. A 
mixture of X-Fe,,, and €-Fe,,, carbides is formed simultaneously. Using the 
response method, it has been yet shown that other carbon-containing surface 
compounds are the intermediates of this reaction. At the end of reduction the 
catalyst consists of 74% Fe0 and 26% Fe2+. 

According to the views of R o z ~ v s k y , ~ ~ ~  the synthesis of hydrocarbons 
and alcohols from CO + H, and the formation of surface carbides are con- 
jugated reactions. If the catalyst phase transformation and the catalytic reaction 
have a common stage, the catalytic reaction changes the rate of phase trans- 
formation. Point surface defects of iron carbide are the active sites in this 
reaction. The scheme of the reaction of synthesis can be represented as follows 

CO 
Fe,,, + H, Fe(H,) --+ Fe C OH, + FeC + H,O 

.It 
Fe C OH + Products of synthesis 
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It would seem reasonable that in reactions at iron catalyst the interphase 
boundaries between carbide and metal iron should be the phases of enhanced 
activity where the concentration of point defects seems to be especially high. 

As a result of a number of studies of Fischer-Tropsch synthesis at iron 
oxides with the aid of Mijssbauer spectroscopy and X-ray diffraction (XRD) 
in 724-728 a set of successive phase transformations has been established: 
Fe203 + Fe304 + ~'-Fe,,,c + x-Fe2,,C. It is interesting that the stationary 
operating catalyst consists of Fe,04 oxide and iron carbides, but does not 
contain the metal phase. Discussion about the possible role of carbides in the 
Fischer-Tropsch synthesis is being continued. Only the carbide phase has been 
found at the active iron catalyst promoted by potassium. Intermediate carbide 
~'-Fe,.,c is probably the most active phase in the reaction.726 The correlation 
between the initial rate of Fischer-Tropsch synthesis and the rate of €'-carbide 
formation has been 

In our it was shown that in the course of the Fischer-Tropsch 
synthesis a-Fe203 transforms into layer-by-layer structure consisting of Fe,04 
particles with an intercalated carbide phase. Such structures consisting of 
sequential oxide and carbide layers with a thickness of 2 to 4 nm are much 
more active than catalysts, which were preliminary subjected to shear defor- 
mation, and consist of separate oxide and carbide regions. The interphase 
carbide-oxide boundaries appear to be possible active sites for CO dissocia- 
tion. The length of these boundaries is much greater in intercalated particles 
than that of separated carbide and oxide ones. Using XRD in situ, it was 
found that the formation of the carbide phase coincides with the beginning 
of olefin production in the reaction outputs. 

The study of catalytic properties of specially synthesized Co,C and Co4C 
carbides revealed that they are at a considerable disadvantage in relation to 
supported CO-catalysts. The latter are 1 or 2 orders of magnitude more active, 
and their selectivity is shifted to the formation of heavier hydrocarbons. 
Catalytic activity of Co4C carbide is rather stable. At 468 K, the conversion 
parameters remain practically unchanged within 10 h of operation. However, 
the phase composition changes significantly. Many carbide lines disappear 
as a result of carbide transformations into other phases. It seems that in the 
case of oxide catalysts, the reaction likewise proceeds at interphase boundaries 
which may displace, though the total number of active sites does not sub- 
stantially vary. 

Colley et studied the reaction of the Fischer-Tropsch synthesis using 
the XRD method in situ at supported CoIMgO, Co/A1203, and CO-Mn/A120, 
catalysts. The formation of a new, earlier unknown Co(bcc) metal phase has 
been observed. 

S a ~ h t l e r ~ ~ ~  describes a number of cases when MnO and other oxides ( m 2 ,  
TiO,, and &03) alter the selectivity of CO hydrogenation, so that predom- 
inant formation of methanol, ethanol, and other oxygen-containing com- 
pounds is observed. One of the possible explanations of the influence of the 
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oxidized phase reduces to CO adsorption at the boundary between Mn and 
Fe-containing phases 

..O = C 
I 

Mn- 0 - F e  

The tilted CO molecule has more opportunities to react with a growing chain. 
Another explanation is based on the two-center model according to which 

not only the formation of CH,, but the growth of a carbon chain as well 
occurs at the metal phase. The chains are terminated at the oxide phase. When 
the content of oxide is large, the distribution of products is shifted in the 
direction of low-molecular hydrocarbons. 
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of electronically excited argon, 60 
of electronic energy, 55 
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activation energy of, 158 
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distribution of sites of, 165 
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rate constants for, 229-230 
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thermodynamics and, 187 
translational energy change during, 

92-95 
Adsorption-desorption, 158 
Adsorption-phonon mechanism, 85 
Affinity, 190, 191-195 
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specific types 
Alkanes, 110, see also specific types 
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decomposition of, 135, 194, 195 
oxidation of, 130, 156, 157, 206 
synthesis of, 192 

Ammoxidation, 257 
Angular distribution 

of carbon dioxide, 126 
of desorbed molecules, 94 

Angular-resolved-photoelectron spectra, 
22 1 

Argon quenching, 56-62 
Arrhenius dependence, 1 13 
Arrhenius diffusion coefficients, 160 
Associative desorption, 167 
Atomic beams, 91-92 
Atomic oxygen, 119 
Atomic recombination, 55, 12 1 - 125 
Auger neutralization, 106 
Auger spectroscopy, 100 
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Autocatalytic systems, 197, 198 
Autooscillations, 196, 199, 200, 201, 

202, 203 
Autowaves, 196, 203 

Balancing principle, 93 
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specific types 
Beam scattering, 148 
Beam temperature, 11 
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Bifunctional catalysts, 247 
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Bistable structures, 196 
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Boltzmann constant, 11, 40 
Boltzmann distribution, 127, 163 
Boltzmann energy distribution, 169 
Branched-chain reactions, 195 
Butadiene, 1 12, 259 
Butane, 259 
Butene, 114, 131 
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Calorimetry, 72, 238 
Carbon, 128 
Carbon dioxide, 126, 182 
Carbon dioxide crystal surface, 46-55 
Carbon dioxide dissociation, 108 
Carbon dioxide lasers, 1 17 
Carbon monoxide, 103 

adsorption of, 104, 224, 261 
desorption of, 1 18 
diffusion of, 159 
dissociation of, 260 
formation of, 224 
hydrogenation of, 260 
output of, 256 
oxidation of, 18 1, 205 

autooscillations of, 201, 202 
kinetics of, 224 
oscillations of, 204 
phase transformations and, 210, 

214, 223, 235 
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structure of, 225 

Carbonyls, 113, 119, see also specific 
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CARS, see Coherent anti-Stokes Raman 
spectroscopy 

Catalytic chromatography, 249 
Catalytic corrosion, 4 
Catalytic oxidation, 125-13 1 
Catalytic recombination of atoms, 

121-125 
CES, see Chemoenergetic stimulation 
Chain reactions theory, 3 
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Chemisorption, 92, 103 

activated, 104 
dissociative, 110, 122 
lifetime of molecules and, 137 
phase transformations and, 221 
precursors and, 156 
probability of, 1 12 
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efficiency of, 169, 175 
generation of, 17 1-175 
mechanisms of, 169- 17 1 
numerical estimations of effects of, 

175-176 
pulse generation of, 172-173 
stationary generation of, 174- 175 

Chlorine-substituted hydrocarbons, 1 13 
Chromatography, 249, see also specific 

types 
Coadsorption, 207 
Coalescence, 227 
Cobalt, 260 
Cobalt molybdate, 254 
Coherent anti-Stokes Raman 

spectroscopy (CARS), 21, 22 
Collisions, 15, 88, 156, 164 
Compensation effect, 156 

Condensation, 1 15, 1 16 
Cooling, 96, 97, 98, 106 
Copper, 36, 38-39, 84, 94 
Cosine-low angular dependence, 99 
Crystallography, 25 1 
Cyclobutane, 1 12 
Cyclohexane, 192, 200, 249 
Cyclopropane, 113 

Deactivation, 1 
chemoenergetic stimulation and, 179, 

185 
excited molecular, 24-28 
heterogeneous, see Heterogeneous 

deactivation 
hindered, 137 
impact, 48 
lifetime of molecules and, 137 
microscopic mechanism of, 39-42 
molecular energy, 1, 6 
probability of, 145 
radiative, 30 
rapid, 179 
rate constants for, 30 
surface, 79-82 
thermodynamics and, 187 
vibrational, 144 

De-Boer equation, 38 
Debye approximation, 253 
Decomposition 

of ammonia, 135, 194, 195 
of calcium carbonate, 209 
of ethane, 29 
of hydrazine, 133, 134 
of nitrous oxide, 13 1, 246 
selective, 119 

De Donder's equation, 191, 194 
Degrees of freedom, 10, 92, 187 
Dehydrochlorination, 120 
Dehydrodimerization, 258 
Dehydrogenation, 131, 192, 195, 244, 

249, 259 
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Desorbed molecules, 91- 100, see also 
specific types 

Desorption, 98, 102 
activation energy of, 154 
associative, 167 
of carbon monoxide, 1 18 
of hydrogen from copper, 94 
kinetics of, 156 
laser-induced, 23, 1 16 
lifetime of molecules and, 137, 138, 

140 
of nitrous oxide, 97, 120 
particle, 135 
from preadsorbed state, 153 
precursors and, 158 
probability of, 137, 140 
of pyridine, 117 
rate constants for, 229-230 
rotational cooling and, 97 
selective, 1 17 
solids excitation and, 118 
thermodynamics and, 187 
yield of, 119 

Desorption rate diffusion, 235 
Deuterium, 33, 54, 84 

diffusion of, 159 
heterogeneous deactivation on, 36 
oxidation of, 1 14, 129 
recombination of atoms of, 122 

Diatomic molecules, 88 
1,2-Dichlorethane, 120 
Diffraction, 4, 100, 199 
Diffraction spectrometry, 71 
Diffusion, 30, 34, 36, 39, 47 

activated, 159 
activation energy of, 158, 246 
of carbon monoxide, 159 
coefficients of, see Diffusion 

coefficients 
desorption rate, 235 
of deuterium, 159 
electron, 216, 217 
Einstein relationship for, 164 
of excited molecules, 72 

Fick's laws of, 188 
hole, 217 
of hydrogen, 159, 240 
longitudinal, 58-59 
molecular, 10 
of molecular oxygen, 219 
oxygen, 203, 218, 219, 223 
of oxygen, 246 
precursors and, 156, 157 
rate constants for, 28 
reactions controlled by, 164 
self-, 47, 60, 159 
surface, 158-161, 163, 164 
transverse molecular, 72 
of tungsten, 164 

Diffusion coefficients, 25, 33, 39, 61 
Arrhenius, 160 
estimations of, 161 
of excited inert atoms, 62 
of excited particles, 60 
experimental data on, 164 
phase transformations and, 233 
surface, 158-161, 163, 164 

Dioxane, 113 
Direct dissociation, 110 
Dissipative structures, 4, 196-208, see 

also specific types 
classification of, 196 
formation of, 208 
role of, 199-208 
stability of, 196- 199 

Dissociation, 29, 103, 106 
of carbon dioxide, 108 
of carbon monoxide, 260 
direct, 110 
molecular, 1 12 
oxide, 2 12 

Dissociation energy, 106, 145 
Dissociative adsorption, 107, 108, 11 1, 

114 
Dissociative chemisorption, 110, 122 
Doppler broadening, 21 
Doppler effect, 21 



Doppler high resolution laser 
spectroscopy, 21 

Dynamic scattering of molecular beams, 
91-100 

monoenergetic, 92-95 
monoenergetic atomic beams and, 

91-92 
rotational energy change and, 95-98 
translational energy change and, 

92-95 
vibrational excitation and, 98-100 

EBIF, see Electron beam-induced 
fluorescence 

Eigenfunctions, 141 
Einstein relationship for diffusion, 164 
Electric discharge, 34 
Electron beam-induced fluorescence 

(EBIF), 21 
Electron diffraction, 199 
Electron diffusion, 216, 217 
Electron emission, 55 
Electron energy, 220 
Electron-hole pair injection, 55 
Electronically excited particles, 105 

generation of, 124 
heterogeneous deactivation of, 55-82 

argon quenching and, 56-62 
carbon monoxide and, 79-82 
fit-order, 55-82 
nitrogen and, 62-69 
singlet oxygen and, 69-79 

gold and, 75-79 
platinum and, 73-75 
quartz and, 73-75 

lifetime of, 56, 148-150 
reactivity of, 55 
recombination and, 124 

Electronic energy, 93 
Electronic excitation, 1 
Electron microscopy, 201, 235 
Electron-mole pairs, 39 

Electron spin resonance (ESR) 
spectroscopy, 28, 70 

Electron theory of catalysis, 221, 242, 
245 

Electron transfer, 246 
Electron transport, 241 
Electron tunneling, 246 
Electron-vibrational distributions, 15 
Eley-Rideal mechanism, 124, 15 1 
Endothermal reactions, 135, 136 
Energy buffers, 35 
Energy exchange, 1, 2 
Energy loss, 11 1, 138 
Entropy, 188, 189, 190, 196, 197 
Equilibrium energy distribution 

function, 1 
ESR, see Electron spin resonance 
Ethane, 29 
Ethanol, 260 
Ethylene, 113 
Excitation energy, 135 
Excitation probability, 137, 143, 145 
Excited molecular deactivation, 24-28 
Exotherrnic reactions, 12 1 
Extrinsic precursors, 15 1 

FEM, see Field emission microscopy 
Ferroelectric phase transformations, 237 
Ferroelectric transitions, 236 
Fick's laws of diffusion, 188 
Field emission microscopy (FEM), 

158-159 
Field ion microscopy (FIM), 159 
FIM, see Field ion microscopy 
First-order reactions, 58, 230, 231, see 

also specific types 
Fischer-Tropsch synthesis, 183, 259, 

260 
Flow methods, 24-28, 33, 35 
Fluorescence 

electron beam-induced, 21 
intensity of, 19 
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kinetics of, 30 
laser-induced, 19, 20, 21, 95, 106, 

119, 124 
Fokker-Plank equation, 162 
Forbidden reaction, 55 
Fourier analysis, 127, see also specific 

types 
Fourier transform infrared spectroscopy 

(FTIRS), 21 
Franck-Condon factors, 20 
Free energy, 220 
Free radicals, 135, 200 
FTIRS, see Fourier transform infrared 

spectroscopy 

Gas-phase particles, 18-21 
Gas-phase reactions, 129 
Gas-surface interaction, 1 
Gaussian slope, 21 
Germanium, 242 
Gibbs energy, 190 
Gold, 75-79 

Hamiltonian, 40, 43, 51, 141 
Heating, 117 
Heterogeneous atomic recombination, 

55 
Heterogeneous deactivation, 29-89 

on carbon dioxide crystal surface, 
46-55 

of electronically excited particles, 
55-82 

argon quenching and, 56-62 
carbon monoxide and, 79-82 
first-order, 55-82 
nitrogen and, 62-69 
singlet oxygen and, 69-79 

gold and, 75-79 
platinum and, 73-75 
quartz and, 73-75 

first-order, 58 

flow methods for study of, 24-28, 
33, 35 

kinetics of, 24, 57, 65, 82-89 
adsorption-phonon mechanism and, 

85 
adsorptive mechanisms and, 83 
rate constant determination and, 82 

on metal surfaces, 36-42, 89 
microscopic mechanisms of, 39-42, 

48 
of multiatomic molecules, 86 
probability of, 48, 88 
on semiconductor surfaces, 42-45, 

89 
of singlet oxygen, 69-79 

gold and, 75-79 
platinum and, 73-75 
on quartz, 83 
quartz and, 73-75 

on sodium chloride surface, 45-46 
on Teflonm surface, 45-46 
of vibrationally excited molecules, 

29-55 
on carbon dioxide crystal surface, 

46-55 
history of, 29-36 
on metal surfaces, 36-42 
on semiconductor surfaces, 42-45 
on sodium chloride surface, 45-46 
on Teflonm surface, 45-46 

Heterogeneous-homogeneous processes, 
184, 200 

High resolution electron energy loss 
spectroscopy (HREELS), 24, 
146, 149 

Hindered rotator model, 98 
Hole diffusion, 217 
Honl-London factors, 20 
HREELS, see High resolution electron 

energy loss spectroscopy 
Hybridization, 220 
Hydrazine, 133, 134 



Hydrocarbons, 11 1, 113, 183, 205, 
258, 259, 261, see also specific 
types 

Hydrogen, 33 
desorption of from copper, 94 
diffusion of, 159, 240 
multiphase catalysts and, 259-261 
oxidation of, 130, 205, 246 

branched-chain reaction of, 195 
on metals, 211 
on oxides, 21 1 
precursors and, 157 

recombination of atoms of, 121, 124 
spillover of, 259 

Hydrogenation, 192, 260 
Hydrogenolysis, 258 
Hydrogen pressure, 2 12 
Hydroxyls, 133, see also specific types 
Hysteresis, 78, 212 

ILS, see Intercavity laser spectroscopy 
Impact deactivation, 48 
Inelastic coupling, 92 
Inelastic molecular scattering, 48 
Infrared lasers, 106, 1 18, 121 
Infrared luminescence, 148 
Infrared picosecond pulses, 148 
Infrared spectroscopy, 2 1 
Infrared spectrum, 23, 146 
Intercavity laser spectroscopy (ILS), 18, 

22 
Intrinsic precursors, 15 1 
Ion beams, 14-17, 15, 104 
Ion cyclotron resonance, 17 
Ion scattering spectroscopy (ISS), 14 
Ion-surface interaction, 104 
Iron, 26 1 
Iron carbide, 259 
Iron molybdate, 254 
Iron oxides, 260 
Isobutylene, 258 
Isomerization, 1 12 

Isoprene, 1 12 
Isothermal calorimetry, 72 
Isotropic molecular distribution, 21 
ISS, see Ion scattering spectroscopy 

Kinetic adsorption, 155 
Kinetic conjugation, 193, 194, 195, 196 
Kinetic constants, 164 
Kinetic energy, 91, 95, 100, 11 1, 112, 

119, 125 
Kinetic ion energies, 104 
Kinetic irreversibility, 19 1 
Kinetics, 9, 39 

in absence of chemoenergetic 
stimulation, 173 

adsorption, 155, 156, 232 
affinity and, 191-195 
chemoenergetic stimulation, 169, 

177, 184 
desorption, 156 
equations for, 139, 163, 164, 165, 

230, 233 
fluorescence, 30 
formal, 165, 166, 184 
of heterogeneous catalysis, 6 
of heterogeneous deactivation, 24, 

57, 65, 82-89 
adsorption-phonon mechanism and, 

85 
adsorptive mechanisms and, 83 
rate constant determination and, 82 

of heterogeneous reactions, 23 1, see 
also under specific types of 
reactions 

migration and, 164- 167 
nonequilibrium phase transformation, 

234 
nucleation, 227 
oxidation and, 125 
phase transformation, 227, 232, 234 
precursors and, 157, 158 
quantum, 21 
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second-order, 224 
surface reaction, 164- 167 
thermodynamics and, 187, 188, 

191-195 
of two-dimensional phase growth, 

228, 229 
Knudsen cells, 10 
Knudsen law, 13, 93 
Knudsen's accomodation coefficients, 

29 
Kramers model, 16 1, 162 

Landau-Teller approach, 50 
Langmuir equations, 178 
Langmuir-Hinshelwood model, 44, 83, 

124, 151, 214 
Langmuir isotherm, 37, 158 
Laplace transform, 139, 140 
Laplacian operator, 33 
LAS, see Laser absorption spectroscopy 
Laser absorption spectroscopy (LAS), 

18, 22 
Laser-induced fluorescence (LIF), 19, 

20, 21, 95, 106, 119, 124 
Laser magnetic resonance (LMR), 18, 

22, 28 
Lasers, 18-24, 120, see also specific 

types 
carbon dioxide, 1 17 
desorption induced by, 23, 1 16 
infrared, 106, 118, 121 
infrared luminescence inducted by, 

148 
luminescence inducted by, 148 
picosecond, 24, 147 
radiation from, 24, 106 
selective effects induced by, 120 
wavelength of, 119 

LEED, see Low energy electron 
diffraction 

Lennard Jones approach, 3 
LIF, see Laser-induced fluorescence 

Lifetime of molecules, 137-150 
direct measurements of, 147 
in electronically excited state, 

148- 150 
in vibrationally excited state, 

137-145 
direct measurement of, 147 
on surfaces, 145- 148 

Light scattering, 92 
LMR, see Laser magnetic resonance 
Loka-Volterra system, 198 
Longitudinal diffusion, 58-59 
Low-energy beams, 16 
Low energy electron diffraction 

(LEED), 4, 100 
phase transformations and, 224, 225, 

234, 235 
thermodynamics and, 201, 202, 203, 

204 
Luminescence, 46, 125, 148, 149, 245, 

246 

Magnesium, 245, 246 
Manganese, 214, 215, 216 
Mars-Van Krevelen mechanism, 209, 

222 
Mass spectrometry (MS), 28, 75, 91, 

92, 93, 119, 160 
Maxwell-Boltzmann distribution, 9, 11 
Maxwell distribution, 11 
Mean thermal molecular velocity, 68 
Memory effect, 206 
Metacrolein, 258 
Metal oxides, 233 
Metal-oxygen system, 214 
Metals, see also specific types 

ammonia decomposition on, 194, 195 
carbon monoxide adsorption on, 104 
heterogeneous deactivation on, 

36-42, 89 
hydrogen oxidation on, 2 1 1 
sticking coefficients on, 153 



Methane, 109, 110, 238 
Methane molecular beams, 109 
Methanol, 183, 260 
Methylcyclhexane, 195 
l-Methylcyclopentane, 112 
Microscopic mechanism of 

heterogeneous deactivation, 
39-42 

Microscopic nonequilibrium, 187 
Microscopic relaxation, 89 
Microscopic reversibility, 153 
Microscopy, 159, 163, see also specific 

types 
field emission, 158-159 
field ion, 159 
parameters for, 167 
tunnel electron, 201, 235 

MIF, 21 
Migration 

activation energy of, 160, 161 
of adsorbed particles, 157- 167 
kinetics of surface reactions and, 

164-167 
surface, 88, 160 
theory of, 161-164 

Molecular beams, 10-13, 91-136 
catalytic oxidation and, 125- 13 1 
dynamic interaction of with surface, 

100-1 12 
rotational energy and, 100- 106 
translational energy and, 100- 106 
vibrational energy and, 107-1 12 

dynamic scattering of, 91-100 
monoenergetic atomic beams and, 

9 1-92 
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and, 92-95 
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95-98 
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92-95 
vibrational excitation and, 98-100 
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interaction of with surface, 13 
methane, 109 
modulated, 12 
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precursors and, 154 
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121-125 
selective excitation and, 115-121 
supersonic methane, 109 

Molecular collision, 100 
Molecular deformation, 1 10 
Molecular diffusion, 10, 72 
Molecular dissociation, 1 12 
Molecular energy, 10, 142 
Molecular energy deactivation, 1, 6 
Molecular nitrogen, 133 
Molecular oxygen, 219 
Molecular scattering, 48 
Molecular velocity distribution, l I 
Molybdates, 253, 254, 255, see also 
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Molybdenum, 33, 72, 84-85, 195, 220 
Momentum, 188 
Monoenergetic atomic beams, 9 1-92 
Monoenergetic molecular beams, 92-95 
Morse potential, 142, 144 
Mossbauer spectroscopy, 252, 259, 260 
Mossbauer spectrum, 253 
MPE, see Multiphoton excitation 
MPI, 21 
MS, see Mass spectrometry 
Multiatomic molecules, 86 
Multicomponent catalysts, 246, see also 

specific types 
Multiphase catalysts, 246-261, see also 

specific types 
hydrogen and, 259-261 
nonequilibrium processes in, 

246-25 1 
partial oxidation and, 25 1-259 

Multiphonon approach, 144 
Multiphonon energy dissipation, 242 
Multiphoton excitation (MPE), 21, 92 
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Nitrogen, 46, 84, 86 
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heterogeneous deactivation and, 36, 

62-69 
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recombination of atoms of, 122, 124 

Nitromethane, 1 12 
Nitrous oxide, 94, 95, 96, 97, 120, 

131, 246 
Nonbranched-chain reaction, 184 
Nonelastic scattering, 15 1 
Nonequilibrium electron transitions, 

241 -246 
Nonequilibrium surface conductivity, 55 
Nuclear coalescence, 227 
Nucleation, 227, 228, 246 

OAS, see Optical acoustic spectroscopy 
One-electron approximation, 40 
Onsager's relation, 189 
Optical acoustic spectroscopy (OAS), 

21 
Optical phonons, 139 
Optical spectroscopy, 21, 28 
Orbital hybridization, 220 
Overall resistance, 28 
Overequilibrium energy, 169 
Oxidation, 157 

of alcohol, 217, 222 
of ammonia, 130, 156, 157, 206 
of benzene, 257 
of carbon, 128 
of carbon dioxide, 182 
of carbon monoxide, 79-82, 181, 

205 
autooscillations of, 201, 202 
kinetics of, 224 

oscillations of, 204 
phase transformations and, 2 10, 

223. 235 
catalytic, 125-131 
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of deuterium, 114, 129 
of hydrocarbons, 205, 258 
of hydrogen, 130, 195, 205, 211, 

246 
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partial, 25 1-259 
phase transformations and, 238 
of propylene, 206, 207, 253 
of xylene, 257 

Oxidation-reduction mechanism, 209 
Oxidative dehydrodimerization, 258 
Oxidative dehydrogenation, 13 1 
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dissociation of, 212 
hydrogen oxidation on, 21 1 
metal, 233 
nitrous, 94, 95, 96, 97, 120, 13 1, 

246 
surface reconstruction of, 22 1 

Oxidized catalysts, 2 14-224 
Oxygen, 205 

activity of, 213 
adsorption of, 215, 224, 225, 245 
atomic, 119 
diffusion of, 203, 218, 219, 223, 246 
exposure to, 21 8 
formation of, 224 
mobile, 246 
molecular, 219 
saturation of, 225 
singlet, see Singlet oxygen 
transport of, 240 

Oxygen-containing compounds, 260, 
see also specific types 

Oxygen-metal system, 214 
Oxygen polyhedrons, 222 
Oxygen vacancy, 217 
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Paraelectric transitions, 236 
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Periodic-in-time structures, 196 
Perturbation, 25, 40, 141, 189 
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Phenomenological coefficients, 188 
Phonons, 95, 139, 146, 162 
Photoelectron spectroscopy, 70, 152 
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Photometry, 70 
Photon resonance absorption, 56 
Picosecond lasers, 24, 147 
Plasma treatment, 14 
Platinum, 73-75 

accommodation coefficients and, 87 
carbon monoxide oxidation on, 

79-82 
carbon monoxide scattering from, 94 
polycrystalline, 104, 160 

Platinum oxide, 202 
Poiseuille gradient, 25 
Poiseuille profile, 36 
Poiseuille velocity profile, 58 
Polycrystalline platinum, 104, 160 
Potential energy, 243 

Preadsorbed state, 2, 151, 152, 153 
Precursors, 2, 93, 102, 107, 124, 

151-167 
in adsorption, 15 1-157 
extrinsic, 15 1 
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migration of adsorbed particles and, 

157-167 
surface diffusion and, 157-161 
surface reaction kinetics and, 

164-167 
theory of, 161-164 

nature of, 152 
theory of, 155 

Predesorption, 1 18 
Prigogine theorem, 189 
Propylene, 113, 206, 207, 253, 256, 

257, 258 
Pyridine, 117 

Quantum dynamics, 1 10 
Quantum kinetics, 21 
Quantum mechanics, 161 
Quenching, 56-62, 146 

Radiation, 24, 46, 106 
Radiative deactivation, 30 
Raman spectroscopy, 21, 22, 34, 121 
Rapid deactivation, 179 
Rate constants, 78 

adsorption, 229-230 
deactivation, 30 
desorption, 229-230 
determination of, 82 
diffusion, 28 
effective, 48, 77 
errors in, 28 
ethane decomposition, 29 
time-dependent , 166 
total, 9 

Reaction affinity, 5 
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Reagents, 10, 135-136, 156, 226, 237, 
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Recombination of atoms, 55, 121-125 
Redox catalysis, 222 
Redox mechanisms, 21 5, 222 
Redox reactions, 73, 214, see also 
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Reforming reaction, 247 
Relaxation, 117, 241, 243 

chemoenergetic stimulation and, 185 
constants for, 173 
of electron surface states, 242 
microscopic, 89 
phase transformations and, 222 
phonon, 146 
probability of, 138, 143, 169 
of vibrational energy, 89, 122 
of vibrationally excited molecules, 87 

Remote control, 258 
REMPI, see Resonance enhanced 

multiphoton ionization 
Reoxidation, 2 16, 239 
Research, 9-28, see also specific types 

beam methods of, 10-17 
flow methods of, 24-28 
laser methods of, 18-24 

Resistance, 28 
Resonance deficient energy, 52 
Resonance enhanced multiphoton 

ionization (REMPI), 20, 2 1, 22, 
95, 98 

Resonance heating, 1 17 
Resonance ion neutralization, 106 
Resonant v-v exchange, 42 
Reynolds number, 58 
Rideal scheme, 44, 83 
Rotational cooling, 96, 97, 98, 106 
Rotational energy, 92-93 

change in, 95-98 
exchange of, 2 

molecular beam dynamic interactions 
with surface and, 106-107 
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Scanning calorimetry, 238 
Scattering 

beam, 148 
carbon monoxide, 94 
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inelastic molecular, 48 
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rotational cooling and, 97 
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SDOSO, see Surface deactivation of 
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Second harmonic generation (SHG) 

method, 23 
Second-order kinetics, 224 
Selective decomposition, 119 
Selective desorption, 117 
Selective excitation, 1 15-121 
Self-diffusion, 47, 60, 159 
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SEW, see Surface electromagnetic wave 
SFG, see Sum frequency generation 
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Singlet oxygen, 56, 69-79, 136 

defined, 69-79 
generation of, 70, 131 
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surface deactivation of, 79-82 

Sodium chloride, 45-46 
Solids, 1, 14, 15, 118, 162, 246, see 
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Space-inhomogeneous structures, 196 
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Spectroscopy, 20, see also 
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acoustic, 21 
Auger, 100 
coherent anti-Stokes Raman, 21, 22 
Doppler high resolution laser, 21 
electron spin resonance, 28, 70 
Fourier transform infrared, 21 
high resolution electron energy loss, 

24, 146, 149 
infrared, 21 
intercavity laser, 18, 22 
ion scattering, 14 
laser absorption, 18, 22 
mass, 28 
Mossbauer, 252, 259, 260 
optical, 21, 28 
photoelectron, 70, 152 
Raman, 21, 22, 34, 121 
sum frequency, 148 
surface electromagnetic wave, 24, 

147 
surface-enhanced Raman, 121 
ultraviolet photoelectron, 221, 224 
X-ray photoemission, 152, 221, 239 

Spillover, 258, 259 
Stationary conditions, 209-214 
Steady-state approximation, 156 
Sticking, 92 
Sticking coefficients, 83, 86, 88, 103 

accommodation coefficients and, 37 
initial, 153, 155 
low, 110 
on metal surfaces, 153 
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precursors and, 151, 153, 154, 155 

Sticking probability, 13, 49 
Stoichiometry, 190, 215 
Sum frequency generation (SFG) 

method, 23 
Sum frequency spectroscopy, 148 
Supersonic beams, 11 
Supersonic methane molecular beams, 
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Surface deactivation, 79-82 
Surface deactivation of singlet oxygen 

(SDOSO) method, 79-82 
Surface diffusion, 158-161, 163, 164 
Surface electromagnetic wave (SEW) 

spectroscopy, 24, 147 
Surface-enhanced Raman spectroscopy 

(SERS), 121 
Surface investigations, 23-24 
Surface migration, 88, 160 
Surface phase transformations, 224 
Surface reaction kinetics, 164-167 
Surface reconstruction, 4, 221 
Surface transformation, 15 
Synergetics, 5, 187, 258 

Teflon", 45-46 
Temperature 

accommodation coefficients and, 48, 
56, 72, 73, 74, 85 

beam, 11 
Mossbauer spectrum and, 253 
reoxidation, 239 
translational, 91, 112, 135 
vibrational, 135 

Thermal accommodation, 13 
Thermal equilibrium, 125 
Thermal molecular velocity, 68 
Thermal sources, 10 
Thermoconductivity, 203 
Thermodesorption, 99, 131, 160, 224 
Thermodynamic conjugation, 193 
Thermodynamic equilibrium, 10 
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phase transformations and, 227 

Thiophene hydrogenolysis, 258 
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Time-dependent rate constants, 166 
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TOF, see Time-of-flight 
Toluene, 195, 196 
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Translational energy 

change in, 92-95 
exchange of, 2 
increase of, 1 13 
molecular beam dynamic interaction 

with surface and, 100-106 
Translational excitation, 1, 135- 136 
Translational temperature, 91, 1 12, 135 
Transverse molecular diffusion, 72 
Trapping, 92 
Trapping-desorption, 98, 102 
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Tunnel electron microscopy, 201, 235 
Tunneling, 159, 162, 246 
Turnover number, 9 
Two-dimensional (2-D) phases, 209 

surface, 21 1 
transformations of, 224-236 

Two-photon quenching, 146 

UHF, see Ultrahigh frequency 
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cells, 76 
Ultraviolet photoelectron spectroscopy 

(UPS), 221, 224 
UPS, see Ultraviolet photoelectron 
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Vanadium, 220 
Van Willigen's model, 93, 94, 102, 

126, 133 
Vibrational deactivation, 144 
Vibrational energy, 92-93, 242, see 

also Vibrational excitation 
exchange of, 2, 88 
microscopic relaxation of, 89 
molecular beam dynamic interaction 

with surface and, 107-1 12 
relaxation of, 89, 122 

Vibrational excitation, 1, 98-100 
mechanisms of, 138 
of molecules, see Vibrationally 

excited molecules 
probability of transition into, 141, 

144 
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accommodation coefficients of, 3 1, 
32-33, 35, 41 

heterogeneous deactivation of, 29-55 
on carbon dioxide crystal surface, 

46-55 
history of, 29-36 
on metal surfaces, 36-42 
on semiconductor surfaces, 42-45 
on sodium chloride surface, 45-46 
on Teflon" surface, 45-46 

lifetime of, 137-145 
direct measurement of, 147 
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probability of transition to, 141, 144 
relaxation of, 87 

Vibrational predesorption, 1 18 
Vibrational temperature, 135 

Woodword-Hoffmann rules, 55 

XPS , see X-ray photoemission 
spectroscopy 

X-ray analysis, 199, 252, 253, see also 
specific types 

X-ray diffraction (XRD), 260 
X-ray photoemission spectroscopy 

(XPS), 152, 221, 239 
XRD, see X-ray diffraction 
Xylene, 257 

Y 

Yellow luminescence, 46 

z 
Zeolite, 200 
ZGB, see Ziff-Gulari-Barshad 
Ziff-Gulari-Barshad (ZGB) model, 235 
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