Chapter 4

Theoretical investigations

4.1. Introduction

 
The following observations have been made from physico chemical characterization of metal   complexes when they are encapsulated in various zeolites

· . The (max of metal complexes are shifted upon encapsulation- (blue or red    shifted) –depending on the nature of the zeolite.

· Redox potential of metal complexes are altered upon encapsulation in various zeolites

The position of HOMO and LUMO levels of metal complexes are changed upon encapsulation in various zeolites.  Useful complementary information on these zeozymes can be obtained from the calculation of these energy levels by quantum chemical methods. 

Quantum chemical cluster calculations are widely employed to study the changes in electronic  structures of zeolites and modified zeolites(Corma et al 1995, Pullikotil 1995).   This is used as basis to explain many of the observed catalytic properties.  Several non-empirical and semi-empirical calculations are reported on silica,  zeolites and metal complexes (Utterhoven et al, 1992, Janssens et al 1995).   The non-empirical methods especially the conventional Hartree Fock plus correlation energy method  is associated with sharp increase in the computer time requirement with increase in the size of the cluster or basis set.   For example a wave function for an N electron system contains 3N coordinates (three for each electron, four if spin is included.).   For larger cluster of zeolites and metal complexes, (number of electrons is high), calculation of electronic properties by conventional ab-initio method is not desirable.   Moreover to solve the HF equations,  assumptions have to be made that the electron interacts with average potential coming from other electrons.    In reality, electrons correlate their movements trying to avoid each other, so there is least amount of electrostatic repulsion.    To account for dynamic correlation, one has to go to correlated methods, which use multideterminant wave functions, and these scales as fifth, or greater power with size of a system.    In order to avoid these complexities and difficulties, Density Functional Theory (DFT) is used to describe the electron systems.   This method has been successfully employed to wide range of zeolite cluster and metal complexes.   Reports on theoretical calculations for understanding the electronic properties of metal complexes in various zeolites using DFT are not available in literature.   Sastre et al studied electronic properties of ethylene and benzene molecule in sodalite cages by using Hartree Fock theory (Sastre et al 1997, Viruela et al 1995).    Molecular mechanics and dynamics methods are widely used in literature to study the total energy and diffusional properties of guest molecules in zeolite cluster model (Haberlandt et al,  1999).
4.11. Density Functional Theory (DFT)


The basis of DFT method is that the ground state electronic energy is determined completely by electron density (.    In other words there exists one to one correspondence between the electron density of a system and energy.    The electron density is the square of wave function, integrated over N-1 electron coordinates.    This depends only on three coordinates independently of the number of electrons.    The complexity of the wave function increases with the number of electrons,  the electron density has same variables independently of the size  of the system .     


For a system of M nuclei and N electrons, the electronic Hamilton operator contains the following terms.
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The first term represents the kinetic energy in atomic units.    The second term represents the nuclear potential, third term represents the inter-electronic repulsion and last term corresponds to inter nuclear repulsion.    According to Born-Oppenheimer approximation the last term is a constant.    It is seen that the Hamilton operator is uniquely determined by the number of electrons and the potential created by the nuclei Vne.   This means that the ground-state wave function (and thereby electron density) and ground state energy are also given uniquely by these quantities.  The goal of DFT method is to design functionals connecting the electron density with  energy.

The field of rigorous DFT theory was born in 1964 with the publication of Hohenberg and Kohn paper (Hoghenberg and Kohn 1964).    They proved the following.

1. Every observable of a stationary quantum mechanical system (including energy) can be calculated in principal exactly from the ground state density alone. Every observable can be written as a function of ground state density.

2. The ground state density can be calculated in principle exactly using the variational method.
4.12.  KOHN and SHAM Method.

The expression relating kinetic energy to density is not known with satisfactory accuracy.     The current expressions even those improved upon from the original Thomas-Fermi theory, are quite crude and quite unsatisfactory for atoms and molecules in particular.     On the other hand, the kinetic energy is easily calculated from the wave function, provided  it is known.     For that reason,  Kohn & Sham (1965) proposed an ingenious method of marrying wave function and density approach.  They repartitioned the total energy function into following parts: 

E[(]=T0[(]+  ( [Vext(r) +Uel(r)] ((r) dr+Exc[(]

where T0[(] is the kinetic energy of the electrons in a system which has the same density ( as the real system,  but in which there is no electron-electron interactions.   This is frequently called a system on noninteracting electrons, but it may be misunderstood, since electrons still interact with nuclei.  Uel(r) is a pure Coulomb (‘classical’) interaction between electrons.     It includes electron self-interaction explicitly.    Vext(r) is the external potential, i.e. potential coming from the nuclei.

The last function Exc(() is called exchange correlation energy. It includes all the energy contributions, which are not accounted for by previous terms. (i.e.)

1. Electron exchange.

2. Electron correlation since non-interacting electrons do need to correlate their movements.  .

3. A portion of the kinetic energy which is needed to correct To(() to obtain 


            true kinetic energy of a real system T (()

4. Correction for self-interaction introduced by the classical coulomb potential.

In fact, all the difficult things were included in this function.     However, better and better approximations for this function are being published.    To finish the derivation of Kohn-Sham equations, let us assume for a while, that one knows this energy function reasonably well.  One may apply the variational principle and obtain

(=(E[((r)]/(((r)= (T0[((r)]/(((r)+Vext(r)+Uel(r)+ (Exc[((r)]/(((r)
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Where all terms are lumped together, except noninteracting electron kinetic energy, into an effective potential depending upon r: 

Veff(r)= Vext(r)+Uel(r)+ Vext(r)

Where the exchange correlation potential is defined as a functional derivative of exchange correlation energy:  

Vext(r)= (Exc[((r)]/(((r)

The form of equation asks for a solution as a Schrodinger equation for non-interacting particles:

[-1/2(i2+Veff(r)](iKS(r)=(i(I(r)KS
It is  similar to the eigen equation of the Hartree-Fock method, with one difference  it is  simpler.    The Fock operator in Hatree Fock Roothan method contains the potential, which is non local. i.e. different for each electron.  The Kohn-Sham operator depends only on r, and not upon the index of the electron.    It is the same for all electrons.  The Kohn-Sham orbitals, which are quite easily derived from this equation, can be used immediately to compute the total density.

((r)=(((iKS(r) (2
Which can be used to calculate an improved potential  Veff (r),  i.e. leads to a new cycle of self-consistent field.     Density can also be used to calculate the total energy from equation in which the kinetic energy T0(() is calculated from the corresponding orbitals, rather than density itself.

T0(()=1/2(((iKS((i2 ((iKS (
The key to Kohn-Sham theory is the calculation of the kinetic energy under the assumption of non-interacting electrons.    In reality, electrons are interacting. Kohn-Sham  theory does not provide the true kinetic energy.    The difference between the exact kinetic energy and that calculated by assuming non-interacting electron orbitals is small. The remaining kinetic energy is absorbed in to an exchange –correlation term Exc.

For historical reasons, the exchange correlation energy was partitioned into two parts,

Exc[(]=Ex[(]+Ec[(]

the exchange energy and correlation energy.  This partition is quite arbitrary, since exchange and correlation have slightly different meaning than in ab-initio  approaches.  The exchange energy in LDF/LSD was approximated with the homogenous gas exchange result given by equation
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The correlation energy is expressed as

Ec[(]=(((r)(c[(((r)(((r)]dr

Where (c[(((r)(((r)]dr is the correlation energy per one electron in a gas with spin densities (((r) and (((r).   This function is not known analytically, but is constantly improved on the basis of quantum Monte Carlo simulations, and fitted to analytical expansions (Vosko et al, 1980;  von Barth & Hedin, 1979)   The local functions derived from electron gas data worked surprisingly well, taking into account that they substantially underestimate the exchange energy (by as much as 15%) and grossly overestimate the correlation energy, sometimes by  100%.  The error in exchange is however larger than the correlation error in absolute values.  LSD/LDF is known to overbind normal atomic bonds, on the other hand, it produces too weak hydrogen bonds.


Early attempts to improve functions by GEA (Gradient Expansion Approximation), in which E(() was expanded in Taylor series versus ( and truncated at a linear term, did not improve results too much (see e.g. Langreth & Vosko, 1990).  Only GGA (Generalized Gradient Approximation) provided notable improvements by expanding E (().  The expansion  is not a simple Taylor expansion, but tries to find the right asymptotic behavior and right scaling for the usually nonlinear expansion.  These enhanced functions are frequently called non-local or gradient corrections, since they depend not only upon the density, but also on the magnitude of the gradient (i.e. first derivative) of density at a given point.     Probably the most frequently used function  today are : For exchange B88 (Becke, 1988), PW86 (Perdew & Wang 1986) For correlation P86 (Perdew, 1986), LYP(Lee, Yong, Parr) (Lee at al, 1988)


Connection can be made between the exchange-correlation energy and the corresponding potential connecting the non-interacting reference and the actual system. The resulting expansion is called adiabatic connection formula.    These methods are called hybrid methods.     B3LYP is one of the widely used hybrid method in the literature for calculating electronic properties of metal complexes and zeolite clusters.

B3LYP is Becke 3 parameter functional,  which has the form:

     A*EXSlater+(1-A)*EXHF +B*EXBecke +ECVWN+C*DECnon-local

where the non-local correlation is provided by the LYP expression.    The constants A, B, and C are those determined by Becke by fitting to the G1 molecule set.    Becke determined the values of the three parameters by fitting to the 56 atomization energies, 42 ionization potentials, 8 proton affinities, and 10 first-row atomic energies in the G1 molecule set computing values of A=0.80, B=0.72, and C=0.81.    He used LDA densities and the Perdew/Wang 1991 correlation functions rather than VWN and LYP.

Since LYP includes both local and non-local terms, the correlation functions used is actually: C*ECLYP+(1-C)*ECVWN.    In other words, VWN is used to provide the excess local correlation required, since LYP contains a local term essentially equivalent to VWN. 
4.13.  Basis set


There are two types of basis functions commonly used in electronic structure calculations: Slater Type Orbitals (STO) and Gaussian Type Orbitals (GTO).  Slater type Orbitals  have the functional form

((,n,l,m (r,(, ()=NYl,m((, () rn-1e-(r
Where N is normalization constant and Yl,m  is the usual spherical harmonic functions.  The exponential dependence on the distance between the nucleus and the electron mirrors the exact orbitals for the hydrogen atom.  However, STOs do not have any radial nodes, Nodes in the radial part are introduced by making linear combinations of STOs.   The exponential dependence ensures a fairly rapid convergence with increasing number of functions, however, the calculation of three and four center two electron integrals cannot be performed analytically.   STOs are primarily used for atomic and diatomic systems where high accuracy is required and in semi empirical methods where all three and four center integrals are neglected.

Gaussian type orbitals can be written in terms of polar or Cartesian coordinates.

((,n,l,m (r,(, ()=NYl,m((, () r2n-2-le-(r2

((,n,l,m (x,y,z)=N xlx yly zlz e-(r2
Where the sum of lx   ly  and lz  determines the type of orbital (for example  lx + ly+ lz  is a p orbital)     Although  a GTO appears similar in the two sets of coordinates, there is a subtle difference.   A d-type GTO written in terms of the spherical functions has five components (Y2,2, Y2,1, Y2,0, Y2,-1, Y2,-2) but there appear to be six components in the Cartesian coordinates (x2, y2, z2, xz, yz. xy).    The latter six functions however, may be transformed to the five spherical d-functions and one additional s-function  (x2 + y2 +  z2).

Having decided on the type of function (STO/GTO) and the location (nuclei), the most important factor is the number of functions to be used.     The smallest number of functions possible is a minimum basis set.     Only enough functions are employed to contain all the electrons of the neutral atom(s).     For hydrogen (and helium ) this means a single s-function.     For the first row in the periodic table it means two s-functions (ls and 2s) and one set of p-functions (2px 2py and 2pz).    Lithium and beryllium formally only required two s-functions, but a set of p-functions is usually also added.    For the second row elements, three s-functions (ls  2s and 3s) and two sets of p-functions (2p and 3p)  are used.

     The next improvement in the basis sets is a doubling of all basis functions producing a Double Zeta (DZ) type basis.     The term zeta stems from the fact that the exponent of 
STO basis functions is often denoted by the Greek letter (.   A DZ basis thus employs two s-functions for hydrogen (ls and ls’) four s-functions (ls  ls’  2s  and 2s’) and two  p-functions (2p and 2p’) for first row elements and six s-functions and four p-functions for second row elements.  


The Chemical bonding occurs between valence orbitals.  Doubling the ls-functions in for example carbon allows for a better description of the ls-electrons.  However, the ls-orbital is essentially independent of the chemical environment, being very close to the atomic core.     A variation of  the DZ type basis only doubles the number of valence orbitals, producing a split of valence basis.     In actual calculations, a doubling  of the core orbitals  would rarely be considered. and  the  term, DZ  basis is also used for split valence basis sets (or sometimes VDZ for valence double zeta).


       The next step up in basis set is a Triple Zeta (TZ).     Such a basis contains three times as  many functions as the minimum basis (i.e. six s-functions and three p-functions for the first row elements.    Some of the core orbitals may again be saved by only splitting the valence producing a triple split valence basis set.     Again the term TZ is used to cover both cases.   The names Quadruple Zeta (QZ) and Quintuple Zeta (5Z ) for the next levels of basis sets are also used, but large sets are often given explicitly in terms of the number of basis functions of each type.

Polarization functions are added to the chosen sp-basis.  Adding a single set of polarization functions (p-functions on hydrogens and d-functions on heavy atoms) to the DZ basis forms a Double Zeta plus Polarization (DZP) type basis.  There is a variation where polarization functions are only added to non-hydrogen atoms.  This does not mean  polarization functions are not important on hydrogens.  However, hydrogens often have a passive role, sitting at the end of bond, which does not take an active part in the property of interest.  The errors introduced by not including hydrogen polarization functions are often rather constant and as the interest is usually in energy differences, they tend to cancel out.  

4.14.  Effective core potential basis sets

For systems involving elements from the third row or higher in the periodic table, there is a large number of core electrons which in general are unimportant in a chemical sense.    However, it is necessary to use a large number of basis functions to expand the corresponding orbital.    Otherwise the valence orbital will not be properly described  (due to a poor description of the electron-electron repulsion).   In the lower half of the periodic table, relativistic effects furthermore complicate matters.  .  These two problems may be solved simultaneously by introducing an Effective Core Potential (ECP) (also called Pseudopotential) to represent all the core electrons.   This is in the sprit of semi empirical methods, the core electrons are modeled by a suitable function, and only the valence electrons are treated explicitly.     In many cases this gives quite good results at a fraction of the cost of a calculation involving all electrons.     Part of the relativistic effects may also be taken care of especially the scalar effects without having to perform the full relativistic calculation.     ECPs have also been designed for second row elements, although the saving is only marginal relative to all electron calculations.

  
There are four major steps in designing ECP type basis sets.     First a good quality all electron wave function is generated for the atom.  This will typically be a numerical Hartree-Fock or a relativistic Dirac-Hartee-Fock calculation.  The valence orbitals are then replaced by a set of nodeless pseudo-orbitals.  The regular valence orbitals will have a series of radial nodes in order to make them orthogonal to the core orbitals, and  the pseudo-orbitals are designed so that they behave correctly in the outer part, but do not have a nodal structure in the core region.     The core electrons are then replaced by a potential so that solution of the Schrodinger (or Dirac) equation produces valence orbitals matching the pseudo-orbitals.     Since relativistic effects are mainly important for the core electrons, this potential effectively includes relativity.    The  potential will be different for each angular momentum, and will normally be obtained in a tabulated form.  In the final step, this numerical potential is fitted to a suitable set of analytical functions, normally a set of Gaussian functions.

UECP(r)=(ai rni e-(r2

The parameters   n   and a   depend on the angular momentum (s-, p.- d- etc.) and are determined by least squares fit.  Typically between two and seven Gaussian functions are used in the fit, (and consequently the resulting orbitals) at the price of increased computational time.

For transition metals it is clear that the outer (n+1)s, (n+1)p- and (n) d-orbitals constitute the valence space.     While such full core potentials give reasonable geometries, it has been found that the energetics is not always satisfactory.     Better results can be obtained by  including  the orbitals in the next lower shell in the valency space.     The gain by using ECPs is largest for atoms in the lower part of the periodic table especially those where relativistic effects are important.    Since fully relativistic results are scarce, the performance of ECPs is somewhat difficult to evaluate by comparison with other calculations. But they often reproduce known experimental results thereby justifying the approach.

4.15.  Molecular mechanics

For calculation of ground state electronic properties of molecules, the geometry of a molecule should be at global minimum.    The given geometry of a molecule has to be optimized in any theoretical method to get a global minimum. The geometry optimization of simple molecules like methane and water can be carried out easily by quantum mechanical method.    For a larger cluster of zeolites and metal complexes the geometry optimization by quantum mechanical method is not reliable, because it will take four or five months to get an optimized geometry for a given large cluster model. In order to get an optimized geometry for large cluster and metal complexes, force field method is usually employed.    In the force field method the molecules are modeled as atoms and held together by bonds. The molecule is described by a ball and spring model.    Force field methods are also referred to as molecular mechanics methods.    In addition to by passing the solution of the Schrodinger equation; the quantum aspects of the nuclear motion are also neglected.    This means that the dynamics of the atoms are treated by classical mechanics, i.e. Newton’s second law. 

The force field energy is written as sum of terms, each describing the energy required for distorting a molecule in a specific fashion. 

EFF=Estr+ Ebend+ Etors+ Evdw+ Eel+ Ecross 

Estr is the energy function for stretching bond between two atoms. Ebend represents the energy required for bending an angle,  Etors is the  torsional energy for rotation around a bond. Evdw and Eel  are describing the non-bonded atom-atom interactions and  finally Ecross describes the coupling between the first three terms.    Given such an energy function of the nuclear coordinates, geometries and relative energies can then be calculated. Stable molecules corresponding to minimum on the potential energy surface can be located by minimizing EFF as a function of the nuclear coordinates.

There are many different force fields in use. They differ in three main aspects

1. The functional form of each energy term

2. The number of cross terms included

3. The type of information used for fitting the parameters.

For transition metal complexes the Universal Force Field (UFF 1.02) is widely used in the literature (Rappe et al 1993).    Advantages of UFF[28] include the fact that it uses a `first-principles approach', where the atomic parameters are based only on the element, its hybridization and its connectivity.   Another advantage is that UFF includes metallic elements such as copper, allowing modeling of metal complexes. In addition to the fact that UFF is free from molecule-specific. 

4.2.  Model



In the present investigations the DFT calculations were carried out using the Gaussian 98 program.   All DFT calculations were done by Becke three parameter hybrid functions with the LYP correlation function (B3LYP) and an effective core potential basis set LanL2DZ.    Clusters of ten (Si10O10H20)(D10h symmetry)(model for ZSM-5) and twelve (Si12O12H24)(D12h symmetry)(Model for Fau) membered ring systems with 40 and 48 atoms respectively were used for the simulations, where the residual valence of silicon atoms were saturated with hydrogen atoms.   The optimization of geometry was obtained by using universal force field approach (UFF1.02).     In a typical calculation method, the metal complex was placed at the center of ten (Si10) and twelve (Si12) membered ring systems and geometry was optimized by universal force field approach.  Cerius2 software was used for the force field calculations.     Using force field optimized parameters DFT calculations were carried out at B3LYP/LanL2DZ level.   Similar approach has been attempted by Corma  et al (Corma et al, 1997)  for studying the interaction of alkenes in various zeolite cluster models.   Similar procedure was used to obtain force field optimized geometries with different heteroatom (B, Al, Ga) substituted clusters. 

4.3. Results and Discussion

4.31. Encapsulation of copper ethylenediamine complexes

 The redox potential of metal complex is altered in various zeoites due to change in the position of HOMO and LUMO levels of metal complexes.   In order to understand the position of HOMO and LUMO levels of metal complexes in various zeolites, theoretical calculations were carried out using density functional theory.  The optimized N-Cu bond length and N-Cu–N bond angle (represented in Figure 4.1) for neat and encapsulated complexes are given in Table 4.1.  As can be seen from Table 4.1, DFT calculations with the B3LYP functional and LanL2DZ basis set are able to predict the structure of the neat complex quiet reasonably.  The neat complex is having D2h symmetry. On encapsulation in ten and twelve membered ring systems it deviates from square planarity (D2h(C2v) (Fig 4.2).  The bond length between metal and ligand molecule decreases upon encapsulation.    Quantum chemical calculations have proven that Si-O bonds in zeolites have a clear covalent character (Derouane et al 1987).  Valence electrons in zeolites are distributed all over the framework atoms as a partially delocalized electronic cloud.   At relatively short distances between the complex molecule and walls of the zeolite cavities, the electron-electron repulsions will be operative because of which the bond length between copper and ligand molecule decreases.

.                      
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         Fig 4.1.  Representation of Cu-en
The energy of the HOMO level for neat complex is at -15.12 eV and main contribution to HOMO is coming from d orbital of copper (25.78%) and nitrogen p orbital (58.53%).    Comparison of the energy values of HOMO and LUMO orbitals of neat complex with the values obtained inside each cluster is given in Table 4.2.   In the case of encapsulated complexes the HOMO and LUMO energy of Cu-en is taken from the molecular orbitals that have a marked contribution from copper ethylenediamine molecule.   It is clear that encapsulation of copper ethylene diamine in ten or twelve membered ring systems produce a large increase in HOMO and LUMO energy (2.3-2.6eV).   The HOMO and LUMO energies are higher in ten membered ring systems compared to twelve membered ring systems. Ten membered ring systems have lower cavity size compared to twelve membered ring systems.    This leads to large stress in ten membered ring systems that increases the HOMO and LUMO energy of the system. The electric field acting inside the ten membered ring systems will be higher compared to twelve membered ring systems.    It leads to increase of HOMO and LUMO values of the metal complex in ten membered ring system compared to twelve membered ring systems.

The type of interaction normally considered when a guest molecule is confined inside the zeolite (Wilson et al, 1994) is due to Columbic effects, coordination effects and van der Walls interactions. Columbic effects are produced by the charge distribution along the framework owing to the partial ionic character of the ionic crystals. This charge distribution generates strong columbic field on the cavities, which might alter the energy level of metal complexes as well as influence the chemical behavior of the transition metal complexes.  Coordination effects are produced by Lewis acid-base type interactions among the transition metal complexes and certain sites of the frame work in the cavity.  Weak electron interactions account for the forces of van der Walls type.                                 

 
One of the effects that have not been looked in the literature is Double layer effect.  Zeolite framework is anionic in nature. When the transition metal complex enters the zeolite cavity it forms a double layer in the zeolite cavities.   It is known in the literature (A.J.Bard 2000) that electric field existing in between a double layer is around 108V/cm.   This electric field alters the energy levels and chemical behavior of the transition metal complexes.    Because of these properties the molecular orbital of metal complex cannot extend over entire space as they are in the neat state but restricted with in the dimension of the zeolite cage.    The percentage orbital contribution of each atomic orbital to HOMO and LUMO are given in Table 4.2. The p orbital participation of the nitrogen atom to HOMO decreases after encapsulation.  It shows that over lap between metal orbital and ligand orbital decreases after encapsulation. 


In order to rationalize the influence of aluminum content in the position of HOMO and LUMO levels of metal complexes, replacement of Si(Al,H was done in ten membered ring systems in order to form cages with 1,2,3 Bronsted sites.  The presence of Bronsted site changes the electrostatic potential generated inside the cage (Corma et al, 1997).  In a purely siliceous zeolite,  negative electrostatic potential, which is acting inside the cavity, creates a  repulsion over the electrons in the complex molecule.     This repulsion will increase their energy.  If aluminum is introduced the change O(OH will make the new electrostatic potential less negative due to proton shielding on the corresponding oxygen atom and the electrostatic repulsion over the electrons is less.      This leads to decrease of energy level of metal complexes.    When aluminum is introduced in the zeolites the HOMO and LUMO levels of metal complexes are stabilized compared to purely siliceous zeolites.    In order to know whether it is due to aluminum or not, other trivalent atoms are substituted (B,Ga) in  twelve membered ring systems and Cu-en complex is encapsulated in this modified cluster.     The HOMO and LUMO values of the Cu-en complex in this modified cluster are given in Table 4.3.   Both HOMO and LUMO of Cu-en are stabilized in trivalent ion substituted system compared to the purely siliceous zeolite.   It shows that aluminum or other trivalent ions are not responsible for stabilization of HOMO and LUMO level of metal complexes.  

	Catalyst
	HOMO(eV)
	LUMO(eV)

	Cu-en-Si12
	-12.87
	-7.24

	Cu-en-BSi11
	-14.40
	-6.71

	Cu-en-AlSi11
	-13.37
	-8.08

	Cu-en-GaSi11
	-13.36
	-8.06


            Table 4.3 HOMO and LUMO values of Cu-en complex encapsulated in trivalent    

                            substituted twelve-ring cluster.
The generation of charge compensating cation reduces the electric field acting inside the cavity that stabilizes the HOMO and LUMO levels of metal complexes. Since in zeolites aluminum substitution is random one, the molecule, which is present in the sodalite and supercages, cannot experience the same electrostatic field.  The position of HOMO and LUMO levels of metal complexes will be different in different places of zeolite, which leads to altered redox potential of metal complexes in various positions of zeolites.

4.32.  Encapsulation of Cu-Qn complexes
.    The optimized parameters for neat and encapsulated complexes are given in Table 4.4.   As can be seen from the values given in Table 4.4 (Represented in Fig 4.3) both DFT optimization as well as force field optimization of neat Cu-Qn molecule are able to predict the structure of the neat complex quiet reasonably.  The neat complex is having C2h symmetry.  On encapsulation in ten and twelve membered ring systems, it deviates from square planarity (C2h(C2)(Fig 4.4).  The bond length between metal and ligand molecule decreases upon encapsulation.    
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         Fig 4.3.  Representation of Cu-Qn

The HOMO value for neat complex is at -5.36 eV and main contribution to HOMO wave function is coming from p orbital of oxygen  (31.35%) and carbon p orbital (63.83%).   Upon axial coordination of Cu-Qn with water the HOMO value is shifted to less negative value (by 0.49eV).  

              Table 4.5. The HOMO and LUMO values for neat and encapsulated complexes

	Catalyst
	HOMO(eV)
	LUMO(eV)

	Cu-Qn
	-5.36
	-2.09

	Cu-Qn-UFFOPT
	-5.29
	-2.15

	Cu-Qn-Water
	-4.87
	-1.51

	Cu-Qn-Si10
	-4.86
	-1.69

	Cu-Qn- AlSi9
	-5.21
	-2.11

	Cu-Qn- Si12
	-4.88
	-1.61

	Cu-Qn- AlSi11
	-5.08
	-1.98

	Cu-Qn- BSi11
	-5.03
	-1.96

	Cu-Qn- GaSi11
	-5.14
	-2.11


The binding energy of HOMO and LUMO orbitals of the neat complex as well as that of the complex encapsulated in each cluster are given in Table 4.5.   In the case of encapsulated complexes HOMO and LUMO were considered which have main contribution from orbitals of the metal complexes (Table 4.6).   

It is clear that encapsulation of copper oxinate in ten or twelve membered ring systems produces a large shift of HOMO and LUMO energies towards more positive value (by 0.5eV).    Upon substitution of aluminum in ten and twelve membered ring systems both HOMO and LUMO level of copper oxinate are stabilized compared to pure siliceous cluster model.  The presence of Bronsted sites changes the electrostatic potential generated inside the cage.     In order to know whether this stabilization is due to aluminium or not, other trivalent atoms are substituted (B,Ga) in  twelve membered ring systems and Cu-Qn complex was encapsulated in this modified cluster.  The HOMO and LUMO values of  the Cu-Qn complex in this modified cluster are given in Table 4.5.   Both HOMO and LUMO of Cu-Qn are stabilized in trivalent ion substituted systems compared to the purely siliceous zeolite.   The generation of charge compensating cation reduces the electric field acting inside the cavity that stabilizes the HOMO and LUMO levels of metal complexes.  Upon aluminium substitution,  the HOMO value of ten membered ring system is stabilized compared to that of twelve membered ring system. This is in accordance with the redox potential measurement where redox potential of Cu-Qn in NaZSM-5 is shifted towards more positive value compared to that of NaX and NaY.   In neat complex two water molecules are occupying the axial position. Comparing the HOMO value of Cu-Qn in aluminium substituted cluster with that of Cu-Qn-H2O, the HOMO value of Cu-Qn is stabilized more in aluminium substituted cluster compared to that of Cu-Qn-H2O.   This is supported by experimental observations,  where  the redox potential of copper oxinate in various zeolites is shifted towards more positive values compared to that of neat complex.

4.33.  Encapsulation of Mn-Qn complexes

The optimized N-Mn and O-Mn bond length and O-Mn-N bond angle (represented in Figure 4.5)  for neat and encapsulated complexes are given in Table 4.7.   The neat complex is having C2h symmetry.    On encapsulation in ten and twelve membered ring systems it deviates from square planarity (C2h(Ci and Cs) (Fig 4.6).   The bond length between metal and ligand molecule slightly decreases upon encapsulation.  The energy of the HOMO level for neat complex is  -7.153 eV and main contribution to HOMO is from p orbital of carbon (98%).   Comparison of the energy values of HOMO and LUMO orbitals of neat complex with the values obtained inside each cluster is given in Table 4.8.   In the case of encapsulated complexes, the HOMO and LUMO energy of

Table 4.7. Optimized parameters of neat and encapsulated Mn-Qn complexes

	Catalyst 
	Mn-O(A()
	Mn-N(A()
	<N1-Mn-O(deg)
	<N2-Mn-O(deg)

	Mn-Qn-Neat
	1.963
	1.996
	94.01
	85.99

	Mn-Qn-Si10
	1.962
	1.995
	94.08
	85.92

	Mn-Qn-Si9Al
	1.961
	1.994
	93.94
	86.07

	Mn-Qn-Si12
	1.960
	1.994
	93.84
	86.13

	Mn-Qn-AlSi12
	1.962
	1.992
	93.83
	86.15

	Mn-Qn-Al2Si12
	1.961
	1.993
	93.86
	86.14
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Fig 4.5.  Representation of Mn-Qn

Mn-Qn is taken from molecular orbitals that have a marked contribution from Mn-Qn molecule.   The HOMO of the Mn-Qn in ten membered ring clusters is stabilized (0.84 eV) compared to that of Mn-Qn in twelve membered ring systems. This is in accordance with the redox potential measurement where Mn-Qn complex encapsulated in ZSM-5 is shifted more towards positive values compared to NaY 
When aluminum is introduced in the zeolites, the HOMO and LUMO level of metal complexes gets stabilized compared to purely siliceous zeolites.  The position of HOMO and LUMO levels of metal complexes will be different in different places of zeolite, which leads to altered redox potential of metal complexes in various positions of zeolites.

Table 4.8. HOMO and LUMO energy levels of neat and encapsulated Mn-Qn complexes.

	Catalyst
	HOMO(eV)
	LUMO(eV)

	Mn-Qn-Neat
	-7.15
	-5.93

	Mn-Qn-Si10
	-7.51
	-5.72

	Mn-Qn-Si12
	-6.67
	-5.37

	Mn-Qn-AlSi11
	-6.99
	-5.56

	Mn-Qn-Al2Si10
	-7.07
	-5.66


4.4. Conclusions 

· Theoretical calculations show that the energy values of HOMO and LUMO levels are shifted towards less negative value on encapsulation of metal complexes in various zeolites.

· Substitution of hetero atom in ten and twelve membered ring clusters stabilizes both HOMO and LUMO energy levels of metal complexes.   This may be due to decrease of electrostatic field inside the zeolite matrix. 

· Upon aluminium substitution,  the HOMO value of Cu-Qn in ten membered ring system is more stabilized compared to that of twelve membered ring system. This is in accordance with the redox potential measurements where reduction potential of Cu-Qn in NaZSM-5  is shifted towards more positive value compared to that of NaX and NaY. 

· The HOMO value of Mn-Qn in ten membered ring system is stabilized more compared to that of neat complex and Mn-Qn in twelve membered ring systems.  This is in  accordance to the redox potential measurements where reduction potential of Mn-Qn in NaZSM-5  is shifted towards more positive value compared to that of  NaY and neat complex.
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